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Abstract

We develop a general theory of a boson decomposition for both local and non-local interactions in lattice fermion models which allows us to describe fermionic degrees of freedom and collective charge and spin excitations on equal footing. An efficient perturbation theory in the interaction of the fermionic and the bosonic degrees of freedom is constructed in so-called dual variables in the path-integral formalism. This theory takes into account all local correlations of fermions and collective bosonic modes and interpolates between itinerant and localized regimes of electrons in solids. The zero-order approximation of this theory corresponds to extended dynamical mean-field theory (EDMFT), a regular way to calculate nonlocal corrections to EDMFT is provided. It is shown that dual ladder summation gives a conserving approximation beyond EDMFT. The method is especially suitable for consideration of collective magnetic and charge excitations and allows to calculate their renormalization with respect to “bare” RPA-like characteristics. General expression for the plasmonic dispersion in correlated media is obtained. As an illustration it is shown that effective superexchange interactions in the half-filled Hubbard model can be derived within the dual-ladder approximation.
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1. Introduction

A self-consistent description of electrons, magnons, phonons and other fermionic and bosonic degrees of freedom in solids is still a challenging problem for strongly correlated systems where the simplest approximations are usually not sufficient. One of the classical examples is the theory of itinerant electron magnetism, where the d-electrons form both the correlated energy bands as well as the quasi-localized magnetic moments and the magnon spectrum. In this problem the conventional random phase approximation (RPA) gives a wrong description of the finite temperature effects whereas the proper corrections to RPA can be successfully calculated only in a very close vicinity of the Stoner instability point. The main difficulty is the coexistence of localized (atomic-like) and itinerant
features in the behavior of d-electrons in solids \[3, 4, 5\]. Recent progress in the theory of correlated electron systems is related to the development of Dynamical Mean Field Theory (DMFT) \[6\], which maps the problem of fermions with local interactions on a crystal lattice onto a self-consistent effective impurity problem. The latter can be solved very efficiently within Continuous Time Quantum Monte Carlo (CT-QMC) \[7\] or exact diagonalization (ED) \[6\] schemes. As a result, both atomic-like features such as multiplet formation and band dispersion can be taken into account simultaneously \[8, 9\]. The combination of the DMFT approach with realistic electronic structure calculations \[10, 11\], in particular, for transition metal systems \[5, 12\] opens a new way for the description of electronic degrees of freedom in solids. A generalization of the DMFT approach to non-local interactions and consistent description of collective bosonic excitations \[10, 13, 14, 15\] boost first realistic applications of a so-called GW+DMFT approach \[16\].

Here we construct a theory, that is capable to describe systems with strongly correlated electrons interacting with collective bosonic modes. These modes can appear explicitly in an original Hamiltonian (for instance, phonons) or arise from electron-electron interactions (like plasmons or magnons). We assume that the Bose excitations cannot be considered as an ideal Bose gas and boson-boson correlations are important. Among numerous examples of such systems are the cases of weak itinerant ferromagnets \[2\] and, more generally, any materials near quantum phase transition points \[17\].

The Feynmann diagrammatic technique became the most popular tool in the quantum many body theory as a compact and elegant representation of a perturbation expansion in powers of interaction \[18, 19\]. The main advantage of the diagrammatic approach is an opportunity to sum up infinite series of relevant diagrams going beyond the formal perturbation expansion. The mainstream paradigm is that summing up more sophisticated series expands the area of applicability. In some cases leading series of diagrams can be separated and summed up with the use of small parameters which are not directly related to the interaction strength. Important examples are the Gell-Mann Bruekner theory of the high-density electron gas \[20\], the gaseous approximations of low density Fermi \[21\] and Bose \[22\] systems, the $\varepsilon$-expansion in theory of critical phenomena \[23\], and the $1/N$ expansion in the theory of magnetic impurities \[24\]. Historically, the DMFT was introduced as a leading order approximation in a formal parameter $1/d$, where $d$ is the dimensionality of the space. DMFT is exact in the limit of $d \rightarrow \infty$, at the same time attempts to construct a regular expansion in $1/d$ turn out to be not practical \[25\]. Nevertheless, DMFT appears to be quite a good approximation for many three- and even two-dimensional systems \[6, 10, 12\], since it provides reasonable interpolations between non-interacting and atomic limits for any dimensions. In terms of the diagrammatic approach the DMFT corresponds to a summation of all local in space contributions to the self-energy \[6\].

Recently we developed the dual fermion scheme \[26, 27\] which introduces new variables in a path integral generating an alternative diagram technique such that the bare propagators (free dual fermions) correspond to DMFT. This means that the main local physics is taken into account by the change of variables while the new diagrams describe only non-local corrections to the self-energy. Interaction terms in the dual variables look more complicated than the original ones: the interactions become retarded and contain not only pair terms but also multi-fermion contributions. However, an advantage of dual fermion transformation is a faster convergence of the diagram series. For example, a simple ladder summation gives quite accurate description for the single band Hubbard model in strongly correlated regime \[28\]. Thus, the dual fermion approach is an example of an alternative strategy in the quantum many-body theory, when a proper choice of variables allows one to consider a simpler series of diagrams. Another example of such strategy is the use of auxiliary fermions and bosons in the Hubbard model which allows one to describe the subtle effect of the growth of the effective mass near metal-insulator transitions, already on the level of the mean-field \[29\].

The consideration of collective (bosonic) degrees of freedom in systems of interacting fermions within the conventional technique necessarily involves summations of sophisticated diagrams. The dispersion law of bosonic excitations (e.g., magnons or plasmons) is determined by the poles of the corresponding susceptibilities (the two particle fermionic Green’s functions) and the minimal approximations which give rise to these poles, even in the case of a weak interaction corresponding to the ladder summation (random phase approximation, RPA \[18, 30, 31\]). In order to take into account magnon-magnon interactions one needs to consider more complicated, parquet-like diagrams \[2\] \[32\]. For strongly correlated systems one can consider the same procedure within the dual fermion approach. Up to now this is only done at the level of ladder summations \[28\]. As we pointed out, the above considerations of complicated diagrams can be replaced by a proper choice of variables in the path integral. Following this strategy we propose an extension of dual fermion scheme explicitly adding bosonic variables. It is important to note that the present theory is not a direct extension of the dual-fermion approach \[26\]. We will see that, even for the Hubbard-like models with on-site interactions only, it gives a different result because of the account of collective modes (magnons).
A simultaneous description of fermionic and bosonic correlations on the equal footing was started within the Extended Dynamical Mean Field (EDMFT) framework \cite{13, 14}. The strong-coupling generalization of EDMFT \cite{33} gives a useful extension of the Hubbard-I like perturbation expansion for lattice models \cite{34}. EDMFT properly includes the physics of local fermionic and bosonic correlations. At the same time, a dispersion of collective excitations within EDMFT is determined by the non-local part of the interactions only. In particular, to describe the dispersive magnons within EDMFT one needs to explicitly add direct Heisenberg exchange interactions to the Hamiltonian. Obviously, this is not sufficient since the indirect exchange interactions (supercrchange, double-exchange, RKKY, etc.) contribute as well to the magnon dispersion. Moreover, typically, they give the main contribution.

In the present paper we construct a formally exact diagram technique where the bare fermionic and bosonic propagators correspond to EDMFT, whereas the indirect exchange is given by diagrammatic corrections. Therefore, the direct and indirect interactions enter the magnon dispersion law on equal footing.

2. Definitions

We consider a lattice fermionic problem with the intersite hopping and generic non-local interactions. For simplicity, we present only formulae for the single-band periodic lattice, but a generalization of all expressions to a multi-orbital case is straightforward. The action is

\[ S = \sum_r S_{\text{at}}[c_r^+, c_r] + \sum_{r, R \neq 0} E_R c_{r+R}^+ c_r + \sum_{r, R \neq 0, \Omega} V_{R\Omega} \rho_{r+R\Omega} \]  

(1)

Here \( c^+, c \) are Grassmann variables, the indices \( r, R \) run over the lattice sites and translations, \( k \) stands for the wavevector, \( \tau \) is the imaginary time, \( \omega = 2\pi(n + 1/2)/\beta \) and \( \Omega = 2\pi n/\beta \) are, respectively, the fermionic and bosonic Matsubara frequencies (\( n \) is integer and \( \beta \) is the inverse temperature), and \( \sigma \) is the spin index. Prefactors \( \beta^{-1} \) and \( N^{-1} \) are implied for sums over frequencies and wavevectors, respectively (\( N \) is the number of lattice sites). The “Bosonic variable” \( \rho \) in general is a vector quantity, whose components for single band models can be the charge-density or the spin-density operators: \( \rho_j \equiv \sum_{s, \tau, \Omega} c_{s, \tau, \Omega}^+ c_{s, \tau, \Omega} \) where \( s^j \) with \( j = [0, x, y, z] \) are Pauli matrices \( (1, \sigma_x, \sigma_y, \sigma_z) \), and the quantity \( \tilde{\rho} \) is introduced to satisfy the condition \( \langle \rho \rangle = 0 \).

To simplify the notations, we skip the index \( j \) throughout the paper, but one should bear in mind that relevant components of \( \rho \) are to be accounted in a practical calculation. For example, if the physics is determined by charge fluctuations only (as may be the case for the Coulomb interaction or an electron-electron attraction mediated by phonons), only the density-density term \( V^{00} \rho^0 \rho^0 \) is important in the interaction part \( V^{ij} \) of Eq. (1). The Heisenberg isotropic exchange interaction corresponds to \( V^{xx} = V^{yy} = V^{zz} = J \), etc. An important case of the Hubbard model corresponds to \( V = 0 \), where the spin degrees of freedom \( \rho_{s=x,y,z} \) do not show up in the bare expression part of Eq. (1), but will appear in the following formulation, since the low-energy behaviour of system is governed by the spin fluctuations.

Within the path integral representation the atomic action \( S_{\text{at}} \) is given by:

\[ S_{\text{at}} = -\sum_{\omega \sigma} (i\omega + \mu) c_{\omega \sigma}^+ c_{\omega \sigma} + \int_0^\beta U c_{1 \uparrow}^+ c_{1 \downarrow} d\tau, \]  

(2)

where \( U \) is the local Coulomb interaction.

We are interested in the single-electron Green’s function \( G_{\tau\tau} = -\langle c_{\tau \sigma}^+ c_{\tau \sigma}^0 \rangle \) and the bosonic correlator \( X_{\tau\tau} = -\langle \rho_{\tau \sigma} \rho_{\tau \sigma}^0 \rangle \). It is an important point that an account of the bosonic quantity is fundamental: we suppose that collective modes are relevant for the physics of the system.

3. Local approximations

The general idea of effective-medium approximations is to reduce the lattice problem (1) to the so-called impurity model, describing a single atom (or small cluster) in a Gaussian environment. For a system with bosonic and fermionic degrees of freedom, a single-site impurity problem is described by the action

\[ S_{\text{imp}} = S_{\text{at}} + \sum_\omega \Delta_\omega c_{\omega \sigma}^+ c_{\omega \sigma} + \sum_{\Omega} \Delta_{\Omega} \rho_{\Omega}^0 \rho_{\Omega}. \]  

(3)
Obtaining a numerical or analytical solution for the impurity problem is supposed to be much simpler. We later assume that its Green’s functions: 

\[ g_\tau = - \langle c_\tau c^\dagger_{\tau} \rangle_{\text{imp}} \quad \text{and} \quad \chi_\tau = - \langle \rho_\tau \rho^*_{\tau} \rangle_{\text{imp}} \]

are known, as well as higher-order correlators. In practice, they can be calculated by a CT-QMC scheme \[7\] or by exact diagonalization if the dimension of the Hilbert space is not too large. Normally \( \chi \) is called the full polarizability. We will call it the bosonic Green’s function, to emphasize the formal analogy between the equations for \( g \) and \( \chi \) in our formalism.

For the so-called local approximations, only the Green’s functions of the impurity model \( g_\omega, \chi_\Omega \) are taken into account. In a nutshell, the initial problem (1) is replaced by an auxiliary lattice with Gaussian nodes; those nodes are characterized by the Green’s functions \( g_\omega, \chi_\Omega \). Such a consideration gives us the well-known expressions for lattice Green’s functions \[14\], which are denoted with calligraphic letters in this paper:

\[
G_\omega k = \frac{1}{g_\omega^{-1} + \Delta_\omega - \epsilon_k} \quad \text{and} \quad X_\Omega K = \frac{1}{\chi_\Omega^{-1} + \Lambda_\Omega - V_K}
\]

where \( k \) is the wave vector and Fourier transforms of the hopping and interaction parameters are introduced in the obvious way. One can see that the fermionic and bosonic self-energies of these expressions are \( k \)-independent, that is, local in space.

The hybridization functions \( \Delta \) and \( \Lambda \) should be defined in such a way, that the impurity problem provides us the on-site (local) properties of the solution for the lattice problem. Such a requirement is physically quite reasonable. Also, it is closely related to Feynman’s variational approach in dual fermion variables \[27\].

Most common are so-called static and dynamic mean-field theories. In the static approach, the hybridization functions \( \Delta \) and \( \Lambda \) are chosen to be frequency independent. Their values are defined from the equalities for the static parts of Green’s functions:

\[
\sum_\omega g^{MF}_{\omega} = \sum_{\omega,k} G_{\omega k}, \quad \text{and} \quad \sum_\Omega X^{MF}_{\Omega} = \sum_{\Omega,K} X_{\Omega K}
\]

In the dynamical EDMFT approach \( \Delta_\omega \) and \( \Lambda_\Omega \) are adjusted so that local parts of the lattice Green’s functions coincide with the corresponding quantities of the impurity problem for all frequency (or time) arguments:

\[
g_\omega = \sum_k G_{\omega k}, \quad \chi_\Omega = \sum_K X_{\Omega K}
\]

It is worthwhile to note that the standard definition of the EDMFT \[14\] introduces an auxiliary bosonic field called \( \phi \), and the second line of Eq. (6) is re-expressed as a condition for the Green’s function \( X_\phi \) of that bosonic field. At the EDMFT level, the conditions for \( X \) and \( X_\phi \) are equivalent. We discuss this issue in detail in Appendix and show that similar (although not the same) bosonic field can be introduced in non-local approximations beyond the EDMFT.

Some “mixed” local approximations can also make sense. For instance, if the hopping is absent (or negligible), it is natural to consider a scheme with \( \Delta = 0 \) and to adjust bosonic hybridization only. Contrary, \( \Lambda = 0 \) corresponds to the “purely fermionic” DMFT scheme \[6\].

4. Dual transformation

It is easy to make a connection between the lattice and impurity actions:

\[
S = \sum_r S_{\text{imp}}[c_r^\dagger, c_r] + \sum_{\omega, k, \sigma} (\epsilon_k - \Delta_{\omega\sigma}) c_{\omega\sigma}^\dagger c_{\omega\sigma} + \sum_{\Omega, K} (V_{\Omega K} - \Lambda_\Omega) \rho_{\Omega K}^r \rho_{\Omega K}
\]
Further on, we use a general matrix form of the Hubbard-Stratonovich transformation to decouple the term $c_{\alpha}^+ E_{\alpha} c_{\alpha}$ with $E_{\alpha} = \Delta_{\alpha} \mp \epsilon_k$ into the pair of dual fermionic Grassmann-fields $f_{\alpha}$,$\bar{f}_{\alpha}$ and the term $\rho_{\Omega K}^* W_{\Omega K}^\dagger \rho_{\Omega K}^j$ with $W_{\Omega K}^\dagger = \Lambda_{\Omega K}^\dagger - V_{\Omega K}^\dagger$ into the pair of dual bosonic complex-fields $\eta_{\Omega K}^\dagger$,$\eta_{\Omega K}^j$ (a matrix notation is used to shorten the expressions):

$$\int D[c^+, c] e^{\epsilon c} = \int D[c^+, c] \det(\alpha_j^{-1} E_{\alpha}^j) \int D[f^+, f] e^{-f^\dagger \alpha_j E^{-1} \alpha_j^f + f^\dagger \alpha_j e^c \alpha_j f}$$

$$\int D[p^+, p] e^{\epsilon p} = \int D[p^+, p] \det(\alpha_b W^{-1} \alpha_b) \int D[\eta^+, \eta] e^{-\eta^\dagger \alpha_b W^{-1} \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta^* \alpha_b^\dagger \eta}$$

(8)

where $\alpha_f, \alpha_b$ are arbitrary, but local in space scaling matrices.

Note that whereas the decoupling of Grassmanian variables is mathematically straightforward, more comments are needed on the second line of Eq. (8). The first comment is that $\rho$ is Hermitian, so that $\rho_{\Omega - K j} = \rho_{\Omega K j}^*$, and the integral $D[\rho^+, \rho]$ is taken in fact over the variables from a half-space. The dual variables inherit this property, $\eta_{\Omega - K j} = \eta_{\Omega K j}^*$. The second comment is that the matrix $\alpha_b W^{-1} \alpha_b$ is not positively defined, and integrals over $D[\eta^+, \eta]$ should be re-defined to ensure convergence. Here we describe the corresponding procedure, following, in particular, Refs. [35, 14].

For illustration purposes, we suppose $\alpha$ to be just a real constant factor; the generalization to a complex matrix $\alpha$ is straightforward. Let us introduce a basis where $W^{-1}$ is diagonal. Let us number the states in this basis with an index $l$, and consider some matrix element $W_{ll}$. For a positive real part of $W_{ll}$, the corresponding part of the action can be decoupled as follows:

$$e^{\int W_{ll}^\dagger \chi_{ll}^\dagger \eta_{ll}^* \eta_{ll}^*} = \alpha W_{ll}^{-1} \alpha \int d\eta_{ll}^* \int d\eta_{ll} e^{\eta_{ll}^\dagger \eta_{ll} - \eta_{ll}^* \eta_{ll}^* - \eta_{ll}^\dagger \alpha W_{ll}^{-1} \alpha^\dagger \eta_{ll}^\dagger \alpha^\dagger \eta_{ll}^*}$$

(9)

where we explicitly introduced the Hermitian and anti-Hermitian parts of $\rho = \rho + i \eta''$. One can see that for $\eta_l^*$ and $\eta_l''$ being interpreted as real and imaginary parts of a complex number $\eta_l$, this decoupling becomes an explicit form of the second line of Eq. (8), written for a particular state $l$. The integral limits for positive $W_{ll}$ can be chosen along the real axis, from $-\infty$ to $+\infty$ for both $\eta_l^*$ and $\eta_l''$.

The key observation is that for $W_{ll}$ having a negative real part, the decoupling (9) still holds, up to the integration path along imaginary axis, from $-i\infty$ to $+i\infty$ for $\eta_l^*$ and in the opposite direction, that is $+i\infty$ to $-i\infty$, for $\eta_l''$. Thus, the integration over $D[\eta^+, \eta]$, $D[\eta^*_l, \eta_l'']$ can be considered as a symbolic notation for the integration over $D[\eta^*_l, \eta_l''].$ with $\eta = \eta_l' + i \eta_l''$, $\eta_l^* = \eta_l' - i \eta_l''$ substituted in the integrand. The integration path over each component of vectors $\eta_l', \eta_l''$ is explicitly defined for the basis where $\alpha W$ is diagonal: the integration goes along the real or imaginary axis, corresponding to the sign of the real part of the diagonal matrix element $W_{ll}$.

One can check that such a definition of $\int D[\eta^*, \eta]$ still allows one to use the standard algebraic manipulations of path integrals. In particular, to obtain the Green’s function of dual bosonic variables $G = -i \eta \cdot \eta_l'$ one uses the standard procedure of differentiation with respect to $\alpha W^{-1} \alpha$, as can be explicitly shown from Eq. (9). On the other hand, the statistical properties of dual variables can be unusual because of the imaginary axis integration path. For instance, similarly to the fermionic dual Green’s function [27], $\eta \cdot \eta_l' > = < \eta \cdot \eta_l' >$ is not necessary positive-defined and consequently the imaginary part of its Fourier transform is not always negative.

Let us continue with the derivation of the dual formalism. The Hubbard-Stratonovich decoupling in the partition function with the action (11) gives (in matrix form)

$$\int D[c^+, c] e^{\int \Sigma s_{\alpha\beta} (\epsilon^c_{\alpha} + c^\dagger_{\alpha} \epsilon^c_{\beta}) \delta(L - \epsilon^c_{\alpha} - c^\dagger_{\beta})} = \det(\alpha_j^{-1} (L - \epsilon^c_{\alpha} - c^\dagger_{\beta})) \det(\alpha_b (L - V)^{-1} \alpha_b) \times$$

$$\times \int D[c^+, c] D[f^+, f] \int D[\eta^*, \eta] e^{\int \Sigma s_{\alpha\beta} (\epsilon^c_{\alpha} + c^\dagger_{\alpha} \epsilon^c_{\beta}) f^\dagger \alpha_j c^\dagger_{\beta} c^\dagger_{\alpha} \eta^* \eta + f^\dagger \alpha_j (L - \epsilon^c_{\alpha} - c^\dagger_{\beta}) \alpha_j f^\dagger \eta^* \alpha_b (L - V)^{-1} \alpha_b^\dagger \eta^*}.$$

Integrating out the “localized” fermionic Grassmann variables $c^+, c$ with $\alpha = s_{\alpha\beta}^{-1}$ for the fermionic and $\alpha = \chi_{\Omega}^{-1}$ for
the bosonic part, we arrive at the following action in dual variables

\[ S = - \sum_{\omega k} \tilde{G}^{-1}_{\omega k} f_{\omega k} \psi_{\omega k} - \sum_{\Omega \Delta k} \tilde{X}^{-1}_{\Delta k} \delta_{\Delta k} \delta_{\Omega k} + \sum_{\lambda} U[\eta_\lambda, f_{\lambda}] \]

\[ \tilde{G}_{\omega k} = (g_{\omega}^{-1} + \Lambda_{\omega} - \epsilon_{k})^{-1} - g_{\omega} \]

\[ \tilde{X}_{\Delta k} = (\delta_{\Delta}^{-1} + \Lambda_{\Delta} - V_{k})^{-1} - \chi_{\Delta} \]

\[ U[\eta, f, f'] = \sum_{\lambda}(\lambda_{\omega} \delta_{\omega} \eta_{\omega} f_{\omega} + X_{\omega} \eta_{\omega} f_{\omega}) + \frac{1}{4} \sum_{\omega / \Omega} \gamma_{\omega / \Omega} f_{\omega}^* f_{\omega}^* f_{\omega} f_{\omega} + \ldots, \]

where \( \gamma \) is a full four-point fermionic vertex of the impurity model

\[ \gamma_{\omega / \Omega} = \frac{\langle \epsilon_{\omega}^\dagger \epsilon_{\omega} \eta_{\omega}^\dagger \eta_{\omega} \rangle_{\text{imp}} - g_{\omega} g_{\omega}^* (\delta_{\Omega \omega} - \delta_{\Omega})}{g_{\omega} g_{\omega}^* + \Lambda_{\Omega}} \]

(\( \delta \) is the Kronecker symbol), and \( \lambda \) is a “mixed” quantity

\[ \lambda_{\omega / \Omega} = \frac{- \langle \epsilon_{\omega}^\dagger \epsilon_{\omega} \eta_{\omega}^\dagger \eta_{\omega} \rangle_{\text{imp}} - \langle \rho \rangle_{\text{imp}} g_{\omega}^* g_{\omega}}{g_{\omega}^* g_{\omega} + \Lambda_{\Omega}}. \]

The second term in the nominator typically equals zero as \( \langle \rho \rangle_{\text{imp}} \) vanishes. The values of \( \gamma \) and \( \lambda \) are related, since

\[ \rho_{\Omega \omega} = \sum_{\omega / \Omega} c_{\omega}^\dagger c_{\omega}^\dagger c_{\omega} c_{\omega}. \]

\[ \lambda_{\omega / \Omega} = \chi_{\Omega}^{-1} \left( 1 - \sum_{\omega / \Omega} \gamma_{\omega / \Omega}^\dagger g_{\omega}^* g_{\omega} + \chi_{\Omega}^{-1} \right) \]

It is important to note that for the Gaussian impurity problem \( \gamma \) vanishes, but \( \lambda \) takes a finite value of \( \chi_{\Omega}^{-1} \).

The following exact relations between fermionic and bosonic Green’s functions of original and dual variables can be proven:

\[ G_{\omega k} = (\Lambda_{\omega} - \epsilon_{k})^{-1} g_{\omega}^{-1} \tilde{G}_{\omega k} g_{\omega}^{-1} (\Lambda_{\omega} - \epsilon_{k})^{-1} + (\Lambda_{\omega} - \epsilon_{k})^{-1} + \Lambda_{\omega} - V_{k} \]

The relation for the fermionic Green’s functions is derived in Ref. [27]. The main idea is to substitute the right-hand side of Eq. (10) in the formula \( G_{\omega k} = \frac{1}{2} \partial \omega / \partial X \). The last term \( (\Lambda_{\omega} - \epsilon_{k})^{-1} \) appears from the differentiation of the fermionic determinant. The bosonic relation is derived quite similarly, but the signs appearing during the derivation should be discussed. First, the expression for the bosonic Green’s function has a different sign, \( X_{\Delta k} = \frac{1}{2} \partial X / \partial \Omega \). This gives factors of \( -1 \) at \( X \) and \( \tilde{X} \). Second, since the bosonic Hubbard-Stratonovich transformation contains an inverse of the determinant, the same different sign appears for the last term \( (\Lambda_{\Omega} - V_{k})^{-1} \), so that the signs of all the terms are changed, compared to the fermionic relation between the real and dual fermionic Green’s functions. Therefore the entire resulting relationship between the real and dual bosonic Green’s functions obeys exactly the same form, similar to the results of the supersymmetric Hubbard-Stratonovich transformation [33].

It is useful to introduce the self-energy (for fermions) and polarization-operator (for bosons) corrections to the effective-medium approximation, defined as

\[ \Sigma' = G^{-1} - \tilde{G}^{-1}; \quad \Pi' = X^{-1} - \tilde{X}^{-1}. \]

We remind that \( G, X \) are given by the expressions [1].

The self-energy and polarization operator of the dual ensemble are given by the following expressions:

\[ \tilde{\Sigma} = G^{-1} - \tilde{G}^{-1}; \quad \tilde{\Pi} = \tilde{X}^{-1} - \tilde{X}^{-1}. \]

Being re-expressed in these quantities, the exact relations [19] have a particularly simple form:

\[ (\Sigma_{\omega k})^{-1} = \Sigma_{\omega k}^{-1} + g_{\omega} \]

\[ (\Pi_{\omega k})^{-1} = \Pi_{\omega k}^{-1} + \chi_{\omega} \]
which results in the following expression for the fermionic and bosonic Green’s functions:

\[ G^{-1}_{\omega k} = (g_{\omega} + g_{\omega} \Sigma_{\omega k})^{-1} + \Delta_{\omega} - t_k \]

\[ X^{-1}_{\Omega K} = (\chi_{\Omega} + \chi_{\Omega} \Pi_{\Omega K} \chi_{\Omega})^{-1} + \Lambda_{\Omega} - V_K \]  

(19)

One can immediately see from these formulas that the effective-medium expressions (4) correspond to the Gaussian approximation for the dual variables: \( \tilde{\Sigma}, \tilde{\Pi} \) (and consequently \( \Sigma', \Pi' \)) vanish.

Following the effective medium paradigm we introduce a generalized self-consistent condition for \( \Delta_{\omega} \) and \( \Lambda_{\Omega} \) similar to the Eq.(6), but for “exact” fermionic and bosonic Green’s functions:

\[ g_{\omega} = \sum_k G_{\omega k}, \]

\[ \chi_{\Omega} = \sum_K X_{\Omega K} \]  

(20)

5. Basic diagrams and simple approximations

The simplest non-local physics can already be described in the EDMFT. In our formalism this corresponds to a zero-th order approximation ("no diagrams") \( \Sigma = 0 \) and \( \Pi = 0 \), and condition (6) is satisfied. We intend to preserve the advantages of the EDMFT, but also include the formation of collective modes and their interaction with the electrons. For a “purely fermionic” Hubbard-like theory this means an account of the ladder series [28].

For the present theory with the dual action of Eq.(11), there are two basic Green’s function lines (Fig. A.1): a fermionic (full-line with arrow) and a bosonic (wavy-line) as well as two interaction vertices: a triangle (corresponding to the dual boson-fermion interaction \( -\lambda \)) and a square (describing the dual-fermion interaction \( -\gamma \)). In this paper, we restrict ourselves to a polarization operator, given by the electron ladder ended by two triangles (Fig. A.2). Equally, one can consider this diagram as just a two-lines bubble, with a renormalized vertex (Fig. A.3).

Here a symbolic notation is used, so that \( \gamma_{\Omega} \) is a tensor, and \( \Lambda_{\Omega} \) is a vector with components corresponding to different \( \omega \), and the dots in the first line denote a scalar product vector-tensor-vector. The bare dual polarization operator (an empty loop of the dual Green’s function) \( \tilde{X}^0_{\Omega K} \) is a tensor having only diagonal components. Later we also use bare polarization operators for the initial variables and for the impurity model, so that

\[ \tilde{X}^0_{\Omega K} = -\sum_k \tilde{G}_{\omega k} \tilde{G}_{\omega \Omega k}, \]

\[ \tilde{X}^0_{\Omega K} = -\sum_k \tilde{G}_{\omega k} \tilde{G}_{\omega \Omega k}, \]  

(22)

\[ \tilde{X}^0_{\Omega} = -g_{\omega} \tilde{G}_{\omega \Omega}. \]

Scalar polarizabilities, respectively denoted by \( \tilde{X}^0_{\Omega K}, X^0_{\Omega K}, \) and \( \chi^0_{\Omega} \), can be found by summating over fermionic frequencies, so that, for example, \( X^0_{\Omega K} = -\sum_{\omega k} \tilde{G}_{\omega k} \tilde{G}_{\omega \Omega k} + \Omega \).

The simplest approximation one can make is just to neglect the vertex part \( \gamma \). In this case \( \chi_{\omega \Omega}^\text{eff} = \lambda_{\omega \Omega} = \chi_{\Omega}^{-1}. \) Simple manipulations with the second lines of Eqs. (4), (16) and (18) then give

\[ X_{\Omega K} = \frac{1}{(\chi_{\Omega} + \chi^0_{\Omega K})^{-1} + \Lambda_{\Omega} - V_K}. \]  

(23)

A similar non-local contribution to the fermionic self-energy can be introduced to describe the renormalization of the fermionic Green’s function \( G \). The corresponding diagram contains one fermionic and one bosonic line (Fig. A.5).
We will however concentrate on the analysis of bosonic quantities and for simplicity use the EDMFT result $\tilde{G}$ instead of the renormalized $G$ propagator. This allows for a further simplification. Indeed, in the local approximation $G$ and $G^{\text{adh}}$ differ in their local part only \[26, 27\]:

$$\tilde{G}_{\omega k} = G_{\omega k} - g_{\omega k}. \tag{24}$$

Further, since we suppose that $\gamma = 0$ and since $\rho > 0$, the bosonic Green’s function for the impurity problem becomes equal $\chi_{\Omega}$. Substituting the expression \[24\] into Eq. \[23\], we obtain

$$X_{\Omega K} = \frac{1}{(X_{\Omega K}^0)^{-1} + \Lambda - \omega}. \tag{25}$$

For $\Lambda = 0$, this expression is clearly related to the Random Phase Approximation (RPA). To get the “textbook” RPA, one should completely neglect the interaction terms of the impurity problem, so that $g_{\omega k} = (i\omega - \varepsilon_k)^{-1}$ and $G_{\omega k} = (i\omega - \varepsilon_k)^{-1}$. The scheme with an exactly calculated $g_{\omega k}$ can be called RPA+DMFT. In this case the RPA is a simple case of Fig. \[A.3\]. To go beyond the RPA, one should be careful. As we will discuss in Sec. \[6\], in general it is wrong to work with the renormalized Green’s functions but to neglect the vertex $\gamma$. Because this may lead to a violation of the conservation laws.

A theory using the single-bubble approximation \[21\] with $\lambda^\text{eff}$ approximated by $\lambda$ (that is, without putting $\lambda$ to $k^{-1}$) is essentially the GW+EDMFT approach \[14\]. There is only a slight difference in the self-consistency condition, as we explain in Appendix. It is also important that for the diagram calculation of the GW+EDMFT approach that the local part of the bosonic Green’s function is excluded $ad\ hoc$. As one can see from Eq. \[A.10\] for the EDMFT choice of the Bose variables, it actually does not vanish exactly. So, our consideration proposes a certain a modification of GW+EDMFT. Anyhow, such modification should not strongly affect the results of the GW+EDMFT. The real advantage of our consideration is the possibility to go beyond the domain of applicability of the GW+EDMFT, i.e. in is the situation when the single-bubble approximation becomes incorrect. It is considered in the next sections.

The diagrams shown in Figs. \[A.4\] \[A.3\] \[A.5\] form the minimal consistent set beyond the RPA to describe the formation of collective modes with electron-boson coupling taken into account explicitly.

### 6. Charge conservation

So far, we did not consider whether the constructed approximations conserve particle number, total spin, etc. However, the conservation laws are particularly important for bosonic excitations. For example, the charge (particle number) conservation resulting in the equation $\Omega^2 < \rho \omega >_{\Omega k} = \delta^2 < jj >_{\Omega K}$ immediately leads to the requirement $< \rho \omega >_{K=0} = 0$ at any finite frequency (provided that the current-current correlator $< jj >_{\Omega K=0}$ is finite). For 3D systems with Coulomb interaction the long-wavelength asymptotic behaviour for the density-density correlator should be $< \rho \omega >_{\omega K_{\text{pl}}} \sim \frac{K^2}{\Omega^2 + \Omega_{\text{pl}}^2}$, where $\Omega_{\text{pl}}$ is the plasma frequency. The RPA for free electrons is proven to obey this property, since $X^0_{\Omega K=0}$ vanishes with $G_i = (i\omega - \varepsilon_i)^{-1}$, but this is not true for the renormalized Green’s function \[36\]. Indeed, following the standard proof \[18, 19\] one writes $X^0_{\Omega K} = -\sum_{\omega k} G_{\omega k} G_{\omega + \Omega + K}$ as

$$X^0_{\Omega K} = -\sum_{\omega k} \frac{1}{i\omega - \varepsilon_k - \Sigma_{\omega}} \frac{1}{i(\omega + \Omega) - \varepsilon_k + \Sigma_{\omega + \Omega}} \frac{1}{i\Omega + \Sigma_{\omega} - \Sigma_{\omega + \Omega}}. \tag{26}$$

For free electrons of dispersionless $\Sigma$ (that is, in static mean-field) the summation over $\omega$ produces a difference of occupation numbers, $n_i - n_{i+K}$, in the nominator, that vanishes at $K = 0$. However this reasoning clearly breaks down for the frequency-dependent $\Sigma_{\omega}$ in DMFT approximation. It was known for a long time that the neglect of vertex corrections together with the use of renormalized Green’s functions, violate charge and spin conservations \[36, 37, 38\]. We found that $X^0$ with the DMFT Green’s function does not vanish at small $K$ and therefore it follows form Eq. \[25\] that $\text{EDMFT+GW is not a valid description of plasmons}$. All the more, plasmons do not appear in simple EDMFT, as one can easily observe from the second line of Eq. \[4\]: the local quantity $X^0_{\Omega K} + \Delta Q$ cannot behave like $\Omega^2 K^2$. This is the reason why the GW approach is normally used only for calculating the single-particle Green’s function, while any two-particle properties are investigated within the Bethe-Salpeter equations \[39\]. Nevertheless, such a scheme cannot describe self-consistent effects of collective excitations on the single-particle spectral function.
To construct a conserving approximation, it is useful to consider the following reformulation of the theory. Let us return to the initial lattice action (1) and do the Hubbard-Stratonovich decoupling for the bosonic variables only. It will give an analog of Eq. (10) with the action

\[ S = S_F[c, c^\dagger] + \rho^s \alpha \delta \eta + \eta^s \alpha \delta \rho - \eta^s \alpha (\Lambda - V)^{-1} \alpha \delta \eta, \]
\[ S_F = \sum_t S_{\text{int}}[c_t, c_t^\dagger] + \sum_{\tau, k_{\text{loc}}} \eta_k \delta \rho_k + \sum_{\tau, \Omega} \Lambda_{\Omega} \delta \rho_{k\Omega}. \]  
(27)

Physically, \( S_F \) describes a lattice with the interaction being local in space but retarded. Now we formally integrate over the fermionic variables. The Gaussian approximation in dual bosons for such a theory corresponds to the expression

\[ X_{k\Omega} = \frac{1}{(X_{k\Omega}^F)^{-1} + \Lambda_{\Omega} - V_k}, \]  
(28)

where \( X_F \) is an exact \( K \)-dependent two-particle correlator for the lattice problem \( S_F \). Formally, the calculation of \( X_{k\Omega}^F \) corresponds to a summation of all parts of the diagrams with fermionic lines in series for Eq. (11). Comparing Eqs. (28) and (19) we obtain

\[ \Pi_{k\Omega} = X_{k\Omega}^{-1} X_{k\Omega}^F X_{k\Omega}^{-1} \]  
(29)

This way, we need a conserving approximation for \( X^F \). Such an approximation is actually known within the framework of DMFT. Because it is a conserving theory in the Baym-Kadanoff sense [35], with the self energy being just the sum of all local diagrams. In such a theory, the conserving approximation for two-particle quantities can be obtained as a Green’s function variational derivative with respect to the dispersion law,

\[ < (c_1 c_1^\dagger + g_{11}) (c_2 c_2^\dagger + g_{22}) > = \frac{\delta G_{11'}^F}{\delta \delta_{22'}}. \]  
(30)

An important property of the Baym’s criterion of consistency is that the variation should be considered self-consistently, so that the \( \Delta \) and \( q \) of DMFT vary with \( \varepsilon \) to preserve the self-consistency condition (6). One can also explicitly see that such a self-consistent variation preserves the charge conservation. Indeed, the charge conservation follows from gauge invariance under the transformation \( c_{\tau} \rightarrow c_{\tau} e^{i \delta \phi_{\tau}} \), \( c^\dagger_{\tau} \rightarrow c^\dagger_{\tau} e^{i \delta \phi_{\tau}} \) with an arbitrary dependence of the infinitesimal phase shift \( \delta \phi \) on time and space arguments. In an exact theory, such a transformation just results in similar phase rotations for averages, for example \( G_{11'} \rightarrow G_{11'} e^{i \delta \phi} \). A conserving approximation must inherit this property. DMFT is entirely defined by the self-consistency condition (6) and impurity action (3). If all the quantities entering the Green’s function \( G_{ab} \) (such as \( \varepsilon, \Delta, q \)) evolve simultaneously under the gauge transformation, the self-consistency (6) clearly stays fulfilled. The entire Green’s function \( G_{ab} \) obeys the gauge phase rotation, which proves that the theory is conserving.

We can prove that the ladder approximation for dual bosons results in such a conserving theory. We introduce a variation of the local part of the dispersion law \( \delta \epsilon_{\tau} = e^{i(k_{\tau} - t_{\tau})} \delta \epsilon_{\Omega}(t - \tau) \), and corresponding variations of local quantities \( \delta \Delta_{\tau} = e^{i(k_{\tau} - t_{\tau})} \delta \Delta_{\Omega}(t - \tau) \), and \( \delta g_{\tau} = e^{i(k_{\tau} - t_{\tau})} \delta g_{\Omega}(t - \tau) \). In the tensorial notation used previously, the variations \( \delta \epsilon_{\Omega}, \delta \Delta_{\Omega}, \delta g_{\Omega} \) are vectors with a single index \( \Omega \); their components are defined as Fourier-transforms: \( \delta \epsilon_{\Omega} = \int \delta \epsilon_{\Omega}(\tau) e^{i \omega \tau} d\tau \). The straightforward variation of the self-consistency condition with the DMFT Green’s function (6) gives:

\[ \delta G_{\Omega} = X_{\Omega}^0 \left( \frac{\delta g_{\Omega}}{X_{\Omega}^0} + \delta \Delta_{\Omega} - \delta \epsilon_{\Omega} \right). \]  
(31)

It is worth to remind that \( X_{\Omega}^0 \) and \( X_{\Omega}^0 \) are tensors with double indices \((\omega, \omega')\), as well as the quantities \( X_{\Omega}^F \) and \( x_{\Omega} \) to appear in the following formulas.

Now, let us consider the full lattice susceptibility \( X_{\Omega}^F \) as a Fourier-transform of Eq. (30) with pairwise-equal space arguments:

\[ x_{\Omega}^{\omega_1, \omega_2} = \sum_{\tau_1, \tau_2} \int \delta G_{\tau_1, \tau_2, \tau_1', \tau_2'} e^{i(\omega_1(t_1 - \tau_1') - \omega_2(t_2 - \tau_2' + \Omega(t_1 - t_2) - K(r_1 - r_2)))} dt_1 dt_1' dt_2 dt_2'. \]  
(32)
The self-consistency requires \( \delta G_{\Omega, \Omega', \pi, \pi_1} = \delta G_{\Omega, \Omega', \pi, \pi_1} \), and therefore the above-introduced variations correspond to

\[
\chi_{\Omega K}^\pi = - \frac{\delta \Omega K}{\delta \Omega K}
\]

Similarly, for the susceptibility of the impurity model

\[
\chi_{\Omega} = - \frac{\delta \Omega K}{\delta \Delta_{\Omega K}}.
\]

Although the right-hand side formally includes the wavevector \( K \), \( x \) is of course \( K \)-independent.

With the above two formulas, it immediately follows from (31) that

\[
\frac{1}{\chi_{\Omega K}^\pi} - \frac{1}{\chi_{\Omega}} = \frac{1}{\chi_{\Omega K}^0} - \frac{1}{\chi_{\Omega}^0}.
\]

Such a self-consistent condition (33) is equivalent to locality of the irreducibly vertex and it is used in the DMFT scheme for calculations of non-local susceptibilities \([6]\). It is worthwhile to remind that the susceptibilities with a single frequency argument, which we defined previously, can be obtained by summation over the fermionic frequencies, so that \( \chi_{\Omega K}^\pi = \sum_{\omega_{\Omega K}^{(\lambda)} \omega_{\Omega K}^{(\gamma)}} \chi_{\Omega K}^{(\lambda)} \) and \( \chi_{\Omega} = \sum_{\omega_{\Omega}^{(\lambda)} \omega_{\Omega}^{(\gamma)}} \chi_{\Omega}^{(\lambda)} \).

To establish a connection with the dual formalism, we substitute this expression into Eq. (29) and express \( \chi \) using Eq. (35). Simple algebraic manipulations give

\[
\Pi_{\Omega K} = \sum_{\omega_{\Omega K}^{(\lambda)} \omega_{\Omega K}^{(\gamma)}} \left( \frac{x_{\Omega} \chi_{\Omega K}^0 - x_{\Omega}}{x_{\Omega K} \chi_{\Omega K}^0} \right) \frac{1}{1 - \frac{1}{x_{\Omega K}^0} (x_{\Omega} - x_{\Omega K}) + \frac{1}{x_{\Omega K}^0} \left( x_{\Omega K}^0 - x_{\Omega} \right)} \frac{1}{x_{\Omega K}^0} \frac{1}{x_{\Omega}^0}.
\]

One can recognize that \( \frac{x_{\Omega} \chi_{\Omega K}^0}{x_{\Omega K}^0} \) and \( \frac{1}{x_{\Omega K}^0} (x_{\Omega} - x_{\Omega K}) \) are, respectively, the previously introduced quantities \( \lambda \) and \( \gamma \) with proper indices. Furthermore, it follows from the self-consistency condition (6) that

\[
\chi_{\Omega K}^0 - x_{\Omega K}^0 = \chi_{\Omega K}^0.
\]

So we conclude that the obtained expression for \( \Pi \) is exactly the result of the dual ladder summation (21).

Finally, let us consider the plasmon dispersion given by the equation

\[
\chi_{\Omega} \Pi_{\Omega K} \chi_{\Omega} + \chi_{\Omega} = \frac{1}{V_K - \Delta_{\Omega}},
\]

In the long-wavelength limit, one considers an expansion in \( K^2 \), in particular \( \chi_{\Omega K}^0 = \chi_{\Omega}^{(0,0)} + \chi_{\Omega}^{(0,2)} K^2 + \ldots \). The zeroth-order term in the left-hand side vanishes due to charge conservation. The second-order term results in the dispersion equation for plasmons in a 3D correlated lattice:

\[
\chi_{\Omega} \left( \chi_{\Omega}^{\text{eff}} \cdot \chi_{\Omega}^{(0,2)} \right) \chi_{\Omega} = \frac{1}{4\pi \varepsilon_0}.
\]

For the 2D case, the right-hand side equals \( \frac{K^2}{\pi \varepsilon_0} \).

While deriving the last equation, we supposed that \( \Delta_{\Omega} \) stays finite and can be therefore neglected in comparison with \( V_K \) at small \( K \). Note however that this quantity still enters \( S^\pi \) and therefore affects the left-hand side of the dispersion relation, so that the physics of local plasmonic fluctuations is taken into account.

7. Ladder summation in a strong-coupling limit

The single-bubble approximation becomes invalid when vertex \( \gamma \) is large. There is a general situation of this kind: the four-point vertex of an impurity problem with magnetic moment formed appears to have a part displaying a slow dynamics that give a large contribution at low frequencies. This simply means that for isolated atoms the magnetic
moments are free and, thus, for *almost* isolated atoms (when the energy of interatomic effective interactions is much smaller than the intraatomic one) they can be considered as *almost* integrals of motion.

To illustrate this statement, let us consider the atomic limit of the single-band Hubbard model. The single-electron Green’s function of the Hubbard atom at half-filling

\[ g_{\omega} = \frac{-i\omega}{\omega^2 + (U/2)^2} \]  

has a time-scale \( \tau_U \propto U^{-1} \), which we call fast. Contrary, the spin-spin correlator \( \langle s_x s_{x'} \rangle \) is independent, as one can easily check, of time arguments. So, a time-scale for \( \langle s_x s_{x'} \rangle \) is the inverse temperature \( \beta \). It means that, apart from a small time domain \( |\tau - \tau'| \approx U^{-1} \), the value of \( \langle s_x s_{x'} \rangle \) is determined by its non-Gaussian part, which does not fall as \( |\tau - \tau'| \) increases. The much slower dynamics of \( \gamma \) in comparison with \( g \) just reflects the fact that a rotation of the spin does not change the energy of the atom, whereas the change of the particle number does. Direct calculation of \( \gamma \) for the Hubbard atom does support this observation. The finite-temperature expressions [40] for \( \gamma_{1234} \) contain a “singular” term proportional to \( \beta(U^2/\delta q_0) \). So, the first two time arguments of \( \gamma \) in time-domain must coincide, as well as the last two: \( \gamma = \gamma_{\text{full full}} \), but the difference \( \tau - \tau' \) can be large.

The properties of the impurity problem are different from those of the isolated atom. However, for the strong-coupling limit the hybridization is small. In this case the fast dynamics roughly stay unchanged, so that the atomic Green’s function (40) can be used, and the four-point vertex obeys the form \( \gamma_{\text{full full}} \). The hybridization can introduce its own slow timescale \( \tau_A \), so that \( \gamma \) does depend only on \( \tau - \tau' \). In the frequency representation, this means

\[ \gamma = \gamma_{\Omega} \]  

and at small frequencies \( \gamma_{\Omega} \propto \tau_A U^2 \). Since \( \gamma \) includes a large factor, we can keep only the irreducible term in the expressions for \( \lambda \) and \( \chi \). Note that this is completely opposite to the case considered in Section 5.

The terms proportional to \( g_{\omega} \) in Eq. (12) are small in \( 1/U \) and therefore can be neglected. Then we obtain the following relation from Eq. (12):

\[ \chi_{\Omega} = \chi_{\Omega}^{(0)} \gamma_{\Omega} \chi_{\Omega}^{(0)} \]  

In the above equation we introduced a “bare susceptibility” of the impurity problem

\[ \chi_{\Omega}^{(0)} = -\sum_{\omega \sigma} g_{\omega} \delta_{\omega + \omega'} \]  

Next, we use the relation (14) and keep only the large factor \( \gamma \):

\[ \lambda_{\Omega} = (\chi_{\Omega}^{(0)})^{-1} \]  

Note that in the present approximation \( \lambda \), like \( \gamma \), only has single frequency argument.

Let us consider the half-filled Hubbard lattice with the nearest-neighbour hopping \( t \), at large \( U \). The low-frequency behaviour of this system is essentially the dynamics of the Heisenberg model. The effective-medium description of spin waves in this case should result in the expression

\[ \chi_{\Omega} = \sum_{K} \frac{1}{\lambda_{\Omega}^{-1} + A_{\Omega} - \lambda_K} \]  

with \( \lambda_{ij} = \frac{t}{U} \) for nearest neighbors. Although this expression is rather simple (in our notation, it is just \( \Pi' = J_t \)), it was not reproduced by any DMFT-like approximations so far. The superexchange interaction containing \( t^2 \) can easily be obtained from a single loop of the fermionic lines, but the RPA and GW+EDMFT denominators contain an inverse of this quantity (see Section 5), so the structure of the formulas is drastically different.

In our formalism, the desired expression appears from the ladder summation, that is the calculation for the Eq. (21) and corresponding diagram shown in Fig. (A.2). In this summation, we take into account the “slow” vertex (41) only. Since \( \gamma \) depends only on a single time argument, the calculation is quite simple. With the exact relation (18), we obtain

\[ \Pi'_{\Omega K} = \left[ \frac{1 - \chi_{\Omega}^{0} X_{\Omega K}}{1 - \gamma_{\Omega} \chi_{\Omega K}^{(0)}} \right]^{-1} + \chi_{\Omega}^{-1} \]
Finally, we substitute the formulas (42), (44) for $\chi$ and $\lambda$. This results in the cancellation of $\gamma$ out of the expressions:

$$\Pi'_{\Omega K} = \lambda_{\Omega} \tilde{X}^0_{\Omega} A_{\Omega},$$  

(47)

where $\lambda_{\Omega}$ from Eq. (44) has a meaning of an effective local Stoner parameter. Both $\chi^0_{\Omega}$ and $\tilde{X}^0_{\Omega}$ obey the “fast” dynamics only. To determine the low-energy properties, in which we are interested, it is enough to calculate it at $\Omega = 0$, and to replace the summation over frequency by an integration. A straightforward calculation of the expression $\Pi_0$ with $g = g_{ab}$ gives $\chi^0_{\Omega = 0} = \frac{1}{2} U$. To calculate $\tilde{X}^0_{\Omega = 0}$, we switch to real-space and use the strong-coupling limit. It gives the Green’s function $\tilde{G} = (g^0)^2 t$ for the nearest neighbors and $\tilde{G} = 0$ elsewhere. Now, the integration gives $\tilde{X}^0_{\Omega = 0} = \frac{e^2}{4}\tilde{t}^2$ for the nearest-neighbors and we end up with the desired expression (45). This derivation can be considered as a generalization of the effective exchange formula for the magnetically ordered case [41, 42] to the paramagnetic state.

The standard theory of magnons in itinerant-electron systems [1] is based on the RPA which is supposed to be exact at zero temperature; at finite temperatures, magnon-magnon and electron-magnon interactions should be taken into account [1, 2, 12]. Electron-hole excitations are primary objects in such an approach, spin waves are coherent superposition of such excitations and, in general, are only well-defined in a restricted part of the Brillouin zone, due to Stoner damping. In the case of strong-coupling Hubbard model, we have an “anti-RPA” situation when local magnetic moments are primary objects. Therefore, completely different approaches should be used, e.g. those based on the Hubbard X-operators [4, 43]. It is very non trivial that the dual boson approach describes these two opposite cases within the same formalism, thus providing a practical way to interpolate between weak and strong coupling limits.

8. Conclusions

In summary, the general scheme for non-local correlation effects within the dual boson approach is presented. This method gives a direct means to obtain the higher-order diagrammatic contributions beyond the EDMFT scheme free from the double-counting contributions and it can be useful to describe the magnon-spectrum renormalization in strongly correlated systems. The method combines the numerically exact solution of an effective single-site impurity model with frequency-dependent electron-electron interactions as well as an analytical diagrammatic expansion of non-local fermionic and bosonic self-energies. This approach is designed to describe of correlated systems with strong local fermion correlations and fluctuating non-local bosonic modes on equal footing.

In this paper we focused on the applications to the description of bosonic degrees of freedom. Additional contributions to the electron self energy also arise, in comparison with the dual fermion approach [25], e.g., the diagram shown in Fig. A.5. Similar diagrams are important in the cases of coexistence of disorder with electron-electron [44, 45] or electron-phonon [46] interactions. It is important to calculate these additional contributions within the Hubbard model and make a detailed comparison with dual fermion theory. This will be the subject of our further studies.
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Appendix A. Different choices of dual variables

The formalism presented here has an important difference compare to the common introduction of the EDMFT: whereas we introduce dual bosons $\eta$ by the Hubbard-Stratonovich decoupling of the quadratic form $V - \Lambda \rho^\dagger \rho$, the term decoupling $V \rho^\dagger \rho$ is decoupled in the standard EDMFT scheme [15, 47]. As one can see, this does not result in any physical consequences, as the two approaches yield the identical results for the averages $\tilde{G}, \tilde{X}$ over original variables.
However, properties of the dual bosons, of course, do depend on their definition. In particular, the difference is about local properties of the dual propagator: for the present formalism, its local part vanishes in the EDMFT approximation,

$$\sum_k \tilde{X} = 0,$$

(A.1)

whereas the “effective-medium” condition

$$\sum_k \tilde{X}^V = \chi_\phi$$

(A.2)

holds for the decoupling (A.3). Here $\tilde{X}^V$ is the Green’s function of the dual variables $\phi$ arising from the decoupling of $V \rho^\ast \rho$:

$$V \rho^\ast \rho \rightarrow \alpha(\rho^\ast \phi + \phi^\ast \rho) - V^{-1} \alpha^2 \phi^\ast \phi,$$

(A.3)

and $\chi_\phi \equiv \langle \phi \phi^\ast \rangle_{\text{imp}}$ is defined for the impurity problem with decoupled bosonic hybridization, so that

$$S_{\text{imp}} = S_{\text{at}} + \Lambda_{\text{c}} c^\dagger c + \alpha(\rho^\ast \Omega \phi + \phi^\ast \Omega \rho) - \Lambda_{\text{c}}^{-1} \alpha^2 \phi^\ast \phi \Omega.$$

(A.4)

To maintain a similarity with our formalism, we introduced in the above expressions a scaling factor $\alpha$, that is absent in the standard EDMFT scheme [14]. All physical quantities do not depend on a particular value of this factor.

Averages $\tilde{X}^V$ and $\chi_\phi$ can be found from the exact relations similar to (19):

$$\alpha^2 \tilde{X}^V = VXV + V;$$

$$\alpha^2 \chi_\phi = \Lambda \chi + \Lambda.$$

(A.5)

We will now consider a general case of some approximation utilizing a decoupling of $W \rho^\ast \rho$ with an arbitrary $W$. The approximation can be non-Gaussian, so that there is a correction $\Pi'$ to the EDMFT polarization operator:

$$\tilde{X}^V = \frac{1}{\chi^{-1} + \Lambda - V - \Pi'}.$$

(A.6)

The Green’s function for the dual bosons can be found from the exact relation

$$\alpha^2 \tilde{X}^W = WXW + W.$$

(A.7)

One can realize that there are two special cases. First, let us take $W = V + \Pi' - \Lambda$, and use $\alpha = \chi^{-1}$, as in the main body of the paper. For this choice, using (A.6, A.7) one can straightforwardly show that

$$\tilde{X}^V + \Pi' - \Lambda = \frac{\chi(V + \Pi' - \Lambda)}{\chi^{-1} + \Lambda - V - \Pi'} \equiv X - \chi.$$

(A.8)

Summing over $k$ and taking Eq.(20) into account we conclude that the condition (A.1) is fulfilled

$$\sum_k \tilde{X}^V + \Pi' - \Lambda = 0.$$

(A.9)

It turns out that the dual propagator vanishes for variables obtained from the Hubbard-Stratonovich decoupling of the renormalized interaction, with the hybridization part excluded, if the condition (A.1) is fulfilled. For the EDMFT approximation, $\Pi'$ is absent and the condition (A.1) holds for the decoupling with $V + \Pi'$ used in the present paper.

Now, let us consider the case $W = V + \Pi'$. It is suitable to take $\alpha = \chi^{-1} + \Lambda$ in this case. We obtain

$$\tilde{X}^V + \Pi' = \frac{(\chi^{-1} + \Lambda)^{-1}(V + \Pi')}{\chi^{-1} + \Lambda - V - \Pi'} \equiv X - (\chi^{-1} + \Lambda)^{-1}.$$  

(A.10)

Again taking a summation over $k$ and substituting Eq.(20), we obtain $\sum_k \tilde{X}^V + \Pi' = \chi \Lambda (\Lambda^{-1} + \chi)^{-1}$. The second line of (A.5) with $\alpha = \chi^{-1} + \Lambda$ gives the same answer for $\chi_\phi$, therefore we obtain

$$\sum_k \tilde{X}^V + \Pi' = \chi_\phi.$$

(A.11)
The “effective-medium” condition holds for variables obtained from the Hubbard-Stratonovich decoupling of the renormalized interaction, with the hybridization part included, if condition (20) is fulfilled. For EDMFT, this corresponds to the decoupling of purely $V\rho\rho^*$ part used in Ref. [14].

We stress that, strictly speaking, apart from the simple EDMFT case the conditions (A.1), (A.2) are not fulfilled simultaneously with (A.1). This does not cause serious problems for the GW+EDMFT calculations, because one typically does self-consistent calculations of the EDMFT problem and then calculates diagram corrections for a pure EDMFT hybridization. On the other hand, for higher order diagrammatic approximations the difference can be essential.

Finally, we note that a specific choice of the decoupling procedure is physically irrelevant. As we have seen, EDMFT can be constructed using $W = V - \Lambda$ or $W = V$, and the result for initial ensemble is the same. It can be checked that any other decoupling will also work; what matters is the Gaussian approximation for dual variables and the value of the hybridization. The latter is defined by the condition (A.1), that does not include any dual quantities. We use the theory based on $W = V - \Lambda$ decoupling because it allows a simple construction of the dual diagrammatic series without a double counting of the local contributions. This important property is based on the fact that the EDMFT a dual Green’s function has a very simple physical meaning: according to (A.8), it is just the Green’s function of initial variables with local part subtracted.
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Fig.1 Basic building blocks for dual-boson diagram: fermionic ($\tilde{G}$) and bosonic ($\tilde{X}$) dual propagators as well as $\lambda$ and $\gamma$ vertices.

Fig.2 The bosonic dual self-energy in the ladder approximation. A triangle represents the $\lambda$ vertex and a square represents the $\gamma$ vertex.

Fig.3 The bosonic dual self-energy with the renormalized triangle vertex.

Fig.4 The diagrammatic equation for the renormalized triangle vertex.

Fig.5 An example of diagram for the fermionic dual self-energy with the renormalized triangle vertex.
Figure A.1. Basic building blocks for dual-boson diagram: fermionic (\(\tilde{G}\)) and bosonic (\(\tilde{X}\)) dual propagators as well as \(\lambda\) and \(\gamma\) vertices.

Figure A.2. The bosonic dual self-energy in the ladder approximation. A triangle represents the \(\lambda\) vertex and a square represents the \(\gamma\) vertex.

Figure A.3. The bosonic dual self-energy with the renormalized triangle vertex.
Figure A.4. The diagrammatic equation for the renormalized triangle vertex.

Figure A.5. An example of diagram for the fermionic dual self-energy with the renormalized triangle vertex.