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Measurement of the $W^+W^-$ Cross Section in $\sqrt{s} = 7$ TeV $pp$ Collisions with ATLAS
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This Letter presents a measurement of the $W^+W^-$ production cross section in $\sqrt{s} = 7$ TeV $pp$ collisions by the ATLAS experiment, using 34 pb$^{-1}$ of integrated luminosity produced by the Large Hadron Collider at CERN. Selecting events with two isolated leptons, each either an electron or a muon, 8 candidate events are observed with an expected background of $1.7 \pm 0.6$ events. The measured cross section is $41^{+20}_{-16}$ (stat) $\pm 5$ (syst) $\pm 1$ (lumi) pb, which is consistent with the standard model prediction of $44 \pm 3$ pb calculated at next-to-leading order in QCD.
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The $W^+W^-$ process plays an important role in electroweak physics. The production rate and kinematic distributions of $W^+W^-$ are sensitive to the triple gauge couplings of the $W$ boson [1,2] and $W^+W^-$ production is an important background to standard model Higgs boson searches. For these reasons, the measurement of the $W^+W^-$ production cross section in 7 TeV $pp$ collisions is a milestone in the Large Hadron Collider (LHC) physics program. $W^+W^-$ production has been previously measured in both $e^+e^-$ collisions [1] and $p\bar{p}$ collisions [2], and was also recently measured in $pp$ collisions [3]. In the standard model, the largest production mechanisms of $W^+W^-$ proceed via $s$-channel and $t$-channel quark annihilation [4], followed by the gluon fusion process [5], which is next-to-next-to-leading order but is enhanced by the large gluon-gluon parton luminosity at the LHC.

Candidate $W^+W^-$ events are reconstructed in the leptonic $\ell\ell\nu\nu$ decay channel where each $\ell$ is either an electron or a muon; included in this selection is $W^+W^-$ production in which either or both $W$ bosons decay to $\tau\nu \to \ell\nu\nu\nu$. This channel provides a significantly better signal to background ratio than the semileptonic or hadronic channels. Events consistent with $pp \to W^+W^- + X \to \ell\ell\nu\nu + X$ are selected by requiring two reconstructed oppositely-charged leptons and a large transverse momentum imbalance due to the neutrinos, which escape detection. There are four main backgrounds, all of comparable size: (i) $W +$ jets production with a jet misidentified as a lepton; (ii) Drell-Yan production, which includes $Z/\gamma^* \to \ell\ell$ where the observed momentum imbalance is due to mismeasurements and $Z/\gamma^* \to \tau\tau \to \ell\ell + 4\nu$; (iii) top production ($t\bar{t}$ and $Wt$), which also produces two $W$ bosons, but is not considered signal and is suppressed by vetoing candidates with jets; (iv) other diboson processes, which include $WZ$ production decaying to $\ell\ell\nu\nu$ where one charged lepton is lost, $ZZ$ with one $Z$ decaying to charged leptons and one $Z$ decaying to neutrinos, and $W\gamma$ with the photon misidentified as an electron.

The ATLAS detector [6] has a cylindrical geometry [7] and consists of an inner tracking detector surrounded by a 2 T superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer with a toroidal magnetic field. The inner detector provides precision tracking for charged particles for $|\eta| < 2.5$. It consists of silicon pixel and strip detectors surrounded by a straw tube tracker that also provides transition radiation measurements for electron identification. The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. For $|\eta| < 2.5$, the electromagnetic calorimeter is finely segmented and plays an important role in electron identification. The muon spectrometer has separate trigger and high-precision tracking chambers covering $|\eta| < 2.7$. The transverse energy $E_T$ is defined to be $E \sin \theta$, where $E$ is the energy associated with a calorimeter cell or energy cluster. Similarly, $p_T$ is the momentum component transverse to the beam line.

A three-level trigger system selects events to record for offline analysis. During the data-taking period, the selections for at least one electron or muon were made progressively stricter, culminating in an $E_T > 15$ GeV single electron or $p_T > 13$ GeV single muon requirement. The results presented here use a data sample corresponding to 34 pb$^{-1}$ collected during 2010, where the subsystems described were operational.

The signal acceptance is determined from a detailed Monte Carlo simulation. The $q\bar{q} \to W^+W^-$ signal is simulated up to next-to-leading order in QCD with MC@NLO [8] and the gluon fusion process is simulated with gg2WW [9]; the CTEQ6.6 [10] and CTEQ6M [11] parton distribution functions (PDFs), respectively, are used. HERWIG [12] is used to model $W$ lepton decays, parton showers, and hadronization, and JIMMY [13] is used to simulate the underlying event. The detector response simulation [14] is based on the GEANT4 program [15]. For the table and
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figures in this Letter, the standard model expectation for the $W^+W^-$ signal is normalized to $44 \pm 3$ pb, which is the sum of the quark annihilation (97%) and gluon fusion (3%) processes, as calculated by MC@NLO and GG2W2.

The luminosity in a single bunch-crossing was sufficient to produce multiple collisions, observed as multiple vertices, in the same recorded event. The vertex with the largest sum $p_T^2$ of the associated tracks is selected as the primary vertex; this selects vertices with a few high $p_T$ tracks over those with many lower $p_T$ tracks. Additional inclusive $p\bar{p}$ collisions are also simulated to reproduce the vertex multiplicity observed in data.

Electrons are reconstructed from a combination of a track found in the inner detector and an electromagnetic calorimeter energy cluster with $|\eta| < 1.37$ or $1.52 < |\eta| < 2.47$ to avoid the transition region between the barrel and the end-cap electromagnetic calorimeters. Candidate electrons must satisfy the “tight” selection [16], which requires the following measured quantities to be consistent with those from a promptly produced electron: shower shape, ratio of energy deposited in the hadronic to electromagnetic calorimeters, inner-detector track quality, track-to-shower matching, ratio of calorimeter energy measurement to track momentum, and transition radiation in the straw tube tracker. The electron is required to be isolated such that the sum of $E_T$ for calorimeter energy in a cone of size $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ of 0.3 around the electron is less than 6 GeV, excluding energy associated with the electron cluster. The overall electron reconstruction and identification efficiency is measured from data using $W \rightarrow e\nu$ and $Z \rightarrow ee$ candidates. It varies from 78% for the central region ($|\eta| < 0.8$) to 64% in the forward region ($2.0 < |\eta| < 2.47$) with a statistical uncertainty of less than 0.4% and a systematic uncertainty of 5% [16] averaged over rapidity. The systematic uncertainty is due to background uncertainties in the $W$ and $Z$ samples and the consistency of efficiencies derived from the two samples.

Muons are reconstructed from muon spectrometer (MS) tracks with inner detector (ID) tracks after accounting for energy loss in the calorimeter. A common transverse momentum is determined using a statistical combination of the two tracks and is required to have $|\eta| < 2.4$. To reject muons from charged $\pi$ or $K$ decays and charged particles from the beam-induced backgrounds, the MS muon $p_T$ must exceed 10 GeV and be consistent with the ID measurement, $|p_T^{ID} - p_T^{MS}|/p_T^{ID} < 0.5$. To suppress muons originating from hadronic jets, the sum of the $p_T$ of other tracks with $p_T > 1$ GeV in a cone of $\Delta R = 0.2$ around the muon candidate divided by the muon $p_T$ is required to be less than 0.1. The muon reconstruction and isolation efficiencies are measured in data using $Z \rightarrow \mu\mu$ candidates to obtain a combined efficiency of $92 \pm 1$(stat) $\pm 1$(syst)%, where the systematic uncertainty is dominated by variations between data-taking periods due to additional collisions in the events [16].

Jets used to discriminate top from $W^+W^-$ production are reconstructed from calorimeter clusters using the anti-$k_T$ algorithm [17] with a resolution parameter of $R = 0.4$. Jets within a $\Delta R < 0.3$ of an electron are not used because the electrons are in general also reconstructed as jets. The jet energies are calibrated using $E_T$ and $\eta$-dependent correction factors [18] based on simulation and validated by test beam and collision data.

In order to suppress the Drell-Yan background, a momentum imbalance of the visible collision products in the plane transverse to the beam axis is required. For this purpose, missing transverse energy is defined as $E_{\text{miss}}^T = - \sum E_T$, where $E_T$ indicate the 2-dimensional transverse vectors for the reconstructed clusters of energy in the calorimeter in the range $|\eta| < 4.5$ and muon momenta. Since the $E_{\text{miss}}^T$ variable is sensitive to the mismeasurement of an individual lepton or jet, the relative missing transverse energy is defined as

$$E_{\text{T,rel}}^\text{miss} = \begin{cases} E_T^\text{miss} \times \sin(\Delta \phi) & \text{if } \Delta \phi < \pi/2, \\ E_T^\text{miss} & \text{if } \Delta \phi \geq \pi/2, \end{cases}$$

where $\Delta \phi$ is the difference in the azimuthal angle $\phi$ between $E_T^\text{miss}$ and the nearest lepton or jet. This definition allows events to be removed when $E_{\text{miss}}^T$ points along a lepton direction, which occurs when the lepton momentum is measured lower than the true value or, for events with the two leptons moving in approximately opposite directions, higher than the true value. This generally reduces the contribution from mismeasured leptons giving a higher signal to background ratio than a direct requirement on $E_T^\text{miss}$. Two important cases are high-mass muonic Drell-Yan events, where the momentum resolution can be comparable to $E_T^\text{miss}$ in $W^+W^-$ events, and $Z \rightarrow \tau\tau$, where the real $E_T^\text{miss}$ from leptonic $\tau$ decays is parallel to the momenta of the leptons.

Candidates are selected with two opposite-sign charged leptons with $p_T > 20$ GeV. The leptons are required to be consistent with coming from a primary vertex with at least three associated tracks, which makes the cosmic ray background negligible. For the $ee$ and $\mu\mu$ final states, the resulting sample is dominantly $Z \rightarrow ee$ and $Z \rightarrow \mu\mu$ events, while $e\mu$ candidates are a mix of $Z \rightarrow \tau\tau$, $t\bar{t}$, and other backgrounds. In order to suppress $Z/\gamma^* \rightarrow ee$ and $Z/\gamma^* \rightarrow \mu\mu$, $ee$ and $\mu\mu$ events with an invariant mass near the $Z$ mass, $|m_{\ell\ell} - m_Z| < 10$ GeV, or $m_{\ell\ell} < 15$ GeV are removed and the remainder are required to have $E_{\text{T,rel}}^\text{miss} > 40$ GeV. For $e\mu$ events, a less stringent requirement $E_{\text{T,rel}}^\text{miss} > 20$ GeV is made. In order to suppress the $t\bar{t}$ contribution, candidates containing jets with $p_T > 20$ GeV and $|\eta| < 3$ are removed. Figure 1 shows the $E_{\text{T,rel}}^\text{miss}$ distributions separately for same-flavor ($ee$ and $\mu\mu$) and $e\mu$ events with all selections applied except for the $E_{\text{T,rel}}^\text{miss}$ requirement; also shown is the number of jets with $p_T > 20$ GeV after final selection except for the jet-veto.
requirement. In all three distributions, the data in the background regions are in agreement with the standard model expectation and the signal is clearly visible.

The acceptance, which converts the observed yield in the kinematically restricted signal region to the inclusive $W^+W^-$ cross section, is derived from simulation and is corrected with scale factors based on measurements in independent data samples. The scale factors correct for the difference in trigger, lepton reconstruction and identification, and jet-veto efficiencies between data and simulation. The efficiency to pass the trigger criteria is close to unity and has small statistical and systematic uncertainties. For the lepton reconstruction and identification, the scale factors differ from unity by at most a few percent, indicating the accuracy of the simulation, and have systematic uncertainties derived from the efficiency measurements described above. A small smearing is added to the muon $p_T$ in simulation, so that it replicates the $Z \rightarrow \mu\mu$ invariant mass distribution in data. The acceptance uncertainty due to the PDF uncertainties is 1.2%.

There are two major sources of systematic uncertainty in the jet-veto efficiency. The first is the modeling of jet production in association with $W^+W^-$ due to initial state radiation, radiation from the internal line in the $t$-channel diagram, and additional parton collisions in the same $pp$ collision. The second is the jet-energy scale, which is the correspondence between the true particle jet $p_T$ and the reconstructed jet $p_T$. To minimize the systematic uncertainty due to these two effects, control samples of $Z \rightarrow \ell\ell$ are used. These are sufficiently large and pure that the jet-veto efficiency can be directly measured and compared to simulation using the same QCD modeling as the $W^+W^-$ signal. The ratio of the observed to the simulated zero-jet fraction in the $Z \rightarrow \ell\ell$ sample to simulation is used to define a jet-veto scale factor of $0.97 \pm 0.06$. The uncertainty is due to differences between the jet-veto efficiency in $Z$ and $W^+W^-$ events which is assessed including effects from the choice of renormalization and fragmentation scales [19].

The overall selection acceptances for signal events are $4.1 \pm 0.1\%$ for $ee\nu\nu$, $8.6 \pm 0.1\%$ for $\mu\nu\mu\nu$, and $11.5 \pm 0.6\%$ for $e\nu\mu\nu$. The relative acceptance in event selection are lepton acceptance and identification (18%, 41%, 27%) and the $m_T$ (85%, 84%, 100%), $E_{T,\text{miss}}$ (41%, 43%, 69%), and jet-veto (64%, 59%, 61%) requirements, where the three percentages indicate the $ee$, $\mu\mu$, and $e\nu\mu$ channels, respectively, and each factor is relative to the previous requirement.

With the exception of $W +$ jets, the backgrounds are derived from simulations, corrected with the same scale factors as applied to the modeling of the signal acceptance. The backgrounds are scaled to the data sample based on the integrated luminosity and predicted cross sections. The top and WZ processes are simulated with MC@NLO, the ZZ process is simulated with HERWIG, the $W\gamma$ is simulated with madgraph + pythia [20, 21], and the Drell-Yan process is simulated with ALPGEN [22] and PYTHIA [20]. The QCD jet contribution, which is not significant after the $E_{T,\text{rel}}$ cut, is modeled with PYTHIA in Fig. 1, which includes data below the $E_{T,\text{rel}}$ requirement.

Like the signal acceptance, the background estimates have uncertainties due to the trigger, lepton reconstruction and identification, and jet-veto efficiencies, in addition to the uncertainties on the integrated luminosity and theoretical cross sections. The Drell-Yan and top background estimates have additional uncertainties described below. Most of the Drell-Yan events are removed by the dilepton invariant mass and $E_{T,\text{rel}}$ requirements, but because of the large cross section some remain as background. The uncertainty on this background due to the simulation of $E_{T,\text{rel}}$ is assessed using a control sample of $Z/\gamma^* \rightarrow ee$ and $Z/\gamma^* \rightarrow \mu\mu$ events in the $Z$ mass peak region, $|m_{\ell\ell} - m_Z| < 10$ GeV, passing a relaxed requirement of $E_{T,\text{rel}} > 30$ GeV. Despite the $E_{T,\text{rel}}$ requirement, this sample is still

FIG. 1 (color online). $E_{T,\text{rel}}$ distributions for the selected $ee$ and $\mu\mu$ (left) and $e\nu\mu\nu$ (center) events and the multiplicity distribution for jets with $p_T > 20$ GeV and $|\eta| < 3.0$ for all three dilepton channels combined (right). The distributions show events with all selection criteria applied except for $E_{T,\text{rel}}$ in the $E_{T,\text{rel}}$ distribution and the jet-veto in the jet multiplicity distribution. Simulation is used for the QCD jet and $W +$ jets background contributions in these plots as opposed to the data-driven method used for $W +$ jets in the signal region described in the text. The QCD jet contribution is negligible in the signal region.
dominated by $Z \to \ell \ell$ events in which the observed momentum imbalance is due to a combination of detector resolution, limited detector coverage, and neutrinos from heavy flavor decays. A 64% systematic uncertainty is assigned based on the difference between the observed yield in data and the Monte Carlo prediction, which are statistically consistent.

The top background arises from $t \bar{t}$ and $Wt$ production where the two $W$ bosons decay leptonically. Simulation based on MC@NLO is used to estimate the number of events passing the jet-veto requirement. Similar to the signal acceptance, there are two important systematic uncertainties on the jet-veto efficiency: the jet-energy scale and the amount of initial and final state radiation (ISR/FSR). The jet-energy calibration uncertainty [18] corresponds to a 40% change in the top background. The uncertainty due to the ISR/FSR modeling is estimated using the ACERMC [23] generator interfaced to PYTHIA [20], and varying the parameters controlling ISR and FSR in a range consistent with experimental data [24]. The resulting uncertainty of 32% is a combination of the shift in the prediction and the statistical uncertainty on the simulation.

$W$ bosons produced in association with a jet that is misidentified as a lepton contribute to the selected sample. The rate at which hadronic jets are misidentified as leptons may not be accurately described in the simulation, because these events are due to rare fragmentation processes or interactions with the detector. This background is therefore determined from data using control samples dominated by $W + \text{jets}$ events and subtracting all other components using simulation. The ALPGEN + HERWIG + JIMMY simulation of the $W + \text{jets}$ background used in Fig. 1 gives comparable results to this method. The $W + \text{jets}$ data samples are constructed by requiring one electron or muon passing the full selection criteria and a leptonlike jet, which is a reconstructed electron or muon that is selected as likely to be due to a jet. For electrons, the leptonlike jets are electromagnetic clusters matched to tracks in the inner detector that fail the full electron selection. For muons, leptonlike jets are muon candidates that fail at least one of the requirements on isolation, distance from the primary vertex, or ID and MS consistency. These events are otherwise required to pass the full event selection, treating the leptonlike jet as if it were a fully identified lepton.

The $W + \text{jets}$ background is then estimated by scaling this control sample by a measured $p_T$-dependent factor $f$. The factor $f$ is the ratio of the probability for a jet to satisfy the full lepton identification criteria to the probability to satisfy the leptonlike jet criteria. The factor $f$ is measured in a QCD jet data sample and corrected for the small contribution of true leptons to the sample using simulation. The systematic uncertainty on $f$ is 36% for both electrons and muons, and is determined from variations of $f$ in different run periods and in data samples containing jets of different energies, which covers differences in the quark-gluon composition between the jets in the QCD jet and $W + \text{jets}$ data samples.

The resulting signal and background expectations are shown in Table I. Eight events are observed in the data with a total expected background of $1.7 \pm 0.6$ events. As shown in Fig. 2, the kinematic properties of the observed events are qualitatively consistent with the standard model expectation. To estimate the statistical significance of the signal, Poisson-distributed pseudoexperiments are generated, varying the expected background according to its uncertainty. The probability to observe 8 or more events in the absence of a signal is $1.2 \times 10^{-3}$, which corresponds to a significance of 3.0 standard deviations. The $W^+W^-$ production cross section is determined using a maximum likelihood fitting method to combine the three dilepton channels. A cross section of $\sigma_{W^+W^-} = 41^{+12}_{-10} \text{(stat)} \pm 5 \text{(syst)} \pm 1 \text{(lumi)}$ pb is measured. The luminosity uncertainty for this measurement is 3.4% [25]. The total systematic uncertainty (11.5%) includes the signal acceptance and efficiency ($\Delta A/A = 7.4\%$) and background estimation ($\Delta N_b/N_b = 33\%$) uncertainties. The dominant systematic uncertainties are due to the jet-veto (7.5%), and the lepton selection and identification (4.3%).

The measured $W^+W^-$ production cross section is in good agreement with the standard model prediction of $44 \pm 3$ pb calculated at next-to-leading order in QCD and the recent measurement by CMS [3]. With the significantly larger integrated luminosities expected to be

| Final State     | $e^+e^-$ $E_{T,rel}^{\text{miss}}$ | $\mu^+\mu^- E_{T,rel}^{\text{miss}}$ | $e^+e^- E_{T,rel}^{\text{miss}}$ | Combined
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed Events</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>
| Expected $W^+W^-$ | $0.79 \pm 0.02 \pm 0.09$ | $1.61 \pm 0.04 \pm 0.14$ | $4.45 \pm 0.06 \pm 0.44$ | $6.85 \pm 0.07 \pm 0.66$
| Backgrounds     |                                   |                                     |                                  |           |
| Drell-Yan       | $0.00 \pm 0.10 \pm 0.07$ | $0.01 \pm 0.10 \pm 0.07$ | $0.22 \pm 0.06 \pm 0.15$ | $0.23 \pm 0.15 \pm 0.17$
| WZ, ZZ, $W\gamma$ | $0.05 \pm 0.01 \pm 0.01$ | $0.10 \pm 0.01 \pm 0.01$ | $0.23 \pm 0.05 \pm 0.02$ | $0.38 \pm 0.04 \pm 0.04$
| $W + \text{jets}$ | $0.08 \pm 0.05 \pm 0.03$ | $0.00 \pm 0.29 \pm 0.10$ | $0.46 \pm 0.12 \pm 0.17$ | $0.54 \pm 0.32 \pm 0.21$
| Top             | $0.04 \pm 0.02 \pm 0.02$ | $0.14 \pm 0.06 \pm 0.07$ | $0.35 \pm 0.10 \pm 0.19$ | $0.53 \pm 0.12 \pm 0.28$
| Total Background | $0.17 \pm 0.11 \pm 0.08$ | $0.25 \pm 0.31 \pm 0.15$ | $1.26 \pm 0.17 \pm 0.31$ | $1.68 \pm 0.37 \pm 0.42$
FIG. 2 (color online). Distributions of the leading lepton \( p_T \) (left), transverse momentum of the dilepton system (center), and azimuthal angle between the leptons (right) for the sum of the selected \( ee, \mu \mu \) and \( e\mu \) samples compared to the expectation. The gray band indicates the combined statistical and systematic uncertainty on the sum of the signal and background expectations.

provided by the LHC, this signal will form the basis of a research program that will include searches for the standard model Higgs boson, anomalous triple gauge couplings, and other processes beyond the standard model.
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[7] ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the \( z \)-axis along the beam pipe. The \( x \)-axis points from the IP to the center of the LHC ring, and the \( y \)-axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \( \phi \) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln \tan(\theta/2) \).
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