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Abstract

Orthonormalized partial least squares (OPLS) is often used to find a low-rank mapping between inputs $X$ and outputs $Y$ by estimating loading matrices $A$ and $B$. In this paper, we introduce sparse orthonormalized PLS as an extension of conventional PLS that finds sparse estimates of $A$ through the use of the elastic net algorithm. We apply sparse OPLS to the reconstruction of presented images from BOLD response in primary visual cortex. Sparse OPLS finds solutions with low reconstruction error which are easy to interpret due to the sparseness of the loading matrix $B$. Moreover, the elastic net algorithm is generalized to allow for coupling constraints that induce a spatial regularization.

1 Introduction

Suppose we are given a dataset with high-dimensional inputs $X$ and outputs $Y$ and somehow would like to learn a sparse low-rank mapping between the two. Sparse, because we expect not too many inputs to be relevant, and low-rank, because we expect there to be some lower-dimensional features that (given the limited amount of data we have) explains the output. As a motivating example, consider neuroimaging data obtained when subjects are presented different images. A sparse low-rank mapping could be used to identify a low-dimensional representation which allows presented images to be reconstructed from measured neuroimaging data. This task is an example of ‘brain-reading’ using multivariate methods which received a lot of recent attention from the neuroscience community (e.g., [8, 9, 10, 6]).

There are many different approaches to solve the low-rank mapping problem. Canonical correlation analysis (CCA) tries to find projections of $X$ and $Y$ onto lower-dimensional subspaces with maximum correlation [7]. CCA can be kernelized [1], has a probabilistic interpretation [16] (similar to probabilistic interpretations of PCA [15]), and can be sparsified [5]. CCA has been used successfully in the context of brain-reading [4]. However, a disadvantage of CCA is that it treats $X$ and $Y$ symmetrically, i.e., it is not optimized towards predicting $Y$ given $X$, which in many cases appears to be the most natural paradigm. Partial least squares (PLS) does something similar to CCA, but then aims to maximize covariance instead of correlation. There are many variants of PLS, depending on how data is deflated when a new projection is found [11, 13].

In this paper, we introduce a novel approach to partial least squares that makes use of the equivalence between partial least squares and heteroencoders [12]. By adding both an $L_1$ penalty term and a (Laplacian) ridge regression term, we enforce sparsity and smoothness between neighbouring voxels. Our line of reasoning largely follows that of Zou et al. [18], who suggested a sparsified variant of PCA through its relation with an autoencoder. An alternative, more indirect approach towards sparse partial least squares, is taken in the recent paper of Chun and Keleş [2] where sparsity is introduced by imposing an $L_1$-penalty onto a surrogate of the (unsparsified) partial least squares solutions. We demonstrate the usefulness of our approach on a brain-reading dataset where the task was to reconstruct presented images from measured BOLD response.
2 Partial least squares

We start by discussing how PLS is related to minimizing a sum-squared error using a heteroencoder network [12]. A heteroencoder model takes input \( x \) and outputs \( y \) through

\[
\begin{align*}
  z &= B^T x \\
  y &= A z,
\end{align*}
\]

where \( A \) and \( B \) are \( M \times K \) and \( P \times K \) loading matrices, respectively. Typically, the number of hidden units \( K \) is much smaller than the number of inputs \( P \) or outputs \( M \), such that we have a bottleneck network. Note that this model is unidentifiable: a model with \( \hat{A} = AC^{-1} \) and \( \hat{B} = BC^T \) is completely equivalent for any invertible \( K \times K \) matrix \( C \). To partly get rid of this unidentifiability, we can use the orthonormality constraint \( A^T A = I_K \). The model is then identifiable up to row-wise sign flips and permutations.

Given a dataset with input-output pairs \( (x_n, y_n) \), we would like to find those \( A \) and \( B \) that minimize the sum-squared error plus a ridge penalty on each of the columns \( B_k \) of \( B \) under the constraint \( A^T A = I_K \). I.e., we aim to find the minimizer \((\hat{A}, \hat{B})\) of

\[
\frac{1}{2N} \sum_n \left| \left| y_n - AB^T x_n \right|\right|^2 + \frac{1}{2} \lambda \sum_k B_k^T B_k
\]

subject to \( A^T A = I_K \). Fixing \( A \) and solving for \( B \), we obtain

\[
\hat{B}(A) = [\Sigma_{xx} + \lambda I_P]^{-1} \Sigma_{xy} A
\]

with sample covariance matrices \( \Sigma_{xx} \equiv \frac{1}{N} \sum_n x_n x_n^T \) and \( \Sigma_{xy} \equiv \frac{1}{N} \sum_n x_n y_n^T \). After substitution of this solution back into (1) and some simplifications, we arrive at

\[
\hat{A} = \arg \max_A \text{Tr} \left( A^T \Sigma_{yx} [\Sigma_{xx} + \lambda I_P]^{-1} \Sigma_{xy} A \right)
\]

subject to \( A^T A = I_K \). This is a standard eigenvalue problem, which implies that \( \hat{A} \) is made up of the eigenvectors of \( \Sigma_{yx} [\Sigma_{xx} + \lambda I_P]^{-1} \Sigma_{xy} \) corresponding to the \( K \) largest eigenvalues.

In the limit \( \lambda \to 0 \), the input covariance matrix dominates the diagonal matrix and we arrive at the same solution as orthonormalized PLS (OPLS). In the limit \( \lambda \to \infty \), on the other hand, we obtain the criterion commonly attributed to standard PLS, i.e., maximize the covariance between the input and the output.

3 Sparse OPLS

Zou et al. [18] follow a similar approach by exploiting the equivalence between principal component analysis and autoencoders, which corresponds to setting \( Y = X \) in the above. On top of the quadratic penalty term they add an additional L1 penalty term on the elements of \( B \) which gives sparse solutions. Inspired by their work, we propose to do the same, but then for the hetero-encoder instead of for the auto-encoder, yielding a sparse OPLS algorithm. More specifically, we consider the following optimization criterion

\[
\frac{1}{2N} \sum_n \left| \left| y_n - AB^T x_n \right|\right|^2 + \nu \sum_k \left| \left| B_k \right|\right|_1 + \frac{1}{2} \sum_k B_k^T A B_k
\]

where, compared with (1), we added an L1 penalty and generalized the ridge penalty to allow for a matrix \( A \) instead of just a constant. Following the same line of reasoning as in [18], we arrive at the following procedure for updating \( A \) and \( B \).

- Fix \( A \), reconstruct \( z_n = A^T y_n \) for all \( n \) and solve

\[
\hat{B} = \arg \min_B \frac{1}{2N} \sum_n \left| \left| z_n - B^T x_n \right|\right|^2 + \nu \sum_k \left| \left| B_k \right|\right|_1 + \frac{1}{2} \sum_k B_k^T A B_k .
\]

- Fix \( B \), reconstruct \( z_n = B^T x_n \) for all \( n \) and solve

\[
\hat{A} = \arg \min_A \frac{1}{2N} \sum_n \left| \left| y_n - A z_n \right|\right|^2
\]
subject to $A^T A = I_K$. In terms of the singular value decomposition $\Sigma_{yz} = U DV^T$, the solution is simply $\hat{A} = U V^T$ or, equivalently, $\hat{A} = \Sigma_{yz} \left( \Sigma_{yz}^{-1/2} \right)^{-1/2}$.

In practice, it makes sense to build the model sequentially, starting from a model with a single latent variable and adding new latent variables one by one. In that case, the optimization problem (3) boils down to solving a sequence of so-called elastic nets [17] for each $B_k$ separately.

In order to solve the elastic net, we follow a strategy which generalizes the approach of [3]. For each $B_k$, denoted by $\beta$ in the following, we consider minimizing a function

$$R(\beta) = \frac{1}{2N} \sum_x (z_n - \beta^T x_n)^2 + \nu \|\beta\|_1 + \frac{1}{2} \beta^T \Lambda \beta$$

with respect to $\beta$ through coordinate descent. Fixing $\beta_j = \tilde{\beta}_j$ for $j \neq i$ and differentiating with respect to $\beta_i$, we obtain

$$\frac{\partial R}{\partial \beta_i} = -T_i + \nu \text{sign}(\beta_i) + \frac{1}{N} \sum_j S_{ij} + \Lambda_{ii} \beta_i + \sum_{j \neq i} |S_{ij} + \Lambda_{ij}| \tilde{\beta}_j$$

with $T_i \equiv \frac{1}{N} \sum_n z_n x_{in}$ and $S_{ij} \equiv \frac{1}{N} \sum_n x_{in} x_{jn}$. If we further define $V_i \equiv T_i - \sum_{j \neq i} Q_{ij} \tilde{\beta}_j$ and $U_i \equiv S_{ii} + \Lambda_{ii}$ with $Q_{ij} \equiv S_{ij} + \Lambda_{ij}$, we obtain the solution

$$\beta_i = \begin{cases} 0 & \text{if } |V_i| \leq \nu \\ \frac{V_i - \nu}{U_i} & \text{if } V_i > \nu \\ \frac{V_i + \nu}{U_i} & \text{if } V_i < -\nu \end{cases}$$

So, a simple procedure would be the following:

- Start from $\beta = 0$ and $V_i = T_i$ for all $i$.

- Iterate by picking a variable $i$ and checking whether $\beta_i$ changes (typically when $|V_i| \geq \nu$, but also when $\beta_i$ changes from nonzero back to zero). If it does, we not only update $\beta_i$, but also $V_j$ for all $j \neq i$.

Figure 1: A sparse low-rank mapping between V1 BOLD response and presented images is captured through the latent variables $z$ of the sparse OPLS model.

Let us consider the special case in which the number of inputs $P$ is larger than the number of samples $N$. In that case, no matter what matrix $A$ is chosen, with $\nu = 0$ and $\Lambda = 0$, it is always perfectly possible to fit the reconstructed $Z$. The choice of $A$ is then solely dominated by the characteristics of $Y$ and it is easy to show that the optimal $A$ consists of the principal eigenvectors of $\Sigma_{yy}$. When $\nu \neq 0$ and/or $\Lambda \neq 0$, the optimal solution will deviate somewhat, but it is still to be expected that $A$ is close to the principal eigenvectors of $\Sigma_{yy}$. It therefore makes sense to initialize $A$ to those eigenvectors.
Repeat until convergence.

Note that we only need elements $Q_i$ (and thus $S_i$) when variable $i$ at some point enters the equation. In particular in problems with many input variables, of which only some are expected to enter, it pays not to compute $Q_{ij}$ beforehand, but only (once) on the fly when it is needed and then store it for later usage.

Finally, note that Eq. (4) represents the elastic net only when $\Lambda = \lambda I_T$. In general, a non-diagonal $\Lambda$ allows coupling constraints to be formulated between variables. This idea is similar in spirit to that of the fused lasso [14] although, in that case, an additional $L_1$ instead of $L_2$ regularizer is used to realize the coupling. In our experiments, we use a non-diagonal $\Lambda$ in order to induce a spatial regularization of the estimated regression coefficients.

4 Brain reading with sparse OPLS

4.1 Experimental data

We apply the sparse OPLS algorithm to the reconstruction of presented images from measured BOLD response. This data has been described in [9] and can be downloaded from http://www.cns.atr.jp/~yoichi_m. The dataset consists of measured BOLD response in occipital cortex for 440 random images and 480 structured images (geometric figures and alphabetic letters). In this paper, we will focus on the BOLD response for structured images in 1017 voxels belonging to primary visual cortex V1 only (see Fig. 1). Input and output data is standardized prior to applying sparse OPLS.

In our experiments, we examined how sparse OPLS results change as a function of the number of latent variables $K$ as well as the regularization parameters $\nu$ and $\Lambda$. The effect of $\Lambda$ is examined for the diagonal case $\Lambda = \lambda I_T$, which amounts to a ridge penalty, and for the non-diagonal case $\Lambda = \lambda R$, which is used to induce spatial smoothing. The structure matrix $R$ is specified as follows

$$R_{ij} = \begin{cases} 
1 & \text{if } i = j \\
-\frac{1}{n_j} & \text{if } i \sim j \\
0 & \text{otherwise}
\end{cases}$$

where $i \sim j$ holds if voxels $i$ and $j$ are neighbours and $n_j$ represents the number of neighbours of $j$. Neighbours of a voxel $i$ are taken to be those voxels which are adjacent to $i$ in either the $x$, $y$ or $z$ direction.

Reconstruction error is quantified as the average sum squared error (SSE) between real and reconstructed images, sparseness is quantified as the proportion of zero elements in $B$ and spatial smoothness is quantified in terms of $1/ (\lambda \sum_k B_k^T R B_k)$. All quantities were estimated using a ten-fold cross-validation scheme.

4.2 Results

4.2.1 Reconstruction error

We start by evaluating how reconstruction error changes as a function of the number of latent variables $K$ given default regularization parameters $\nu = 0.01$ and $\Lambda = \lambda I_T$ with $\lambda = 0.01$. Figure 2.A shows that the SSE decreases as the number of latent variables increases, although improvements are marginal for large $K$. In the following, we will use ten latent variables. The invariances which are encoded by these latent variables are depicted in Fig. 3.A. For this dataset, given the default regularization parameters, estimated components remain very similar to the principal components that are used to initialize $A$. Figure 3.B visualizes the components when more extreme values are chosen for the regularization parameters. As shown in Fig. 4, reconstructions based on the defaults parameter values are highly accurate.

Next, the influence of $\nu$ on reconstruction error is examined. Figure 2.B shows that a minimum SSE is obtained around $\nu = 0.001$. However, since we are also interested in sparse solutions and SSE does not change much for small $\nu$, we use $\nu = 0.01$, which amounts to a sparseness of about 0.9. I.e., about one in ten voxels will enter the solution. Finally, we examine how reconstruction error changes as $\lambda$ is varied for diagonal and non-diagonal $\Lambda$. Figure 2.C shows that SSE increases for large values of $\lambda$. Interestingly, the SSE is lower for non-diagonal than for diagonal $\Lambda$. 
Figure 2: Reconstruction error (top row), sparseness (middle row) and spatial smoothness (bottom row) as a function of the number of latent variables $K$ (left column), regularization parameter $\nu$ (middle column) and regularization parameter $\lambda$ (right column). Unmodulated parameters are fixed to their default values ($K = 10$, $\nu = 0.01$, $\lambda = 0.01I_p$). Solid lines correspond to $\Lambda = \lambda I_p$, and dashed lines correspond to $\Lambda = \lambda R$. Results were computed using ten-fold cross-validation. Error bars denote the SEM.

Figure 3: Invariances encoded by the first ten components of the loading matrix $A$ given the defaults $\nu = 0.01$ and $\Lambda = 0.01I_p$ (panel A) and given extreme parameter values $\nu = 1$ and $\Lambda = R$ (panel B).

Figure 4: Twenty randomly selected images as reconstructed by sparse OPLS ($K = 10$, $\nu = 0.01$ and $\Lambda = 0.01I_p$).

4.2.2 Sparseness

We repeat the above analysis but now we evaluate sparseness. Figure 2.D shows that $B$ becomes more and more sparse for increasing $K$. Sparseness also increases for large $\nu$, as expected (Fig. 2.E), but decreases for
large $\lambda$ (Fig. 2.F). This is due to the fact that the elastic net tends to favor a large number of small coefficients instead of a small number of large coefficients in case of collinearity (Fig. 5). The diagonal $\Lambda$ tends to give marginally sparser solutions than the non-diagonal $\Lambda$ for large $\lambda$.

### 4.2.3 Spatial smoothness

Spatial smoothness increases for individual $B_k$ as $k$ increases. This can be inferred from the decrease in smoothness in $B$ which follows an exponential decay (Fig. 2.G). When $\nu$ is increased, we observe a decrease in spatial smoothness (Fig. 2.H). This can be explained by the fact that voxels are gradually removed from the model which decreases smoothness since neighbouring voxels may still be part of the model. Spatial smoothness increases for increasing $\lambda$, both in the diagonal and the non-diagonal case (Fig. 2.I). This can again be explained by the properties of the elastic net since highly correlated neighbouring voxels will enter the model together (Fig. 5).

### 5 Discussion

In this paper, a sparse orthonormalized partial least squares algorithm is introduced. Sparseness in the loading matrix $B$ is realized using a particularly efficient implementation of the elastic net algorithm while spatial smoothness is realized through the use of a non-diagonal regularizing matrix $\Lambda$.

The algorithm has been applied to the reconstruction of perceived images from BOLD response in primary visual cortex. Reconstructed images almost perfectly match their originals. In a sense, the reconstruction may have been too easy since the training data consisted of multiple measured responses to a small set of twenty structured images. As an alternative, we could have chosen to use random image data as input to our algorithm. However, we did not expect interesting components to be extracted from this data. Sparse OPLS is expected to work best in a regime where voxel subsets encode invariances in the output data, for example, in case of the reconstruction of perceived natural images [10].
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