Synthetic Environments as visualization method for product design
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ABSTRACT

In this paper, we explored the use of low fidelity Synthetic Environments (SE; i.e., a combination of simulation techniques) for product design. We explored the usefulness of low fidelity SE to make design problems explicit. In particular, we were interested in the influence of interactivity on user experience. For this purpose, an industrial design case was taken: the innovation of an airplane galley. A virtual airplane was created in which an interactive model of the galley was placed. First, three groups of participants explored the SE in different conditions: Participants explored the SE interactively (Interactive condition), watched a recording (Passive Dynamic condition), or watched static images (Passive Static condition). Afterwards, participants were tested in a questionnaire on how accurately they had memorized the spatial layout of the SE. The results revealed that interactive SE does not necessarily provoke participants to memorize spatial layouts more accurately. However, the effect of interactive learning is dependent on the participants’ Visual Spatial Ability (VSA). Consequently, this finding supports use of interactive exploration of prototypes through low fidelity SE for the product design cycle when taking the individual’s characteristics into account.
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1. INTRODUCTION

Engineers and product designers learned by (bitter) experience that differences in backgrounds, interests, and paradigms can cause stakeholders to have different ideas (i.e., mental models) of the product. This can cause huge problems in, for example, communication and cooperation and, consequently, might result in a disappointing product design. For the creative process of product design, designers traditionally use a drawing board and CAD software. However, recent technological developments enabled designers to employ new tools to support their creative process. In this paper, we explore the use of low fidelity Synthetic Environments (SE) to make specific design problems explicit.

The term “Synthetic Environments” refers to the use of a combination of simulation techniques, such as Virtual Reality (VR), Augmented Reality (AR), and Gaming technology to facilitate an artificial experience of certain situations. These technologies intend to maximize the user’s experience by realistically simulating a complex visual environment, possibly including sound, touch, or smell. The use of VR was originally mostly confined to military applications, for example to train soldiers for combat situations, because of the high costs involved with this type of technology.
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However, the rapid development of computers in recent decades has made it feasible for other application fields to use this type of technology as well. Henceforth, SE has become within reach for academic, commercial, industrial and educational domains. We will focus on one of these domains specifically: industrial product design.

Due to the increased technological possibilities and decreased costs the use of SE has gained much interest of industrial companies to innovate their product design process. An SE provides several possibilities that traditional methods in product design do not facilitate. First, it visualizes a virtual context for the future use of a certain product. A (virtual) prototype can be tested in the earliest stages in its development on its effectiveness and usability. Therefore, possible problems with the product are uncovered when adaptations are still easily made. Second, SE facilitates the involvement of end-users in the beginning of the design process, their opinions serving as an additional source of information for the designers. Third, SE stimulates the communication between the different stakeholders in the design process. Various stakeholders, such as designers, managers, or clients, who often use a different terminology, understand each other better with SE, not longer depending on the interpretation of separate images but on their experience with the (virtual) prototype.

For an effective application of low fidelity SE in the design process, there are two important constraints:

1) **Financial**: As for each new technique, SE have to show that they aid real-world design processes and, hence, save both time and money. To enable this, a SE should provide as much as possible the context that is relevant for the stakeholders; i.e., the amount of (visual) realism. Visual realism has shown to be an important factor for user experience. Furthermore, visual realism increases visual spatial knowledge about the navigational space.

2) **Interactivity**: This characteristic is known to improve both user experience and spatial knowledge. The current paper will investigate to what extent this characteristic is important for SE.

There is a large body of research that investigated why interactivity improves spatial knowledge of virtual environments. Christou and Bulthoff for example, showed that recognition of scenes in virtual environments is improved after interactive exploration as opposed to passive observation of an identical exploration. These researchers proposed that the user’s possibility to control their viewpoints in the virtual environment contributes to more accurate mental representations in human visual spatial memory. James, Humphrey and Goodale reported a similar effect of interactivity for the exploration of unfamiliar 3D objects. These researchers showed that people who explored 3D objects interactively chose specific viewpoints that seemed most useful to them. They concluded that these viewpoints are essential to build up more complete mental representations. However, we found in prior experiments that the effect of interactivity on visual spatial memory is dependent on the user’s Visual Spatial Ability (VSA). Users with a low VSA benefit from interactivity, whereas those with a high VSA do not. This finding indicates that users with a low VSA are not able to build up mental representations of 3D objects by passive observation, but are able to do so by interactive exploration. Users with a high VSA are able to build up object representations in both conditions. In summary, there is much evidence that interactivity enhances spatial knowledge, especially for users with a low VSA, because it enables them free control of their viewing direction in the virtual environment. We suggest that an improved spatial knowledge of virtual objects (i.e., prototypes) and environments (i.e., contexts) is the first important step to increase communication between the stakeholders and to reach consensus between them.

In the present study, we investigated the effect of interactivity and the influence of VSA on user experience and spatial knowledge of a low fidelity SE. We were interested whether the findings of previous research could be applied to an actual design case. For this purpose an SE was developed in which the specifications of the design case were used as input. The study was divided into three parts. 1) In a pre-test, the user’s VSA was assessed. We expected that an effect of interactivity would be dependent of VSA. 2) In a learning phase, participants learned the spatial layout of the SE. In this part of the study, the possibility to interactively explore the SE was varied. Either the participants interactively explored the SE, observed a recording of another participant’s interactive exploration, or viewed static images of the SE. The last condition was used as baseline condition. We expected that participants were more able to learn the spatial layout of the SE by interactive exploration, and were least able to learn it in the baseline condition. 3) In a test phase, participants received a questionnaire. The questionnaire assessed the participants’ subjective experience of the spatial layout and the accuracy of the participants’ mental representation of the SE. We expected that participants would show the highest scores in the interactive learning condition and the lowest scores in the baseline condition.
2. METHODS

2.1 Participants
Twelve participants (5 men and 7 women), aged 20-32 years (mean = 28.1), were tested in the experiment. All had normal or corrected to normal vision and were naive concerning the purposes of the experiment.

2.2 The Synthetic Environment
An industrial design case was used for the experiment: the innovation of an airplane galley. The design company Indes B.V. provided the case. An SE of an airplane cabin with the galley was developed with the 3D modeling software 3D Studio Max (Autodesk, Inc.) and Quest3D (Act-3D, B.V.). The SE was presented using a PC laptop (CPU: Intel Core2Duo 2.1GHz, Memory: 2GB) running Windows Vista (Microsoft, Inc.) connected to a 20-inch flat-screen monitor. A standard computer mouse and keyboard was used to walk through the SE. The arrow-keypad was used to walk from left to right and front to back. Holding the right mouse-button while moving the mouse enabled the participants to look around in the SE and to change the direction of the route. The left mouse-button was used to interact with the kitchen galley in the SE; a left button-click opened and closed the doors or moved the elevator up and down; see Figure 1 for an impression of the SE.

2.3 Pre-test
Before the experiment started, participants were assessed on their VSA; see also Figure 2. This was important, because in the test-phase of the experiment the participants were asked to recollect the spatial layout of the SE. Participants with a high VSA are more accurate on this task than those with a low VSA. Therefore, VSA was taken into account as a co-variable in our data analysis.

To test the participants’ VSA, the Vandenberg and Kuse’s Mental Rotations Test (MRT-A) was used\textsuperscript{20,21}. This test was used to determine to what degree participants were able to mentally rotate 3D objects. Participants compared an original object to four rotated alternatives and identified the two identical objects from them. In six minutes, participants completed as many of these comparisons as possible from a total of 24 comparisons. The percentage of correct comparisons determined the participant’s test score and their VSA.

![Figure 1. Images taken from the SE of the airplane cabin with the galley.](image)

![Figure 2. The three phases of the experiment, including its components. Moreover, the relation between the participants is depicted.](image)
2.4 Learning phase

The learning phase consisted of three different learning conditions: an Interactive, a Passive Dynamic, and Passive Static learning condition; see also Figure 2 and 3. The participants were randomly assigned to one of these three conditions (i.e., four participants per condition). Prior to each of the conditions, participants were instructed to memorize the SE as accurately as possible, because they would subsequently be tested.

In the Interactive learning condition, the participants explored the SE freely with the mouse and keyboard; see also Figure 3. Participants were explicitly instructed to explore the kitchen galley by clicking on the galley doors and elevator. After 5 minutes the participants were instructed to stop. In this condition, the participants’ actions were recorded and snapshots were taken each 10 seconds with the recording program FRAPS (Beepa, Inc.). This recording and these snapshots were used for the subsequent conditions. This was done to ensure that participants in the other two conditions observed identical viewpoints of the SE, and that only the type of learning was varied across participants.

In the Passive Dynamic learning condition, participants observed a recording taken from the prior participant in the Interactive condition, as is also shown in Figure 3. The procedure was identical to the Interactive condition, with the exception that participants were not able to interact with the SE in anyway. VLC media player software (VideoLAN, Org.) was used to present the recording.

In the Passive Static learning condition, participants viewed 30 snapshots taken from the video recorded of the participant in the prior Interactive condition, as is also shown in Figure 3. Each snapshot was presented for 10 seconds, which resulted in a total presentation time of five minutes. Again, participants were not able to interact with the SE in this condition. MS PowerPoint 2008 (Microsoft, Inc.) was used to present the snapshots.

2.5 Test phase

After the learning phase, participants were assessed in a questionnaire whether or not they had accurately memorized the spatial layout of the SE; see also Figure 2. The questionnaire was divided into three parts; for an overview of the questionnaire see Table 1.

In the first part of the questionnaire demographic data was collected, such as the participants’ age, gender, education, but also their affinity with computer games and 3D modeling. The latter two questions were used to control for the possibility that participants who are experienced with computer games or 3D modeling software more easily memorized the SE than those who are not. Participants had to indicate whether they considered themselves as novice, advanced, or expert user. Furthermore, they indicated what type of games or 3D modeling software they used and how often.

Figure 3. The three conditions of the learning phase, to which the participants were randomly assigned. Please note the relation between these conditions.
Table 1. Overview of the research variables with example questions used in the questionnaire.

<table>
<thead>
<tr>
<th>Part</th>
<th>Research Variable</th>
<th>Example Question</th>
<th>Type of Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Demographics</td>
<td>What is your age, gender, education?</td>
<td>Open questions</td>
</tr>
<tr>
<td></td>
<td>Gaming Experience</td>
<td>Do or did you play computer games?</td>
<td>Multiple choice</td>
</tr>
<tr>
<td></td>
<td>3D Modeling Experience</td>
<td>Do or did you 3D graphic software?</td>
<td>Multiple choice</td>
</tr>
<tr>
<td>2</td>
<td>Spatial Memory</td>
<td>I can remember the spatial layout of the SE.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Survey Knowledge</td>
<td>I can remember the SE as a map.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Route Knowledge</td>
<td>I can remember the route that was walked through the SE.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Egocentric Representations</td>
<td>I had the feeling to move through the SE myself.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Ability to Imagine Actions</td>
<td>I know how to operate the airplane galley.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td>3</td>
<td>Size of the Cabin</td>
<td>What was the length, height, width of the cabin (in meters)?</td>
<td>Open question</td>
</tr>
<tr>
<td></td>
<td>Size of the Galley</td>
<td>What was the length, height, width of the galley?</td>
<td>Open question</td>
</tr>
<tr>
<td></td>
<td>Layout of the Galley</td>
<td>How many doors did the right, left galley have?</td>
<td>Open question</td>
</tr>
<tr>
<td></td>
<td>Orientation</td>
<td>Did the doors face to the back or to the front of the airplane?</td>
<td>Open question</td>
</tr>
</tbody>
</table>

The second part of the questionnaire assessed the participants’ subjective experience of the SE. Five testing variables were distinguished: 1) To what extent participants had memorized the spatial layout of the SE in general, 2) the layout of the SE as a map, 3) the route through the SE, 4) to what extent they had identified themselves with the person walking through the SE, and 5) whether they were able to imagine to perform real actions with the airplane galley. Each variable comprised two questions. Thus, there were 10 questions in total this part. Answers were measured on a Likert scale from 1 to 5, indicating the range from “I do not agree at all” to “I fully agree”.

The third part of the questionnaire tested the participants’ ability to reproduce the spatial layout of the SE. First, participants were required to provide size estimations of the airplane cabin in general, such as the cabin length, cabin width, cabin height, and path width. Second, participants estimated the size (height and width) of the two galleys. Third, they estimated the number of doors in the left and right galley. Fourth, they indicated the orientation of the galley and whether the doors faced the front or back of the airplane. This part of the questionnaire consisted of 10 questions in total.

3. RESULTS

Before the analyses were conducted, VSA, subjective experience, and estimation error scores were averaged per participant and per condition. Subsequently, the relative estimation errors ($\varepsilon$) in % were calculated by dividing the absolute estimation error ($\delta$) through the absolute estimated size ($\hat{s}$) in meters. Formally, this can be denoted as follows:

$$\varepsilon = \frac{\delta}{\hat{s}} \cdot 100,$$
where \( \delta = |\hat{s} - s| \) with \( s \) being the absolute size in meters (i.e., the size as envisioned for the SE) and \( |\cdot| \) denotes the absolute value of \( \cdot \). Please note that the participants’ estimation was taken as our ground truth and not the absolute size, as this is more or less arbitrary. This is easily shown when the equation above is rewritten as \( \varepsilon = \left| 1 - \frac{s}{\hat{s}} \right| \cdot 100 \). However, as this starting point can be judged as being rather unconventional, we have verified its possible influence on the results. Additional analyses revealed that similar results would have been obtained, when using the absolute size as ground truth.

After the relative estimation errors \( \varepsilon \) were determined, various analyses were run to evaluate the data of the questionnaire. First, VSA was compared to the average scores of the subjective experience and the average relative estimation error \( \varepsilon \). The results revealed that VSA in the Passive Dynamic condition was highest, followed by the Interactive condition, and was lowest in the Passive Static condition. Since we expected that VSA would have an impact on the effect of interactivity, we took these differences into account in our further analyses. The number of Gaming and/or 3D modeling experts was constant across conditions and did, therefore, not influence the effect of interactivity. As expected, participants showed the highest subjective experience scores in the Interactive condition, followed by the Passive Dynamic and Passive Static conditions. In contrast to our expectations, however, participants were least accurate estimating sizes in the Interactive condition; for a complete overview, see Table 2.

From the Subjective Experience - VSA plot it becomes evident that participants in the Interactive condition showed higher Likert scores than the other two conditions irrespective of VSA; see Figure 4 (left). Participants in the Passive Static condition all showed the lowest scores. Thus, the effect of interactivity seems to be robust for subjective experience even for a small group of participants. Furthermore, VSA did not seem to affect the subjective experience.

From the Estimation Error – VSA plot it becomes clear that the participants in the Passive Dynamic condition showed the lowest relative estimation errors \( \varepsilon \), but also scored high on the VSA test; see Figure 4 (right). Participants in the Interactive condition showed the highest relative estimation errors \( \varepsilon \). However, one clear exception to this is present in the interactive condition, with a relative estimation error \( \varepsilon \) of 9.2% and a VSA score of 29, as is shown in Figure 4 (right). Two participants of the Interactive condition showed respectively exceptional low and high relative estimation errors (i.e., respectively \( \varepsilon \) = 9.2% and \( \varepsilon \) = 37.6%), when taking into account their VSA scores (i.e., respectively 29 and 50); see also Figure 4 (right). Thus, from this plot it becomes clear that the participants varied significantly in their relative estimation errors in the Interactive condition, an effect for which no simple (e.g., linear) relation was found with VSA.

To test the effect of interactivity on relative estimation error \( \varepsilon \) and the influence of VSA, a linear best fit trend analysis was conducted with VSA (range: 0–100) and learning condition (Interactive, Passive Dynamic, Passive Static) as independent variables and the average relative estimation error \( \varepsilon \) as dependent variable. The results of the linear best fit analysis of \[ \varepsilon = a \cdot (100 - \text{VSA}) + b \cdot \text{condition} + c \] showed that \( a = 0.16 \), \( b = -2.74 \) en \( c = 16.8 \), with a root mean square error (\( \text{rms} \)) of 8.5. When the two participants were discarded who showed a large deviation on the scores, it showed \( a = 0.30 \), \( b = -8.00 \), and \( c = 21.3 \) with a \( \text{rms} \) of 6.0. This indicates that the relative estimation error \( \varepsilon \) decreases with higher VSA scores and increases with interactivity.

<table>
<thead>
<tr>
<th>Learning Condition</th>
<th>VSA score</th>
<th>3D/Gaming Experts</th>
<th>Subjective Experience</th>
<th>Estimation Error (( \varepsilon ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Interactive</td>
<td>46</td>
<td>25</td>
<td>4.35</td>
<td>24.39</td>
</tr>
<tr>
<td>2. Passive Dynamic</td>
<td>66</td>
<td>25</td>
<td>4.00</td>
<td>13.52</td>
</tr>
<tr>
<td>3. Passive Static</td>
<td>34</td>
<td>25</td>
<td>3.35</td>
<td>20.69</td>
</tr>
</tbody>
</table>

Table 2. Overview of the average scores, as recorded for each of the learning conditions. Note that all values are percentages, except for the subjective experience scores.
Next, a more thorough comparison was made between the participants’ subjective experience of the spatial layout of the SE in the three learning conditions. Overall, the results revealed the highest average scores in the Interactive condition, followed by the Passive Dynamic condition. The lowest scores were revealed in the Passive Static condition. These differences were most evident on three of the five research variables: the ability to remember the route walked through the SE, to form egocentric representations, and to imagine real actions with galley. Participants in the Passive Static condition scored lower those in the Passive Dynamic condition. Those in the Interactive condition scored highest. See Table 3 for an overview of the mean scores per research variable.

Finally, the participants’ ability to reproduce the spatial layout of the SE by estimating the size of the airplane cabin, the airplane galley, the layout of the galley, and the orientation of the galley was analyzed. A repeated measures ANOVA on the accuracy data was run with estimation, 10x measured, as within subjects variable and learning condition (Interactive, Passive Dynamic, and Passive Static), gender (male, female), and VSA (scores: 25, 29(2x), 33(2x), 50(3x), 70, 71(3x)) as between subjects variables. The results revealed a main effect of Learning condition, Learning condition $F(2, 1) = 334.0, p < .04$. The participants were more accurate in the Passive Dynamic condition as compared to the Passive Static condition. Against our expectations, participants in the Interactive condition were least accurate estimating the spatial layout of the SE. Furthermore, a main effect of VSA score was found, $F(4, 1) = 172.1, p = .06$ (one-tailed). Participants with high VSA were more accurate estimating than those with a low VSA. The interaction between learning condition and VSA was also significant, $F(3, 1) = 375.8, p = .04$. Also, a significant main effect was found of gender, $F(1, 1) = 553.5, p = .03$. Male participants performed better than the female participants, which is in line with other research23. See Table 4 for an overview of the mean accuracy of estimating the spatial layout of the SE.

<table>
<thead>
<tr>
<th>Learning Condition</th>
<th>Spatial Memory</th>
<th>Survey Knowledge</th>
<th>Route Knowledge</th>
<th>Egocentric Representations</th>
<th>Imagining Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Interactive</td>
<td>4.63</td>
<td>4.63</td>
<td>4.50</td>
<td>3.63</td>
<td>4.38</td>
</tr>
<tr>
<td>2. Passive Dynamic</td>
<td>4.75</td>
<td>4.38</td>
<td>4.00</td>
<td>3.13</td>
<td>3.75</td>
</tr>
<tr>
<td>3. Passive Static</td>
<td>3.75</td>
<td>4.13</td>
<td>3.75</td>
<td>2.50</td>
<td>2.63</td>
</tr>
</tbody>
</table>

Table 3. Overview of the participants’ subjective experience of the spatial layout of the SE; i.e., part 2 of the questionnaire.
Table 4. Overview of the participants’ error in estimating the spatial layout of the SE; i.e., part 3 of the questionnaire. Table cells represent the mean error from the values used in the SE in percentages.

<table>
<thead>
<tr>
<th>Learning Condition</th>
<th>Cabin Size</th>
<th>Galley Size</th>
<th>Galley Layout</th>
<th>Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Interactive</td>
<td>29.0</td>
<td>28.7</td>
<td>16.2</td>
<td>0.00</td>
</tr>
<tr>
<td>2. Passive Dynamic</td>
<td>19.9</td>
<td>17.7</td>
<td>4.30</td>
<td>0.00</td>
</tr>
<tr>
<td>3. Passive Static</td>
<td>18.0</td>
<td>21.1</td>
<td>31.0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

4. DISCUSSION

In an experiment, we investigated the effect of interactivity on user experience and spatial knowledge of a low-fidelity SE. An SE was developed of an actual design case: the innovation of an airplane galley. Participants learned the SE either in an Interactive, Passive Dynamic, or Passive Static learning condition. In the Interactive condition, they were able to explore the SE freely with a computer mouse and keyboard. In the Passive Dynamic condition, the participants observed a recording and in the Passive Static snapshots of another participants’ exploration of the SE. Afterwards they were tested on their subjective experience and the accuracy of their mental representation of the spatial layout of the airplane cabin and galley. We also investigated the influence of VSA. We expected that participants would improve their subjective experience and the accuracy of their mental representations in the Interactive condition compared to the Passive Dynamic and the Passive Static condition. We expected poorest scores and accuracy in the Passive Static condition. Furthermore, we expected that the effect of interactivity would be dependent of participants’ VSA.

The results partly confirmed these expectations. As expected, participants in the Interactive condition showed the highest average scores on the subjective experience compared to the other two conditions. Those in the Passive Static showed the lowest. Differences between the conditions were largest on three of the five research variables of this part of the questionnaire: acquisition of route knowledge, acquisition of egocentric representations, and imagining actions. In the Interactive condition, participants indicated more strongly that they remembered the route through the airplane cabin, sensed to have explored the SE themselves, and were able to imagine real actions with the airplane galley.

In contrast to our expectations, participants in the Interactive condition were not more accurate when they had to reproduce the spatial layout of the SE. When participants had to estimate sizes of the airplane cabin and galley, they were in fact least accurate in the Interactive and most accurate in the Passive Dynamic condition. One possible explanation for this unexpected effect is the average VSA score in the conditions: Average VSA scores were highest in the Passive Dynamic conditions. However, a linear best fit analysis of Learning condition and VSA showed that not only estimation accuracy improved with higher VSA scores, but also with less dynamic conditions (respectively: Interactive, Passive Dynamic, and Passive Static). Thus, the impaired performance of participants in the Interactive condition cannot merely be explained by VSA. This is in contrast with prior research.

Another possible explanation for this result is that the camera position in the Interactive and Passive conditions is continually changed, which can make it difficult for participants to get a precise idea about the size of the SE. In the Passive Static condition the participants observed still images of the SE each for 10 seconds. This period can be used to fully focus on the size of the SE. Christou and Bulthof provided evidence that the viewpoints taken in a virtual environment determine the accuracy of the mental representations built from them. Future research should take into account that the time these viewpoints last also is of influence. Furthermore, the difference between the Interactive and Passive Dynamic conditions is possibly explained by the fact that participants in the Interactive condition concentrate more on performing actions than on the spatial layout of the SE. In fact, the participants were explicitly instructed to interactively explore the airplane galley. In the Passive Dynamic condition participants did not receive this instruction so they were able to fully focus on the spatial layout of the SE. This possibility is supported by the finding that participants in the Interactive condition indicated to be more able to imagine actions with the product than in the Passive Dynamic condition.

In sum, we did not find that interactivity improved visual spatial memory directly. In contrast to prior research we found the opposite effect: Participants performed poorly estimating the spatial layout of the SE. We suggested that there are a number of unknown factors that may have modulated the effect of interactivity. Future research should further investigate these factors. The present study did confirm, however, that interactivity does improve the participants’
subjective experience of SE. In particular, the ability to imagine actions with the virtual prototype in SE was improved after interactive exploration. Therefore, we conclude that interactive exploration of prototypes through SE improves the stakeholders’ mental models of product design especially about its practical functionality.
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