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EDITOR'S NOTE:

This is 1 of 12 papers prepared by participants attending the workshop “Risk Assessment in European River Basins—State of the Art and Future Challenges” held in Leipzig, Germany on 12–14 November 2007. The meeting was organized within the framework of the European Commission’s Coordination Action RISKBASE program. The objective of RISKBASE is to review and synthesize the outcome of European Commission FP4–FP6 projects, and other major initiatives, related to integrated risk assessment–based management of the water/sediment/soil environment at the river basin scale.

ABSTRACT

Environmental risk assessment is typically uncertain due to different perceptions of the risk problem and limited knowledge about the physical, chemical, and biological processes underlying the risk. The present paper provides a systematic overview of the implications of different types of uncertainty for risk management, with a focus on risk-based management of river basins. Three different types of uncertainty are distinguished: 1) problem definition uncertainty, 2) true uncertainty, and 3) variability. Methods to quantify and describe these types of uncertainty are discussed and illustrated in 4 case studies. The case studies demonstrate that explicit regulation of uncertainty can improve risk management (e.g., by identification of the most effective risk reduction measures, optimization of the use of resources, and improvement of the decision-making process). It is concluded that the involvement of nongovernmental actors as prescribed by the European Union Water Framework Directive (WFD) provides challenging opportunities to address problem definition uncertainty and those forms of true uncertainty that are difficult to quantify. However, the WFD guidelines for derivation and application of environmental quality standards could be improved by the introduction of a probabilistic approach to deal with true uncertainty and a better scientific basis for regulation of variability.
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INTRODUCTION

Environmental risk assessment is an organized process that aims to estimate the likelihood of adverse health outcomes after exposure to environmental stressors (USPCCRARM 1997). The outcome of the assessment forms the basis for a management decision; for example, whether or not to take action and reduce the risk. Risk assessment is a knowledge-based process (i.e., scientific knowledge about the use, emission, fate, exposure, and/or effects of the environmental stressors is gathered and reviewed to produce a risk estimate). The outcome of the assessment is a qualitative or quantitative description of the risk that is typically uncertain due to different perceptions of the risk problem and limited knowledge about the physical, chemical, and biological processes underlying the risk.

Uncertainty in the risk assessment process may have a profound impact on the management decision. This can best be illustrated with an example. When stakes are high (e.g., in the safety management of a nuclear power plant), the probability at which an accident will be considered “acceptable by society” will be much smaller than when stakes are relatively low (e.g., for traffic accidents). It should be noted that, besides uncertainty, there are many other factors that may influence the acceptability of risks (e.g., voluntary vs imposed risks) (Slovic 2001).

Risk assessment is an important aspect of river basin management as laid down in the European Union Water Framework Directive (WFD; Directive 2000/60/EC). Examples are the assessment of point source discharges on water systems and the evaluation of the chemical status of a water body. Environmental quality standards (EQSs), such as water and sediment standards, play an important role in this risk assessment process. They are generally compared with predicted or measured concentrations to obtain an indication of the risk. If the EQS is uncertain, the risk indicator will also be uncertain. This also holds for the predicted or measured concentration.

Awareness is growing that uncertainty may have important implications for risk management (e.g., in risk-based management of river basins). However, a systematic overview of the implications of uncertainty for risk-based management of river basins is currently lacking. The present paper aims to provide such an overview. It does so by summarizing 4 case studies on uncertainty that were performed by our research group. The paper starts with a typology of the different types of uncertainty and how these can be quantified or described. Then the case studies are presented. The paper concludes with a discussion section in which the implications of the different types of uncertainty for risk management are outlined.
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The term uncertainty is generally used as an overarching term to indicate that the results of a risk assessment are not necessarily true or applicable to a particular situation. Several authors have pointed out that there are many different types of uncertainty (Funtowicz and Ravetz 1990; Morgan and Henrion 1990; Renn 1998). It is important to distinguish between these types of uncertainty because they may have different interpretations and implications for risk management. Here, we distinguish 1) problem definition uncertainty, 2) true uncertainty, and 3) variability. Figure 1 illustrates the different types of uncertainty and some methods used to describe or quantify them.

**Problem definition uncertainty**

Problem definition uncertainty may arise when the definition of the management problem differs from that of the scientific risk assessment problem. For example, the management problem may consist of the protection of aquatic ecosystems. This problem can be translated into several scientific problems, one being the determination of safe concentration levels for individual chemicals. Once these safe concentration levels have been determined and realized, the management problem has been partially solved. However, even if the safe concentration levels for individual chemicals are met, the aquatic ecosystem may still be in a poor condition, for example, because it is affected by multiple chemicals (mixture toxicity) or other stressors, such as low water levels, that were not considered in the scientific analysis.

**True uncertainty**

Uncertainty due to a lack of knowledge is referred to as true uncertainty in the present paper. The level of knowledge can vary from complete ignorance to imprecision. Examples of true uncertainty are (model) assumptions, simplifications, approximate equations, and imprecise measurements. An important characteristic of true uncertainty is that it can be reduced by additional research. Thus, an analysis of true uncertainty does not only provide information about the extent of the uncertainty, but also in options to reduce it. In other words, the results of an uncertainty analysis can be used to plan new research.

Many different techniques exist to quantify true uncertainty. The best option is validation research (i.e., comparison of the risk assessment outcome with field measurements). However, this is often unfeasible or only partially feasible. Other options include propagation of parameter uncertainty (e.g., by means of Monte Carlo simulation), model comparison, scenario analysis, and expert elicitation. Which technique to use depends on where in the risk assessment the major source(s) of uncertainty are located. This can best be illustrated with an example. An input–output uncertainty analysis, such as a Monte Carlo simulation, may show that parameter uncertainty is relatively small, but this result becomes meaningless if the assumptions on which the model is based are highly uncertain. A good uncertainty analysis should therefore thoroughly investigate the sources of uncertainty on all levels of the assessment: Model assumptions and equations, the input scenario(s), and uncertainty in the input parameters (Van der Sluijs et al. 2005). An input–output analysis of uncertainty suffices only if it can be shown that the other sources of uncertainty do not dominate.

Monte Carlo simulation and similar numerical or analytical techniques are well established and widely used to propagate true uncertainty in model parameters into the output (Hammersley and Handscomb 1964; NRC 1975; McKone and Ryan 1989). The popularity of these techniques can be explained by the fact that they produce a quantitative estimate of the amount of uncertainty (i.e., a probability distribution). However, it should be noted that the probability distribution only provides a realistic picture of the true uncertainty if 1) the probability distribution of the input...
parameters are appropriately defined (i.e., the shape and parameters), 2) correlations between input parameters are appropriately accounted for, and 3) other sources of true uncertainty do not dominate. Techniques to estimate scenario uncertainty are also fairly well established and regularly used, such as by compiling different (input) scenarios and comparison of the results (Huijbregts et al. 2003; Webster et al. 2003; Van Asselt et al. 2005). However, the allocation of probabilities to input scenarios can be problematic, which may impede the expression of the uncertainty in terms of probabilities. Scenario analysis is often used to obtain an impression of the range of the uncertainty, but it is less suitable to obtain a full quantitative description. Techniques to estimate uncertainty in model assumptions and equations include model comparisons and expert elicitation. Model comparisons can provide useful insights on model differences and reveal sources of uncertainty (e.g., Huijbregts et al. 2005), but part of the uncertainty may remain unnoticed if the models included are based on similar assumptions (Ragas et al. 1999). Furthermore, close agreement of model predictions does not prove that the models are correct; it may also be explained by pure chance or by the fact that the models were calibrated to similar data sets (Thiessen et al. 1997). Finally, expert elicitation may be used to obtain an impression of the true uncertainty, but there are many methodological issues, such as selection of the experts, framing of the questions, and reproducibility, that can make it difficult to interpret and quantify the results. For example, Evans et al. (1994) showed that the uncertainty in the estimated cancer risk due to benzene exposure is very sensitive to extreme opinions of one or more experts.

It follows from the above that quantification of true uncertainty in risk assessment is not always feasible or only partially feasible. Within this context, authors have distinguished several levels of true uncertainty. Vercelli (1995) introduced the terms hard and soft uncertainty. The latter term refers to uncertainty that can be expressed in a probability distribution whereas the former is reserved for qualitative descriptions of uncertainty. Ragas et al. (1999) introduced the terms operational and fundamental uncertainty to refer to uncertainty resulting from input parameters, and model structure and assumptions, respectively. Whenever system is used to characterize true uncertainty, they all recognize that uncertainty cannot always be expressed in a simple statistical probability distribution. This implies that a thorough uncertainty analysis should include an assessment of the nonquantifiable sources of uncertainty and that risk management must find ways to deal with these nonquantifiable sources.

Variability

Variability is a phenomenon of the real world; for example, the variation of pollutant concentrations in space or in time. Another example is the variation in sensitivity or exposure between the individuals of a population or the species of an ecosystem. These types of variability are generally referred to as spatial, temporal, interindividual, and interspecies variability, respectively. Variability can be described by means of scientific research, but it cannot be reduced by it. Variability becomes an issue in risk assessment when aggregate measures are used to describe reality; for example, population indexes to characterize a group of individuals or a spatial average to characterize the concentration of a chemical in an area (Leuven and Poudemigne 2002). For example, when the spatial average is known but the underlying, disaggregate data are missing or lost in the aggregation process, the question may arise of how much the concentration in a specific location will deviate from the spatial average (Hollander 2008). Variability analysis can answer questions such as “Where and how much is the EQS in an area exceeded?” or “How many and which individuals exceed the Acceptable Daily Intake?” This information is useful to check compliance with regulations, but even more so to identify areas at risk or individuals at risk, so appropriate management actions can be taken.

True uncertainty and variability are often considered simultaneously in risk assessment studies. The 2 main reasons for this are 1) uncertainty and variability are traditionally quantified together in a probabilistic risk assessment (i.e., both can be expressed using a variance), and 2) variability can result in uncertainty, depending on the perspective taken. Notwithstanding the fact that true uncertainty and variability have many characteristics in common, they are 2 distinct phenomena that have different interpretations and implications for risk managers (Bogen and Spear 1987; Frey 1992; NRC 1994; Kelly and Campbell 2000). An analysis of true uncertainty provides insight into the likelihood of an adverse event based on the available knowledge, whereas an analysis of variability provides insight into the magnitude of an event, such as the number of individuals exceeding a threshold (interindividual variability), the spatial area exceeding a concentration limit (spatial variability), or the amount of time during which an EQS is violated (temporal variability).

**CASE STUDIES**

**Case I: True uncertainty and interindividual variability in EQSs**

Environmental quality standards indicate a concentration level at which adverse effects on human health and ecosystems are expected to be absent or highly unlikely. Ragas (2000) quantified the level of true uncertainty and interindividual variability in Dutch EQSs for water, air, and soil. It should be stressed that the models and assumptions used in this study were not fully in line with the new guidelines of the WFD, but comparable procedures were used. It is therefore likely that the estimates give a good indication of the level of true uncertainty and interindividual variability in EQSs that are derived according to the WFD guidelines (Lepper 2005). Relevant differences are discussed in the last paragraph of this case study.

The methods used to quantify true uncertainty and interindividual variability consisted of 1) Monte Carlo simulation, 2) model comparisons, and 3) expert judgment. The results of the analysis were expressed in uncertainty factors (UFs) that were calculated as the ratio between the 95th and 50th percentile of the predicted output distributions. Separate uncertainty factors were estimated for

1. EQSs derived to protect humans against genotoxic carcinogens;
2. EQSs derived to protect humans against substances with a threshold effect;
3. EQSs to protect ecosystems.

The uncertainty factors were derived by quantification of uncertainty and variability in different steps of the derivation process of EQSs (e.g., exposure and effect modeling).
For human exposure modeling and effect modeling of genotoxic carcinogens, operational uncertainty (input uncertainty and variability quantified by means of Monte Carlo simulation), and fundamental uncertainty (model uncertainty quantified by means of model comparisons or expert judgment) were quantified separately. For effect modeling of substances with a threshold and ecological effect modeling, an overall uncertainty factor was estimated that covered operational as well as fundamental uncertainty. Uncertainty factors for different assessment steps and different types of uncertainty (operational and fundamental) were combined under the assumption that uncertainty and variability are propagated through multiplicative relationships and can be characterized by independent log-normal distributions (Slob 1994).

The results of the analysis are presented in Table 1. For each EQS type, a geometric mean and a maximum UF are specified. This variation in UFs is caused by the fact that the level of estimated true uncertainty and interindividual variability varies with the substances assessed, the models applied, and the experts selected. The difference between the geometric mean and maximum UF gives an indication of the range in the uncertainty assessment (the level of uncertainty in the uncertainty assessment itself).

The UFs in Table 1 give an indication of the range in possible outcomes relative to the most likely value (the geometric mean of the output distribution). This provides information on the level of true uncertainty and interindividual variability in a probabilistic assessment. It allows statements such as “There is a probability of 5% that the true human NOEC of a randomly selected individual is a factor 8.4 higher than the estimated median NOEC” (i.e., for effect assessment of substances with a threshold).

Table 1 clearly shows that effect modeling of genotoxic carcinogens is associated with the highest UFs. Detailed analysis of the results showed that these high UFs are mainly caused by model uncertainty (i.e., the choice of an appropriate dose–response model) and high to low dose extrapolation (Ragas 2000). Both are sources of true uncertainty. These results indicate that the largest reduction in uncertainty in probabilistic EQSs for genotoxic carcinogens can be obtained by unraveling the nature of the dose–response relationship in the low-dose region.

The UFs of the remaining 2 EQS types are of comparable magnitude (i.e., a geometric mean uncertainty factor of 6.5 for ecosystem protection and of 9.8 for human protection against substances with a threshold). Noticeable are the relatively low UFs for human exposure assessment compared to human effect assessment. This indicates that exposure processes are generally better understood and less variable than effect processes. In a similar way, Ragas (2000) showed that substance dispersion and mixing processes in water are generally much better understood than effect processes.

The values in Table 1 provide insight in the range of possible outcomes in a probabilistic assessment, but they do not tell how this probabilistic prediction compares with the deterministic EQS. This latter information is more relevant for risk managers because it indicates the level of conservativeness of the EQS. Ragas (2000) performed this comparison for the virtually safe dose (the dose that corresponds to a 1 \times 10^{-6} lifetime cancer risk) of 3 genotoxic carcinogens. Using the default linear 2-stage dose–response model, the probability that the deterministic virtually safe dose exceeds the probabilistic virtually safe dose was 7.0%, 46%, and 11.6% for acrylamide, chlordane, and DDT, respectively. These results show that although the current procedures are relatively conservative, there is a realistic probability of

| Table 1. Uncertainty factors for the derivation of Dutch environmental quality standards (Ragas 2000) |
|---------------------------------------------|---------------------|---------------------|---------------------|
|                                         | Exposure Modeling   | Effect Modeling      | Total               |
|                                         | OUF<sup>a</sup>     | FUF<sup>b,c</sup>   | OUF<sup>b</sup>     | FUF<sup>b,d</sup>   | TUF<sup>e</sup>   |
| Human health standards                  |                     |                     |                     |                     |                   |
| Genotoxic carcinogens                   |                     |                     |                     |                     |                   |
| GM<sup>f</sup>                          | 1.6                 | 2.0                 | 59                  | 1.4 \times 10^{10}  | 1.4 \times 10^{10} (64) |
| MAX<sup>g</sup>                          | 1.7                 | 5.0                 | 96                  | 780 \times 10^{10}  | 820 \times 10^{10} (130) |
| Substances with threshold               |                     |                     |                     |                     |                   |
| GM<sup>f</sup>                          | 1.6                 | 2.0                 | 8.4                 | 9.8                 |                   |
| MAX<sup>g</sup>                          | 1.7                 | 5.0                 | 19                  | 30                  |                   |
| Ecological standards                    |                     |                     |                     |                     |                   |
| GM<sup>f</sup>                          | —                   | —                   | —                   | —                   |                   |
| MAX<sup>g</sup>                          | —                   | —                   | —                   | —                   | 6.5               |

<sup>a</sup> OUF = operational uncertainty factor; operational uncertainty covers true uncertainty and interindividual variability in input parameters and was quantified by Monte Carlo simulation.

<sup>b</sup> FUF = fundamental uncertainty factor; fundamental uncertainty covers true uncertainty in model structure, equations, and assumptions.

<sup>c</sup> Quantified by expert judgment.

<sup>d</sup> Quantified by comparison of different dose–response models.

<sup>e</sup> TUF = total uncertainty factor (see text for calculation; values in parentheses indicate the total uncertainty if only the conventional linear 2-stage dose–response model is considered).

<sup>f</sup> GM = geometric mean.

<sup>g</sup> MAX = maximum.
underestimating the true risk. Furthermore, it is remarkable that the level of conservativeness varies considerably between different substances.

It should be noted that the level of conservativeness in water and sediment standards derived according to the WFD (Lepper 2005) is likely to be higher than that in the virtually safe doses for genotoxic carcinogens. Two reasons are behind this:

1. WFD standards are based on multiple protection targets, such as the pelagic community, the benthic community, secondary poisoning of predators, adverse human health effects after consumption of fish, and drinking water abstraction (Lepper 2005). The most critical protection target determines the level of the WFD standard, which implies that the WFD standard may be very conservative from the perspective of noncritical protection targets.

2. Ecological WFD standards are more or less derived according to the procedure applied in the uncertainty analysis (i.e., the application of species sensitivity distributions [SSDs]). However, WFD standards for the protection of human health, such as standards for fish consumption and drinking water abstraction, are derived using relatively conservative assumptions: 1) for fish consumption as well as drinking water consumption, the maximum intake of a substance is set at 10% of the human threshold level, 2) humans consume 115 g of fish per day, 3) conservative bioaccumulation and biomagnification factors are used to translate the concentration in fish to a corresponding water concentration, and 4) humans consume 2 L of water per day. These assumptions increase the level of conservativeness of the WFD standards for human health protection.

Case II: True uncertainty and interindividual variability in human exposure modeling

The impact of true uncertainty and variability in model parameters is often quantified by means of Monte Carlo simulation. In conventional Monte Carlo simulation, true uncertainty and variability are mixed in one estimate of variance; for example, the operational UF's listed in Table 1. This mixing impedes an unambiguous interpretation of the results. If true uncertainty dominates, the output indicates the likelihood that the entire population is at risk. If interindividual variability dominates, the output indicates the variation in the population and can be used to quantify the population fraction exceeding a certain threshold. It is therefore important to know which part of the output variation reflects true uncertainty and which part reflects interindividual variability.

Ragas et al. (2008) performed a case study on human exposure modeling in which they separated the impact of true uncertainty and interindividual variability by means of nested Monte Carlo simulation. Model parameters were classified as uncertain, variable, or both. The model that was used (NORMTOX; Ragas and Huijbregts 1999; Ragas et al. 2008), predicts lifetime-averaged daily oral and inhalatory intake of environmental contaminants through food, soil, air, and drinking and swimming water. The model was developed to test the coherence of Dutch EQSs. A set of EQSs is called coherent if simultaneous exposure to different environmental media that are all polluted up to the applicable EQS does not result in exceeding the acceptable or tolerable daily intake. To this end, a coherence indicator was used which equals the ratio between the intake distribution predicted by NORMTOX and the applicable acceptable daily intake or tolerable daily intake. If the coherence indicator exceeds unity, the EQSs are incoherent. The aim of the case study was to separate the impact of parameter uncertainty and interindividual variability in coherence predictions of Dutch EQSs.

Figure 2 gives the results for mercury. The plot shows 3 lines, clustering close together. Each line can be considered to represent one hypothetical population. The variance within one line, reflected by the slope, represents interindividual variability in exposure within the Dutch population. The variance between the lines, in other words between possible populations, represents the impact of parameter uncertainty. In Figure 2, only the 5th, 50th, and 95th percentile populations out of 100 simulated populations are given.

From the fact that the lines in Figure 2 cluster close together, it can be deduced that parameter uncertainty is relatively small. The overall variance in the predicted
Interindividual variability and parameter uncertainty in risk assessment. Here, it is generally not the variability between parameter uncertainty and interindividual variability that dominates exposure through swimming water. This implies that additional research on oral intake of swimming water may significantly improve predictions for those substances for which this intake route is important. It illustrates how the ratio between uncertainty and interindividual variability can serve as guidance for decision makers. When uncertainty is the dominant source of variance in the output, one can decide to investigate parameters for which the model is most sensitive in more detail. If interindividual variability is the major source of variance it will be useful to search for parameter values that explain high exposure and can be used to identify subpopulations at risk. This information can subsequently be used to take specific actions for exposure reduction.

The case study emphasizes the relevance of distinguishing between parameter uncertainty and interindividual variability in risk assessment. This distinction is also relevant for risk assessment in river basins. An example is a risk assessment for the consumption of contaminated fish. The intake of fish will vary between individuals, while other exposure parameters (e.g., the contaminant concentration, degradation, or absorption) may be uncertain. The distinction is not only relevant for exposure assessment but also for effect assessment. An analysis of the interindividual variability in sensitivity may support the identification of sensitive subpopulations (Dorne et al. 2005, 2007). Finally, the distinction between uncertainty and variability is also relevant in ecological risk assessment. Here, it is generally not the variability between individuals that is of interest, but the variability between species. Separation of parameter uncertainty and interspecies variability is already common practice in the application of SSDs, where the fraction of species at risk and the likelihood of this risk can be quantified separately (Aldenberg and Jaworska 2000).

### Table 2. Coefficients of variation quantifying the impact of interindividual variability and parameter uncertainty in exposure predictions for mercury per exposure pathway

<table>
<thead>
<tr>
<th>Route</th>
<th>Var</th>
<th>Unc</th>
<th>Var/Unc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>0.24</td>
<td>0.01</td>
<td>28</td>
</tr>
<tr>
<td>Soil</td>
<td>0.42</td>
<td>0.05</td>
<td>8.4</td>
</tr>
<tr>
<td>Swimming water</td>
<td>1.11</td>
<td>1.04</td>
<td>1.1</td>
</tr>
<tr>
<td>Food and drinking water</td>
<td>0.37</td>
<td>0.01</td>
<td>25</td>
</tr>
</tbody>
</table>

*a* Variability; defined as the average coefficients of variation of the 100 simulated populations.

*b* Uncertainty at the mean value of the 100 simulated populations, expressed by its coefficients of variation.

### Case III: Spatial and temporal variability in environmental quality standards

The previous case study emphasized the importance of distinguishing between true uncertainty and variability. This case study focused on one particular type of variability (i.e., interindividual variability). Interpretation of interindividual variability is relatively straightforward because it relates directly to the protection target; an analysis of interindividual variability indicates the number of individuals or the population fraction at risk of exceeding a certain threshold value. Interspecies variability in ecological risk assessment also relates fairly directly to the protection target, indicating the number or fraction of species at risk.

Interpretation of variability becomes more complicated when it originates from spatial or temporal variability. Ragas (1999) illustrated this in a case study where he applied 6 different discharge mixing models to 4 different real life discharge situations. The case study not only included spatial and temporal variability, but also model uncertainty and variability in national regulations (e.g., EQSs).

For each model and discharge situation, maximum allowable annual pollutant loads were calculated according to the 1998 water regulations applicable in Germany, the United Kingdom, the Netherlands, and the United States of America. The results revealed differences in pollutant loads due to model selection and national regulations that for some discharge situations exceeded a factor of 25 (Figure 3). These differences are caused by several factors, such as 1) model differences, 2) differences in EQSs between states, 3) differences in mixing zone regulations, and 4) differences in temporal specification of EQSs (e.g., whether the EQS should be maintained during 50%, 90%, or 100% of the time).

The fact that part of the variation was caused by different ways of dealing with spatial and temporal characteristics of EQSs, raises the question of how EQSs should be specified in terms of space and time. In other words, how should spatial and temporal variability in concentrations be dealt with when maintaining EQSs? The answer to this question is less obvious than for interindividual and interspecies variability because the relationship between temporal and spatial variability on the one hand and the protection target on the other (i.e., human health or ecosystems) is not always clear. It raises questions such as “Is the aquatic ecosystem affected in an unacceptable way if the EQS is exceeded during 10% of the time or over 25% of the river width?” Similar questions can be raised in relation to human health protection, such as “Do people suffer adverse health effects if the acceptable daily intake is exceeded during 25% of the time?” Regarding temporal variability, one could argue that it is unnecessary to maintain an EQS that is based on long-term impacts, such as bioaccumulation or cancer, over 90% of the time. In this case, it seems more plausible to check compliance of an EQS against the long-term average, such as the annual average. However, for substances that act relatively quickly, such as most pesticides, a violation of the EQS during 10% of the time (e.g., 36 days of the year) may result in unacceptable effects. Regarding spatial variability, the main question is at what size of the mixing zone the aquatic ecosystem and human health may be affected. It is remarkable how little
empirical data is available on the impact of mixing zones on aquatic ecosystems and human health, because (eco)toxicological tests generally apply homogeneous exposure regimes. Most likely, the impact of a mixing zone will differ between species. For example, the relatively high concentrations in the mixing zone may have relatively little impact on passing organisms like migrating fish, but sessile and slowly moving organisms like water plants and mussels may be seriously affected.

The draft European Union Directive of on environmental quality standards (CEC 2006) specifies an annual arithmetic mean concentration and maximum acceptable concentration EQS. These values refer to 2 different temporal dimensions: An annual average and a maximum concentration that should not be exceeded at any time. The latter standard poses a problem from a statistical perspective: If more samples are taken, the probability that one of the samples exceeds the maximum acceptable concentration EQS increases. The water manager is punished for gathering extra information. It would be more appropriate if the maximum acceptable concentration EQS would be specified as a percentile value of a time series (e.g., the 97.5th percentile). In this case, the water manager at least has the chance to prove that a violation was an incident (i.e., by gathering additional data). Maintenance of the maximum acceptable concentration EQS as an absolute upper concentration limit is likely to result in a substantial waste of resources due to chasing down the wrong management priorities.

Current EU standards lack a spatial dimension. Water authorities are allowed to define a transitional area of exceedance (CEC 2006), but guidelines for spatial and temporal specification of this EQS exceedance are lacking. Adequate regulation of mixing zones requires more research on the relationship between the spatial scale of water pollution and the impact on aquatic ecosystems and human health. Dutch soil regulations may serve as an example. Here, it is determined that the applicable soil standard should be exceeded in at least 25 m³ of soil before remediation is considered (Staatscourant 2000). In the meantime, a provision could be adopted that mixing zones should not impair human health or the ecological integrity of the water system.

Case IV: Quantification of uncertainty to optimize the allocation of monetary resources

Ragas et al. (2005) performed a case study in which the costs of reducing true uncertainty in ecological sediment standards were compared to the potential benefits. The case study dealt with DDT-contaminated sediments. In the Netherlands, polluted sediments are classified based on EQSs. Moderately and heavily polluted sediment (classes 3 and 4) must be disposed of at a cost of approximately €65.00/m³. For clean and slightly polluted sediment (classes 0–2), the costs are approximately €7.70/m³; a difference of €57.30/m³. The water board Rivierenland in the Netherlands processes approximately 63000 m³ of class 3 and 4 sediments yearly, which are mainly polluted with DDT from intensive fruit culture. It is obvious that a considerable amount of money could be saved if more sediment was classified in class 2 instead of class 3 or 4.

An EQS is used to distinguish between classes 2 and 3. This EQS was derived as the geometric mean of the hazardous concentration for 50% and 5% of the species (HC50 and HC5). These values were calculated using a SSD based on 3 chronic NOEC values; one each for algae, daphnia, and fish (Aldenberg and Jaworska 2000). Species sensitivity distributions provide a relatively conservative estimate of the HC5 when data input is low because the estimated interspecies variability is slightly biased due to the low number of input data. This means that the HC5 tends to increase when the number of available NOECs increases. This raises the question of what would happen to the EQS of DDT if a 4th NOEC would be added to the current dataset. Ragas et al. (2005) explored this issue by generating new hypothetical NOEC values based on 2 different methods: 1) parametric...
bootstrapping of the existing data set, and 2) the analysis of species-specific patterns in a database with NOEC values. The first option showed an 80% probability to obtain a less stringent HC5 value, and the second option a 92% probability. The expected benefits due to reduced disposal costs in the edge increases.
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Henning-De Jong et al. (2008).

The example shows that investment in an extra toxicity test can result in considerable benefits. However, this only works if the amount of uncertainty in the assessment is implicitly or explicitly regulated; for example, by using the 90th percentile of a probability distribution as a standard. More data will mean smaller confidence intervals and thus less stringent standards. It is interesting to note that this does not always apply to the derivation of EQSs under the WFD. Here, safety factors are generally used to derive EQSs. If more than 3 and less than 10 NOECs are available, a safety factor of 10 is applied to the lowest NOEC. In this specific case, an extra NOEC can never result in a less stringent EQS, only in a more stringent. This is an example of inconsistent regulation of uncertainty and not in line with the general regulation principle that safety margins should decrease when knowledge increases.

**UNCERTAINTY AND RISK MANAGEMENT**

The case studies presented illustrate how different types of uncertainty and variability can be described or quantified. But how can the risk manager use this information to improve risk management? This question is addressed in this section.

**Problem definition uncertainty**

The case studies presented here did not include the analysis of problem definition uncertainty. Actually, very few studies on problem definition uncertainty are available in the field of environmental risk assessment. Thomsen et al. (2006) outline a framework for identifying and describing problem definition uncertainty, but this method has yet been little applied in practice. Furthermore, it is based on the assumption that an environmental problem can be exactly defined, which is a questionable assumption as will be pointed out below.

Problem definition uncertainty can be avoided by a careful and comprehensive analysis of the management problem at hand and subsequent translation into one or more scientific questions. It is rarely possible to fully cover a risk assessment problem in a single scientific question or study; gaps in knowledge will most likely remain. The risk assessor and risk manager should be aware of these gaps in order to avoid misunderstanding and the false impression that the risk assessment problem can be solved once scientists have done their job. Most importantly, this implies that the problem owner (i.e., the risk manager) and the scientist (i.e., the risk assessor) should communicate clearly about the scope of the problem definition and the scientific conclusions.

An example where problem definition uncertainty was appropriately dealt with can be obtained from the EU WFD. Before introduction of the WFD, water quality management in most European states focused primarily on chemical water quality, such as the maintenance of EQSs for single substances. The WFD introduced the concept of a “good ecological status” which includes the monitoring of biological parameters. This reflects awareness that the protection of aquatic ecosystems (i.e., the management problem) is more comprehensive than the maintenance of a good chemical status (i.e., the risk assessment problem).

An interesting perspective on problem definition uncertainty within the context of the WFD has been put forward by Newig et al. (2005). They use the term normative uncertainty, that is, normative considerations of goals and tastes. An actor may be in doubt (or a group of actors may be undecided) as to what goal to pursue and what actions to take in order to achieve these goals. Newig et al. (2005) emphasized the fact that the definition of a management problem depends on the perspectives and interests of the actors involved; there does not exist one problem definition but a range of possible problem definitions. This puts problem definition uncertainty as defined in the present paper (i.e., the management problem is not fully covered by the scientific analysis) in another perspective. If there is ambiguity about the definition of the management problem, this will also impact the scientific analysis. Newig et al. (2005) proposed a participatory approach as a way to dealing with normative uncertainty. Actually, the WFD is one of the first European regulations that explicitly demand a high degree of involvement of nonstate actors in the implementation. Possible techniques to design a participatory process where different perspectives can be expressed and combined with factual analyses are the use of group model building and of participatory scenario development (Van der Heijden 1996; Pahl-Wostl 2005). These techniques structure the process of goal determination and make the steps required to achieve these goals more transparent. We would like to stress the importance of involving the actual risk assessors (i.e., the scientists) in the participatory process. Through their involvement, they will gain a better understanding of the problem at hand which facilitates the scientific analysis. Furthermore, they can indicate gaps of knowledge during an early phase of the process, which may prevent unrealistic expectations of nonexpert actors involved.

**True uncertainty**

The case studies illustrated various ways to describe and quantify true uncertainty in risk assessment, such as Monte Carlo simulation, model comparisons, and expert judgment. Once true uncertainty has been described or quantified, the question rises of how it can be used in risk management. Several approaches are possible for dealing with true uncertainty. Which approach to take depends on how accurately uncertainty can be described or quantified. Three approaches are discussed below. They are referred to as the approach of equal probability, the tiered approach, and the participatory approach.

**Approach of equal probability**—The approach of equal probability is based on the supposition that true uncertainty can be quantified objectively and should be treated in a consistent manner, that is, each standard or risk estimate should reflect an equal level of uncertainty. An example is the convention that the median value of the predicted HC5 from a SSD is taken as the ecological standard (Lepper 2005). The use of the median implies that each standard reflects the same amount of true uncertainty. The first case study showed that this is currently not always the case—the level of uncertainty in the virtually safe doses of acrylamide, chlordane, and DDT varied considerably. This also applies to the derivation of
ecological standards according to the WFD if 3 to 9 NOECs are available. The level of true uncertainty in assessing ecosystem sensitivity decreases with an increasing number of NOECs, but the PNEC derived with safety factors is likely to decrease. Given the fact that less than 10 NOEC values are available for most chemicals, it is obvious that most ecological standards derived according to the WFD guidelines reflect a varying level of true uncertainty.

The approach of equal probability requires that true uncertainty be expressed in probabilistic terms, but has the advantage that true uncertainty can be regulated in a consistent manner. Moreover, it creates the opportunity to explicitly define a level of conservativeness in risk assessment that rewards the gathering of new information. This was demonstrated in the case study on polluted sediments (i.e., a trend was shown that gathering of extra toxicity data generally results in less stringent standards). However, in this particular case, the reduction in uncertainty was the result of a biased estimate of the variance at low sample sizes (see Case IV) and not of explicit regulation of true uncertainty. A more explicit regulation of true uncertainty can have considerable advantages from a risk management perspective, especially within the context of the new European Union chemical regulations [i.e., Registration, Evaluation, Authorization and restriction of Chemical substances (REACH)]. For example, if standards would be defined as the 90th percentile of a probability distribution, this would stimulate the gathering of extra toxicity data because this extra information is likely to result in less stringent standards without jeopardizing the level of confidence in the protection level.

Tiered approach—In a tiered approach, relatively simple risk assessment methods are applied when few data are available and more complex and realistic methods when data availability increases (Cowan et al. 1995; Van Leeuwen and Hermens 1995; USEPA 1998). It probably is the most widely used approach to deal with true uncertainty in risk assessment. Elements of this approach can be found in the guidelines for derivation of WFD standards (Lepper 2005) and the European Union TGD guidelines for the evaluation of new and existing substances (EC 2003). An example is the application of safety factors to derive ecological standards if less than 10 NOECs are available and the application of SSDs when more NOECs are available.

A tiered approach is an implicit way to regulate true uncertainty. Instead of regulating the level of true uncertainty, as in the approach of equal probability, it is prescribed which risk assessment methods should be used, depending on data availability. The exact level of true uncertainty in the assessment remains unknown, but there is a general instinctive consensus that the estimated risk becomes more realistic when the assessment methods become more sophisticated. It is often argued that the outcome of a simple risk assessment is “more conservative” than the outcome of a sophisticated assessment (Van Leeuwen and Hermens 1995). This is true if “more conservative” is interpreted as “further from the real value,” but it should be stressed that the actual probability level of the outcome of a simple risk assessment is not necessarily lower than that of a more sophisticated method. Both estimates may have a similar probability level given the available information (e.g., the 90th percentile of a probability distribution), but the outcome of the sophisticated method will be closer to reality because the variance in the probability distribution (reflecting the uncertainty in the assessment) is smaller.

Participatory approach—In some risk assessments, the level of true uncertainty may be difficult to describe or quantify, such as the huge uncertainty in the low-dose extrapolation of genotoxic carcinogens in the first case study. The uncertainty estimate strongly depends on subjective choices such as the dose–response models included in the study. This type of uncertainty may result in intense controversies between the stakeholders, especially when the stakes involved are high. An example would be the assessment of health risks due to the consumption of fish polluted with dioxins in a region where cancer incidence is relatively high. Many scientific controversies exist in the risk assessment of dioxins (i.e., about whether it causes cancer and at what exposure levels) (Kaiser 2000). Fish consumers living in the affected region will most likely assess the risk in a different way than fishermen or those responsible for the PCB contamination. In this type of controversy, a tiered approach or an approach of equal probabilities is often unfeasible and nonproductive. The stakeholders involved will tend to emphasize the (unknown) uncertainties that threaten their own interests. Lack of consensus on how to deal with these uncertainties can frustrate the decision-making process and hamper the implementation of policy measures.

Conflicts between stakeholders on how to interpret and deal with (unknown) true uncertainty are essentially conflicts of interests. This has led scientists to plead for the involvement of stakeholders in the problem analysis or, in other words, participatory problem analysis (Funtowicz and Ravetz 1994; Hellström 1996). The aim of involving the stakeholders is not to reduce or quantify true uncertainty, but to identify all potential sources of true uncertainty and to deal with it in a way that is acceptable to all stakeholders. Numerous studies have shown that “lay local knowledge” can add valuable insights into the analysis of the problem (Wynne 1992; Pellizzoni 2003; Yearley et al. 2003).

Since a participatory approach was also proposed to deal with problem definition uncertainty, such an approach can serve multiple aims:

1. The formulation of a problem definition that is acceptable to all stakeholders;
2. The identification of sources of true uncertainty in the risk assessment process;
3. Identifying ways to deal with true uncertainty and solve the management problem in a way that is acceptable to all stakeholders.

Variability

Ways of dealing with variability in risk management depend on the type of variability. Most of them have already been addressed in the case studies presented above. They can be summarized as follows:

- Interindividual variability in human risk assessment relates to the population fraction at risk of exceeding a certain exposure or effect level. What is considered acceptable should be determined by society in a process of political decision making. Information about interindividual variability enables the risk manager to take specific actions to reduce the risk for subpopulations with a high risk level.
- Interspecies variability in ecological risk assessment relates to the fraction of species at risk of exceeding a certain exposure or effect level. If the aim is to “protect
ecosystem integrity,” it requires scientific analysis to
determine at what “fraction of species affected” ecosystem
integrity is impaired. In practice, ecological standards are
often based on the premise that ecosystem integrity
will not be impaired if the NOEC is exceeded for no
more than 5% of the species (i.e., the HC5). This premise
has been heavily criticized on theoretical grounds (Forbes
and Forbes 1993), but several mesocosm and field studies
have shown no or negligible adverse effects at the level of
the HC5 (Van den Brink et al. 2002, 2006; Schroer et al.
2004; Maltby et al. 2005).

- Spatial and temporal variability relate to questions such as
  “How do spatial and temporal concentration variations
  influence risks?” This applies to human as well as
ecological risk assessment. The current scientific basis
for dealing with spatial and temporal concentration
variations is weak, especially in effect assessment.
In order to improve this, more research is necessary on how
spatial and temporal concentration variations impact
human health and ecosystem integrity. Information on
spatial and temporal variability can support the identi-
fication of hot spots and risk peaks in time, respectively.

- Some types of variability in risk assessment can result in
  true uncertainty. For example, interspecies variability data
are often used to indicate the uncertainty in the
extrapolation of laboratory animal data to humans.
Another example is the variability between chemical
substances which is often used as a measure of
uncertainty in the prediction of toxicity for untested

CONCLUSIONS AND RECOMMENDATIONS

This paper presented a typology of uncertainty, distinguish-
ing problem definition uncertainty, true uncertainty, and
variability. Different ways to describe and quantify these types
of uncertainty were discussed and most of them were
illustrated in the case studies. It was demonstrated that
addressing the different types of uncertainty can improve risk
management, such as:

- Problem definition uncertainty can result in risk assess-
ments that do not fully address the management problem
at hand. This can be prevented by a participatory
approach (i.e., involving stakeholders and risk assessors
in the definition of the management problem and the
subsequent translation into scientific questions).

- True uncertainty can be described or quantified by means
of various techniques, such as Monte Carlo simulation,
model comparison, and expert elicitation. True uncer-
tainty that can be expressed probabilistically provides
the opportunity to harmonize the level of true uncertainty
in risk assessments and to apply uncertainty as a manage-
ment tool to stimulate the gathering of new information.
However, reliable expression of true uncertainty in
probabilistic terms is not always feasible. Alternative
ways to deal with true uncertainty are a tiered risk
assessment approach and a participatory approach.

- Variability analysis can provide insight in the variation of
risks between individuals, species, locations, moments in
time, and substances. This information enables the risk
manager to take targeted measures to reduce the risk
where it is highest.

The European Union WFD provides various opportunities
to address uncertainty in risk-based management of river
basins. It is one of the first European regulations that
explicitly demand a high degree of nongovernmental actors
in river basin management, which may be particularly helpful
when dealing with problem definition uncertainty and forms
of true uncertainty that are difficult to quantify. The
European Union WFD is less advanced when it comes to
regulation of probabilistic uncertainty and various types of
variability. The guidelines for derivation of EQSs (Lepper
2005) stick to a tiered approach risk assessment. We have
shown in our case studies that this can result in standards with
a varying level of true uncertainty. Furthermore, guidelines to
quantify and deal with different forms variability are few and
the scientific basis for them is weak, especially when it comes
to interindividual, spatial, and temporal variability.
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