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Asymmetric Amplitude Modulations of Brain Oscillations Generate Slow Evoked Responses

Ali Mazaheri and Ole Jensen
F. C. Donders Centre for Cognitive Neuroimaging, Radboud University Nijmegen, NL-6500 HB Nijmegen, The Netherlands

Electrophysiological data measured by electroencephalography and magnetoencephalography (MEG) are widely used to investigate human brain activity in various cognitive tasks. This is typically done by characterizing event-related potentials/fields or modulations of oscillatory activity (e.g., event-related synchronization) in response to cognitively relevant stimuli. Here, we provide a link between the two phenomena. An essential component of our theory is that peaks and troughs of oscillatory activity fluctuate asymmetrically; e.g., peaks are more strongly modulated than troughs in response to stimuli. As a consequence, oscillatory brain activity will not “average out” when multiple trials are averaged. Using MEG, we demonstrate that such asymmetric amplitude fluctuations of the oscillatory alpha rhythm explain the generation of slow event-related fields. Furthermore, we provide a physiological explanation for the observed asymmetric amplitude fluctuations. In particular, slow event-related components are modulated by a wide range of cognitive tasks. Hence, our findings provide new insight into the physiological basis of cognitive modulation in event-related brain activity.

Key words: electroencephalography; EEG; magnetoencephalography; MEG; event-related potential; ERP; event-related field; ERF; alpha; beta; synchronization

Introduction

Event-related fields (ERFs) measured using magnetoencephalography (MEG) [analogous to the event-related potentials (ERPs) by using electroencephalography (EEG)] are often applied to investigate neuronal activity associated with the human brain’s processing of external events. ERPs/ERFs are calculated by averaging electrophysiological data time-locked to a given stimulus that is repeated multiple times. The ERPs/ERFs contain both fast and slow components. Typically, it is the slow components lasting several hundred milliseconds that are modulated by cognitive tasks, and as such these components are viewed as the link between electrophysiology and cognition. Examples are slow potentials reflecting working memory (Vogel et al., 2005), long-term memory encoding and recognition (Sanquist et al., 1980; Takahisima et al., 2006; Rugg and Curran, 2007), action monitoring (Kilner et al., 2004), language comprehension (Kutas and Hillyard, 1980; Hagoort and Brown, 2000), response preparation (Walter et al., 1964), and novelty detection (Soltani and Knight 2000). Although there have been some proposals (Birbaumer et al., 1990; Niedermayer and Lopes Da Silva, 2004; Khader et al., 2008), the exact mechanism for how the slow responses are generated is not well understood.

Electrophysiological signals from the brain have also been investigated by characterizing oscillatory brain activity produced by neuronal synchronization. These modulations are typically characterized using event-related synchronization (Pfurtscheller and Lopes da Silva, 1999), temporal spectral evolution (Hari and Salmelin, 1997), or time–frequency representations (TFRs) of power (Tallon-Baudry and Bertrand, 1999). The physiological basis of oscillatory brain activity is better understood than for ERPs/ERFs. Essentially it is the kinetics of the membrane receptors that is thought to determine both synchronization properties and the frequency of the oscillations emerging in a network of coupled neurons (Steriade, 1999; Traub et al., 1999; Jones et al., 2000).

The aim of this MEG study is to demonstrate that amplitude modulations of the ongoing oscillatory activity can explain the generation of slow evoked components. A key element to our hypothesis pertains to how peaks versus troughs of oscillatory activity fluctuate over time. Conventionally, oscillatory activity from the brain is implicitly assumed to have a Gaussian symmetric distribution with respect to peaks and troughs (see Fig. 1 A). In line with the findings of Nikulin et al. (2007), we propose that the amplitude fluctuations of the alpha activity are asymmetric such that the peaks of the alpha oscillations are more strongly modulated than the troughs (or vice versa) (see Fig. 1 B). Several studies have provided evidence that ongoing alpha activity is nonlinear (Stam et al., 1999; Breakspear and Terry 2002). Here, we refine this notion by demonstrating that the distribution of oscillatory activity is skewed because of the asymmetric modulation of peaks and troughs. The asymmetric amplitude modulations have profound consequences when considering event-related averages. Typically, alpha activity is depressed in response to visual stimuli. According to the hypothesis, only the peaks are reduced in magnitude, not the troughs. When the single trials are averaged, the depression in the peaks will result in a negative shift in the calculated ERF (see Fig. 1 D). Had the magnitudes of the peaks and
trophs been symmetrically decreased, no shift in the ERF would have been generated (see Fig. 1C). In the following, we experimentally establish (1) the existence of asymmetric amplitude modulations in human posterior alpha activity and (2) that these modulations can produce slow ERFs.

Materials and Methods
In the current study, we developed a simple way to measure the amplitude fluctuation asymmetry (AFA) of a given signal termed the AFA
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index. We first used simulated data to assess the properties of the AFA

1

index. The AFA

1

index was applied to MEG data recorded from subjects resting with eyes closed to quantify the amount and direction of the amplitude asymmetry present in spontaneous alpha oscillations. We then applied simple visual stimuli and tested how stimulus-induced modulations in alpha activity correlated with the magnitude of slow ERFs. The direction of the modulation (polarity) was compared with the sign of the AFA

1

index.

Participants
Eight normal young adults (three females) with a mean age of 25 (range, 23–28) years participated in the experiment. All participants had normal or corrected-to-normal (better than 6/8) vision.

Recordings
MEG signals were recorded with a 151 sensor CTF Omega System (VSM MedTech) placed in a magnetically shielded room. In addition, the electrooculogram (EOG) was recorded to later discard trials contaminated by eye movements and blinks. The ongoing MEG and EOG signals were low-pass filtered at 300 Hz, digitized at 1200 Hz, and stored for off-line processing.

Procedure
Eyes-open/closed task. Subjects were instructed to open and close their eyes according to auditory cues. The auditory cues for the eyes to open and close were, respectively, a single beep (253 Hz, 200 ms) tone and two consecutive beeps (500 ms part). The time between the two types of cues was 7.5 s. To have the strongest possible alpha signal for the analysis, we used only the data epochs in which the eyes were closed.

Visual stimulation. The visual stimuli were contrast gratings (4 cycles/degree) presented in the lower left visual field with an eccentricity of 3.4°. The width of the circular stimuli extended 5° × 5°, and the screen was ~70 cm away from the subject. The fixation cross was constantly on. Each stimulus was displayed for 0.7 s and they were presented in four blocks of 150 trials. The intertrial interval varied randomly from 2.5 to 3.5 s. To ensure that participants were attending, they had to respond to a change in the color of the fixation cross by pressing a button with the right index finger. Trials with changes in the fixation cross were ignored in the analysis. Four different contrasts were randomly presented (16, 23, 32, and 64), but only one contrast (32) was used in the analysis.

Data analysis
Data were analyzed using the Fieldtrip software package (http://www.ru.nl/fcdonders/fieldtrip/), a Matlab-based toolbox for the analysis of electrophysiological data that has been developed locally. Data were checked for artifacts using a semiautomatic routine that helped detecting and rejecting eye blinks, muscle artifacts, and jumps in the MEG signal caused by the SQUID electronics. Independent component analysis (Bell and Sejnowski, 1995) was used to remove any heart artifacts and eye movements not rejected by the semiautomatic routines (Jung et al., 2000).

The AFA

1

index. To investigate the amplitude asymmetry of the oscillatory activity over time, we developed a measure that quantifies the ratio of the variance of the peaks of an oscillatory activity and the troughs:

\[
AFA_{\text{index}} = \frac{\text{Var}(S_{\text{peaks}}) - \text{Var}(S_{\text{troughs}})}{\text{Var}(S_{\text{peaks}}) + \text{Var}(S_{\text{troughs}})}
\]

First, the data were bandpassed at the specific frequency for which the AFA
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index was to be calculated (e.g., 8–12 Hz). The time points for the peaks and troughs of the band-passed data were then identified. These time points were used to obtain the signal values of peaks and troughs in the raw data. To reduce high-frequency noise, the signal values around peaks and troughs were smoothed using a 10 ms boxcar kernel (corresponding to a ~100 Hz low-pass filter). These values were then used to calculate the AFA
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index. An AFA

1

index close to 0 would mean that the peaks and troughs are modulated similarly, and as such the amplitude fluctuations of the signal are symmetric. A positive AFA

1

index would indicate that the peaks are more strongly modulated than the troughs and vice versa. When applying MEG measurements, we predicted that the AFA

1

index for fields measured on one side of the current dipole would be positive and negative on the other side (i.e., it would yield a bipolar topography). This bipolar topography is dependent on the orientation of the dipole and specific to the MEG (see the simulation performed in the supplemental material and supplemental Fig. S1, available at www.jneurosci.org). Because the AFA

1

index is a quantification of the ratio between peaks and troughs, the zero level (baseline) is of no consequence.

Time–frequency analysis of power. TFRs were obtained using a wavelet transform according to the procedures of Tallon-Baudry et al. (1996). Single trials were convolved by a complex Morlet wavelet: \( w(t, f_0) = A \exp(-t^2/2\sigma)^2 \exp(2\pi if_0t) \), where \( \sigma = m/2\pi f_0 \) and \( i \) is the imaginary unit. The normalization factor was \( A = (\sigma V \pi )^{-1/2} \). The constant \( m \), which defines the compromise between time and frequency resolution, was set to 7. The wavelet transformation produces a complex time series for the frequencies \( f_0 \) of interest. The TFRs of power were calculated by averaging the squared absolute values of the convolutions over trials. In each subject, we sorted trials according to alpha modulation (power poststimulus minus power prestimulus) based on the data from the MEG sensor with the largest prestimulus alpha amplitude (always a sensor over occipital cortex). The prestimulus and poststimulus intervals, respectively, were −600 to −100 ms and 300–800 ms with respect to stimulus onset.

Results
Simulations
To ensure that our measure was not a consequence of a slow DC offset interacting with the alpha rhythm, we investigated various principles of actions using constructed surrogate signals with asymmetric properties as in Figure 1. This first type of interaction
was designed to produce the hypothesized amplitude asymmetry: 
\[ s_1(t) = A(t)(1 + \sin(2\pi ft)) + \text{noise} \], where \( f = 10 \text{ Hz} \), and the noise was normally distributed with an SD of 0.2. Note that for illustrative purposes the noise level of the simulated signal is lower than the noise in the measured MEG data. The actual waveform of the slow modulations \( A(t) \) is inexact but was constructed from a sinusoid with frequency 0.8 Hz and amplitude 0.5. The length of the signal was 4 s, and the sampling frequency was 300 Hz. Figure 2A shows the resulting signal in which the peaks (red dots) are more strongly modulated than the troughs (blue dots). Applying the AFA\(_{\text{index}}\) to this signal yields 0.96, i.e., strongly supporting the amplitude asymmetry. We then constructed a signal in which the slow modulations affected the alpha rhythm in a multiplicative manner (Fig. 2B): 
\[ s_2(t) = A(t)\sin(2\pi ft) + \text{noise} \]. As a consequence, the amplitude asymmetry was more pronounced over time yielding an AFA\(_{\text{index}}\) close to 0. Finally, we constructed a signal in which the slow modulations affected the DC offset of the signal in an additive manner (Fig. 2C): 
\[ s_3(t) = A(t) + \sin(2\pi ft) + \text{noise} \]. This resulted in modulations of peaks and troughs in the same direction, producing an AFA\(_{\text{index}}\) close to 0. These simulations demonstrate that the AFA\(_{\text{index}}\) can successfully detect true asymmetric amplitude fluctuation while being immune to slow multiplicative or additive modulations.

### Amplitude asymmetry of ongoing alpha activity

We performed a whole-head MEG study measuring brain activity during rest and in response to simple visual stimuli. The AFA\(_{\text{index}}\) was calculated for 20 epochs of 5 s for MEG data when subjects were resting with their eyes closed. The topography of alpha power during the eyes-closed task can be seen in Figure 3A. The topography of the AFA\(_{\text{index}}\) in three representative subjects can be seen in Figure 3B. All of the subjects demonstrated a bipolar-like topography of the AFA\(_{\text{index}}\) which was particularly pronounced over occipital areas (for topography of all eight subjects, see supplemental Fig. S2A, available at www.jneurosci.org as supplemental material). This pattern was consistent with what was predicted based on simulations we performed (see the supplemental material, available at www.jneurosci.org). The orientation of the AFA\(_{\text{index}}\) topography was determined by the direction of the magnetic flux, i.e., the magnetic field rotating the current determined by the "right-hand rule") for two subjects suggests a dominant anterior-to-posterior current direction (Fig. 3B, middle, right; as predicted from the simulation in supplemental Fig. S1, available at www.jneurosci.org as supplemental material). This means that peaks were more strongly modulated than troughs to right of the dipole and vice versa to the left. In one other subject, the topography was reversed, suggesting a posterior-to-anterior current direction (Fig. 3B, left). For this subject, it implied that peaks were more strongly modulated than troughs to the left of the dipole and vice versa to the right. The emergence of the topography in the asymmetry measure is also illustrated schematically in Figure 6. Averaging the absolute AFA\(_{\text{index}}\) over the subjects revealed the strongest magnitude of the AFA\(_{\text{index}}\) over posterior brain areas in which alpha power was strongest (Fig. 3C). To ensure that the amplitude asymmetry was specific to the alpha band, we calculated the AFA\(_{\text{index}}\) for frequencies from 5 to 40 Hz for occipital sensors over all of the subjects (Fig. 3D). The AFA\(_{\text{index}}\) was largest at the alpha frequency range, with a smaller peak associated with more variance in the beta band (20–24 Hz). We focused our subsequent analysis on the alpha-band activity because it was the dominant rhythm in the posterior areas and had the greatest amplitude asymmetry (for analysis in the beta band, see supplemental Fig. S3, available at www.jneurosci.org as supplemental material).

### Relationship between amplitude asymmetry, amplitude modulation, and ERFs

We then set out to test whether the sign and magnitude of the AFA\(_{\text{index}}\) at rest was consistent with the modulations in the visually evoked ERFs with respect to modulations in alpha power as hypothesized in Figure 1. Using a wavelet approach (Tallon-Baudry et al., 1996), we calculated TFRs of power during a simple visual stimulation task. The modulation in alpha power with re-
spect to a prestimulus baseline ($P_{\text{ modulation}} = P_{\text{ post}} - P_{\text{ pre}}$; $P_{\text{ pre}}: -0.6 < t_{\text{ pre}} < -0.1 \text{ s}; P_{\text{ post}}: 0.3 < t_{\text{ post}} < 0.8 \text{ s}$) after the visual stimulus was calculated for each trial. The trials were then sorted in three bins according to the magnitude of the modulation. Figure 4A shows the TFRs for the bins with the lowest and highest alpha modulations for a representative posterior sensor. We then characterized the modulation in ERF amplitude with respect to alpha modulations. This was done by sorting the trials in three bins according to the magnitude of alpha modulation. The ERFs were then calculated for the trials in each bin. Linear fits of ERF amplitude (0.3–0.8 s) versus the alpha modulation ($P_{\text{ modulation}}$) for the three bins were then calculated for all sensors. The slope of the fitted lines represented the rate and direction of ERF modulation as a result of alpha-power modulation (for a graphical illustration, see supplemental Fig. S4, available at www.jneurosci.org as supplemental material). The slopes were normalized between −1 and 1 by dividing by the largest absolute slope in each subject. A negative slope means that the ERF amplitude is decreasing with alpha modulation; a positive slope means that the ERF amplitude is increasing with alpha modulation (for the slope topography of all eight subjects, see supplemental Fig. S2B, available at www.jneurosci.org as supplemental material). Note that what is essential here are the signs of the slopes when relating the modulations in alpha power to the ERFs. For a discussion on the signs of the actual modulations of the slopes are shown for the mental material). Topographic representations of the slopes were shown for the three representative subjects in Figure 4B (same subjects as in Fig. 3). An important clue is that the modulation is reversed for the first subject compared with the last two as was the case for the AFAindex (Fig. 3B). The grand average of the absolute inflections in the slow component of the ERF is clearly constrained to the posterior part of the brain (Fig. 4C). These findings demonstrate a strong correlation between the slow components of the ERFs and stimulus-induced modulation of alpha power.

We then asked whether the AFAindex could account for the correlation between modulation in alpha power and the slow components of the visually evoked responses. To statistically quantify this, we did a binomial sign test between the direction of the AFAindex and the sign of the ERF inflection with alpha modulation. The topography of consistency (quantified by a sign test) between the AFAindex calculated during eyes closed and the direction of ERF inflection with alpha modulation is shown in Figure 5A. Using the binomial test, we determined the probability of observing matching signs of the ERF modulation and the AFAindex under the null hypothesis that the signs were unrelated. Matching signs in more than six of the eight subjects were considered significant ($p < 0.035$). Note the two clusters of significant sensor locations over posterior areas; the clustering makes it unlikely that the significant effect is caused by multiple comparisons. Finally, when relating the AFAindex to the magnitude of the ERF modulation over subjects, we found a very strong correlation (seven posterior sensors; $r = 0.80; p = 0.018$). The data subjected to the same analysis in the beta band (0.01–0.2 Hz) did not reveal a significant relationship between the slow ERF components and modulations in the beta power (supplemental text and supplemental Fig. S3, available at www.jneurosci.org as supplemental material). To conclude, we demonstrated that amplitude fluctuations of the alpha activity are asymmetric (as seen in the resting eyes closed data) and, consequently, the stimulus-induced amplitude modulations of such activity generate slow components of the event-related fields that are correlated in sign and magnitude to the asymmetric amplitude fluctuations observed during rest.
Discussion
In this study, we identified a mechanism by which event-related fields can be produced from oscillatory brain activity. We demonstrated that amplitude fluctuations of ongoing oscillations with respect to peaks and troughs are not symmetrically modulated. Because of this asymmetry, slow ERPs are produced from the amplitude modulations of the ~10 Hz alpha activity in response to visual stimuli. It is important to note that the amplitude fluctuations of the oscillatory activity can remain asymmetric throughout the trial; however, it is primarily the asymmetric modulations in response to a stimulus that are important here. Had the magnitudes of the peaks and troughs been symmetrically decreased, no shift in the ERP would have been generated (Fig. 1C). Our findings support studies by, for example, Stam et al. (1999) and Breakspear and Terry (2002), challenging the conventional view that ongoing EEG/MEG signals are linear with a Gaussian distribution.

Although our analysis is based on MEG data, the basic assumptions hold for EEG data as well. Indeed the physiological mechanisms producing the EEG and MEG signals are highly related. EEG mainly measures scalp potentials produced by neuronal return currents after excitatory synaptic input, whereas MEG mainly measures the primary dendritic currents (Hämäläinen et al., 1993). It should be mentioned that we have chosen MEG to provide the proof of principle because the orientations of the bipolar patterns allow us to establish the connection between alpha amplitude asymmetry and the direction of modulations of the ERPs (Fig. 5). Given the spatial smearing of EEG data, it would be difficult to make use of bipolar scalp distributions; however, one can still calculate the AFA index and correlate it to the changes of slow ERPs with oscillatory modulation.

The mechanism proposed does in no way discount the value of conventional ERP/ERF analysis. Although our model can explain the slow components of ERFs, the physiological mechanism accounting for the fast components of the ERPs/ERFs requires a different model (Jones et al., 2007). Furthermore, although slow ERP/ERF components can be produced by modulations in oscillatory activity it does not mean that the conventional ERP/ERF analysis is inappropriate as a tool in cognitive neuroscience. The mechanism we propose does however call for some reinterpretation of slow evoked responses. Typically, these responses are seen as additive reflecting a cognitive process “turning on.” Our model suggests that slow evoked responses are a consequence of a change in the brain state indexed by oscillatory activity. This makes prestimulus activity just as important as poststimulus activity.

Our current study focused on posterior alpha activity and how it relates to the modulation of the slow components of visual...
ERFs. Posterior alpha activity has been shown to be modulated by cognitive manipulations in a wide variety of tasks. This includes working memory operations (Klimesch et al., 1996; Krause et al., 1996; Jensen et al., 2002; Iokisch and Jensen, 2007; Medendorp et al., 2007), long-term memory retrieval (Klimesch, 1999; Babiloni et al., 2004), directed attention (Worden et al., 2000), and language comprehension (Bastiaansen and Hagoort, 2006). In future work, it would be interesting to relate the modulations in alpha activity to the slow components that have been found to be modulated in related tasks (Kutas and Hillyard, 1980; Sanquist et al., 1980; Hagoort and Brown, 2000; Vogel et al., 2005; Takashima et al., 2006; Rugg and Curran, 2007). It is possible that the formation of these ERFs is caused by changes in the alpha-band activity.

We have proposed a simple physiological mechanism that is responsible for generating the amplitude asymmetry. It is accepted that the magnetic fields recorded by MEG are produced mainly by intracellular currents in the dendrites of pyramidal cells (Hämäläinen et al., 1993) (Fig. 6A). A key element of our proposal is that the dominating dendritic currents producing the magnetic fields primarily are inward, i.e., running from the distal synapses to the soma. Although there might be outward dendritic currents as well because of depolarization around the soma, it is unlikely that these currents would have the same magnitude as the inward currents. Thus, the measured oscillatory alpha activity is most easily explained by bouts of inward dendritic currents produced every ~100 ms. Note that the outward dendritic currents should not be confused with the instantaneous return (volume) current. The consequences for the topography of the amplitude asymmetry are illustrated in Figure 6, C and D (see also simulations in the supplemental material and supplemental Fig. S1, available at www.jneurosci.org). We do not mean to imply that the inhibitory inputs are unimportant for generating the alpha rhythm. Indeed, Jones et al. (2000) have proposed a physiologically realistic model for alpha oscillations in which GABAAergic inhibition plays a crucial role for the rhythm generation. Likewise thalamic input to granular and infragranular layers has also been shown to play an essential role in generating the neocortical alpha rhythm (Hughes and Crunelli, 2005). Although these elements are important for rhythm generation, our arguments on amplitude asymmetry pertain to the inward dendritic currents directly producing the magnetic fields.

Although we focused the analysis on the posterior alpha activity, the proposed mechanism might generalize to other frequency bands and brain regions. For instance Nikulin et al. (2007) demonstrated a correlation between low-frequency drifts and the ~10 Hz somatosensory μ-rhythm. Consistent with our proposal, they interpreted their findings as a consequence of amplitude asymmetry and proposed that resulting baseline shifts could account for the formation of somatosensory evoked responses. There is no reason for why the amplitude asymmetry would be constrained to alpha-band activity. Indeed, cognitive modulations have been observed in both slower (delta, theta) and faster (beta, gamma) frequency bands (Klimesch, 1999; Başar et al., 2000; Kahana et al., 2001; Bastiaansen and Hagoort 2006; Jensen et al., 2007). In particular, gamma-band activity is interesting. Given that the period of a gamma cycle is 10–30 ms, it is possible that asymmetric amplitude modulations can account for some of the faster modulations in ERFs (e.g., the N1, P1, N2, P2). Future work is required to investigate whether the principle of amplitude asymmetry and generation of ERPs/ERFs generalizes to frequency bands beyond the alpha range.

Figure 6. A, MEG signals measured outside the human scalp are primarily thought to be produced by magnetic fields induced by dendritic intracellular currents \(I_{\text{dendrite}}\) in pyramidal cells. The polarity of the field will be determined by the direction (inward or outward) of the currents in the dendrites. The two coils represent the sensors outside the head measuring the fields to the left and right of the source \((F_{\text{left}}, F_{\text{right}})\). B, The amplitude modulation of neuronal oscillatory activity is conventionally viewed as being symmetric at approximately zero. This implies that inward and outward dendritic currents are of the same magnitude. As a consequence, the amplitude modulation measured by the sensors is symmetric as well. C, We propose that the amplitude modulations of the oscillatory activity are asymmetric such that the peaks are more strongly modulated than the troughs. For the 10 Hz alpha activity, this is explained by bouts of inward dendritic currents every ~100 ms. As a consequence, amplitude modulations are positive (peaks more strongly modulated than troughs) in magnetic fields measured to the left of the source and negative (troughs modulated stronger peaks) in fields measured to the right. D, The amplitude modulation as characterized by the AFA\textsubscript{index} would produce a bipolar pattern.
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