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Introduction

Formal methods are commonly defined as mathematics-based techniques for the specification, development, and verification of software and hardware systems [49,69]. A specification of a system is a mathematical description that describes what the system should do, i.e., the requirements or properties that should hold for an implementation of a system, written as well-formed statements in a formal logic. Given the specification, formal verification is the act of proving or disproving the correctness of an implementation with respect to the specification in a mathematically rigorous way. Many of such techniques have been developed. However, we will focus this chapter on those techniques that have been applied in the context of clinical guidelines or protocols, which are for a large part based on logic.

Formal methods can be exploited in relationship to medical guidelines in several ways. One choice is to consider the guideline as the ‘system’ that is being developed. Then, verification involves checking whether this guideline adheres to certain correctness or quality criteria, which is the main topic of this chapter. However, guidelines could also be considered as the golden standard for other types of systems. For example, in developing local protocols, the requirements are often derived from the more general guideline, if available. Similarly, if we look at the actual clinical practice as a system, e.g., formalised in terms of an electronic patient record, then verification may involve comparing medical actions against
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recommendations given by a guideline. We will only briefly address such other possibilities as they are discussed more elaborately in a Chapter 7 of this book.

This chapter is structured as follows. In Section 1, we review, from a formal perspective, some of the different specification languages that have been proposed for modelling guidelines. Questions regarding formal semantics and expressiveness are addressed. In Section 2, we address the different type of properties that have been investigated in literature. Next, in Section 3, we look at some actual verification studies and methodologies. In Section 4, we briefly discuss formal methods in relation to protocol development and compliance checking, as described above. Finally, in Section 5, we discuss the role of formal methods in its relation to medical guidelines and especially the impact it may have on medical practice.

1. Guideline Specification

Several methods have been developed to support the modelling of guidelines. Specialised guideline modelling languages have been developed of which some have a formal semantics. Other authors have proposed the use of general-purpose logical languages for the specification of guidelines as many languages that have been proposed in artificial intelligence have rich structures and are likely to be expressive enough for specification of aspects of guidelines. Furthermore, as they are often based on logic, they have a formal semantics. On the other hand, they lack some intuitive primitives elements of specialised guidelines modelling languages such as “decisions” or (medical) “actions”.

1.1. General-purpose Formal Languages

Description logic [3] is a family of well-known knowledge representation formalisms, which has been used for the development of a wide range of applications. An important advantage is that they constitute a decidable fragment of first-order logic, and thus provide a clear syntax and semantics and make automatic verification possible. In [53] it is proposed to model certain aspects of practice guidelines in this logic, i.e., taxonomic relations (chest x-ray is a type of x-ray), mereologic order (identification is part of the interview), and temporal order (physical examination precedes chest x-ray). Examples of the use of description logics in the clinical domain can be found in e.g., [54].

Logic-based formalisation of medical guidelines has also been suggested in the context of agent modelling. In [12], guidelines are considered a set of social integrity constraints, formalised using standard logic with additional operators $H$ (indicating a ground fact), $E$ (indicating an expectation), and $EN$ (indicating a negative expectation). For example, the following:

\[
H(\text{enter}(<\text{Patient, emergency ward}>, T_0) \rightarrow \\
E(\text{examine}(<\text{Physician, Patient}>, T_1) \land T_1 > T_0)
\]

denotes that in whenever a patient enters the emergency ward, then it is expected that a physician will examine the patient at some later time instance $T_1$. The underlying idea is to use these constraints in order to prevent agent behaviour that
is not compliant with the guideline. This is particularly useful in hospitals where integrity constraints could be used for checking if the hospital staff is compliant with the guideline. The semantics of this language has been formalised as an abductive proof procedure [1].

Temporal reasoning is an important aspect of medical guidelines. Therefore, it is not surprising that temporal logic has been proposed as a suitable formalism. For example, computation tree logic has been applied for modelling a guideline for the purpose of formally studying refinement of guidelines to protocols (cf. Chapter 7 and [30]).

1.2. Guideline Modelling Languages

A number of languages have been developed to write down clinical guidelines in a computer-interpretable format (so called computer-interpretable clinical guidelines, CIGs). In [38], the languages Asbru, EON, GLIF, GUIDE, PRODIGY, and PROforma are compared, based on a common case study. The paper identifies a number of common components and a number of significant differences between languages.

1.2.1. Semantics

For the syntax and semantics of guideline languages three levels can be considered:

1. the dynamic behaviour of guideline components, and
2. conditions usually given in a so called expression language,
3. temporal abstraction of conditions.

For Asbru, the dynamic behaviour of plan execution (level 1) is defined in a formalism called Structural Operational Semantics (SOS) [44]. The abstract execution model of a single plan is illustrated in Figure 1. Each arrow in the state transition system represents a single SOS rule: Filter and setup conditions (F and S) are used to control the applicability of a plan, abort and complete conditions (A and C) are used to monitor execution. The sub plans in the plan body can be

![Figure 1. Plan state model of a single Asbru plan.](image-url)
organised using different body types (e.g., sequential, any-order, or parallel). The current state of a plan – especially if a plan has been rejected, aborted, or completed – is propagated according to the plan hierarchy to its super and sub plans. If a plan is mandatory, it must be completed, otherwise it may also be rejected or aborted. Details can be found in [4,5]. Evaluation of conditions (level 2), however, is not considered in detail. Asbru offers a variety of possibilities to abstract from patient data (see [56,55,61]). In most cases, conditions are simple and can be translated one-to-one to a first order formula. For more complex conditions, a full formal semantics still needs to be defined. As a speciality of Asbru, conditions can be monitored over time according to so called time annotations (temporal abstraction, level 3). A revised and complete semantics of time annotations has been published in [52].

![Figure 2. State and transitions of PROforma Task component.](image-url)

Similar to Asbru, an operational semantics for PROforma is given in [63,24]. The dynamic behaviour of “Task” components is again described in an operational style. Figure 2 illustrates the underlying state transition system. The transition system has recently been simplified from 11 to 4 states without restricting expressiveness of the PROforma language, as some of the states were found to be redundant to describe the core semantics of the language.

The semantics is described rather informally for GLIF [68], EON [65], GLARE [2,25], and GUIDE [46]. The descriptions usually give a flavour of a semantics in terms of ‘states’ (e.g., completed and aborted states), message passing, etc, although these terms are not defined in detail. While this is enough for actually building guidelines, the semantics must be more precise when it comes to formal verification. Facilities for testing and making sure that the model is unambiguous and syntactically correct is available for most approaches. An overview of these facilities can be found in [16].

Verification, in particular a verification technique called model checking (cf. Section 3.3), is nevertheless applied to guidelines written in GLARE by translating GLARE clinical guidelines to the formal language Promela [25]. This translation can be considered as defining the formal semantics of GLARE. As a drawback, in order to fully understand the execution model of GLARE, one needs to fully understand the translation as well as the Promela semantics.
1.2.2. Temporal Constraints

Medical guidelines do not simply describe a process that is to be executed instantly. Instead, the process evolves in time where reasoning about time is done explicitly. As this is such a prominent feature of guideline representation languages, this topic deserves some more detail. As an example, consider the administration of a drug three times a day for five days in a row. Different guideline modeling languages offer different constructs for expressing temporal constraints. The temporal constraints normally define only certain minimum and maximum boundaries instead of fixed time periods; for example, a drug is not taken every day at exactly the same time but should be taken between 07:00 and 10:00 a.m.

In the following paragraphs, the constructs for expressing temporal constraints in Asbru and in GLARE are introduced.

Whereas temporal constraints in GLARE refer to the start and end point of actions, Asbru time annotations incorporate arbitrary conditions, e.g., conditions that refer to the condition of the patient. This is more expressive; however, it adds complexity to the verification problem.

Time Annotations in Asbru. An example property containing a temporal constraint is the following: “Intensive phototherapy should produce a decline in the TSB (total serum bilirubin) level of 1 to 2 mg/dl within 4 to 6 hours”. This can be expressed with so called time annotations in Asbru:

$$\Delta_{TSB} \leq -1\text{mg/dl} \ [\_ , 6h] \ [4h, \_ ] \ \text{enter}(pti, \text{activated})$$

i.e., a condition $\Delta_{TSB}$ must occur 4 to 6 hours after the treatment plan ‘pti’ (phototherapy intensive) has been activated. In general, this is the pattern for Asbru time annotations:

$$\text{condition} \ [ESS, LSS] \ [EFS, LFS] \ [minDu, maxDu] \ RP$$

A starting interval is defined by an earliest starting shift ($ESS$) and a lasted starting shift ($LSS$). The earliest- and latest finishing shift ($EFS$ and $LFS$) define the finishing interval. These intervals are relative to a reference point ($RP$), that describes a time point that is the offset to the shifts. In addition, a minimum and maximum duration ($minDu$ and $maxDu$) can be defined. A complete formal semantics of Asbru time annotations is given in [52].

Temporal Constraints in GLARE. GLARE’s temporal language allows one to model temporal constraints between actions, and is quite similar to Asbru’s time annotations. In GLARE, it is possible to define the minimum and maximum duration of actions, the minimum and maximum delay between actions and repetition/periodicity constraints. Consider actions A and B. Then the following examples illustrate the types of relations that can be expressed:

- the duration of A is between 10 and 20 minutes.
- the end of A is equal to the start of B.
- B starts between 10 and 20 minutes after the end of A.
- A is repeated once every week for two weeks, until condition C does not hold anymore.

A more detailed description of time in the GLARE framework can be found in [2].
2. Specification of Guideline Properties

To be able to specify properties, a representation language is required. Similar to the previous section, general and specific languages have been proposed. First, we discuss the type of properties that have been investigated. Then, we focus on the general and more specific representation languages that have been used in literature. Finally, we focus some of the methodological issues related to the specification of properties.

2.1. Type of Properties

A wide range of properties of medical guidelines and protocols that have been checked can be found in literature. In order to make the distinction more comprehensible, it is useful to make a distinction between two classes of properties, namely:

1. **Intra-guideline consistency** (this term is proposed in [60]): this deals with consistency issues within a single guideline. Inconsistencies include structural defects, e.g., inconsistencies between temporal structure and temporal specifications; ambiguities, such as conflicting recommendations for the same patient group; incompleteness, when a recommendation is missing for a relevant patient group.

2. **Intentions / Goals**: these approaches deal with correctness criteria in terms of the process or result of executing the guideline. Note that we will use the term intentions and goals synonymously here.

The first type of properties are typically stated informally or in the language that the guideline is modelled in (e.g., logic). Hence, the focus on the representation of properties will be on the second type. These type of properties are derived from various sources. Shahar argues for explicitly specifying the design rationale in the guideline itself [57]. In practice, however, other sources have to be used, e.g., recommendations from other guidelines (inter-guideline consistency), indicators [66], expert opinions, and general criteria relative to additional medical knowledge.

2.2. Temporal Logic

2.2.1. Introduction

Several temporal logics have been developed, in particular tense logics since the 1960s. Differences between logics result from different models of time and expressiveness. In linear temporal logics (e.g., Linear Temporal Logic (LTL) [45]), models form a linear trace, while in branching logics models typically (e.g., Computation Tree Logic (CTL) [8,14,21]) form a tree.

A model of a medical guideline, is a Kripke structure $M$ over a set of atomic propositions $AP$, which formally is defined as a four tuple $M = (S, S_0, R, L)$ where $S$ is a finite set of states, $S_0 \subseteq S$ is the set of initial states, $R \subseteq S \times S$ is a total transition relation, and $L : S \to 2^{AP}$ is a function that labels each state with the set of atomic propositions true in that state. A *path* in the model
representing path formulas.

Semantics of temporal logic with Figure 3.

\[ M, s \models p \iff p \in L(s) \]
\[ M, s \models \neg f_1 \iff M, s \not\models f_1 \]
\[ M, s \models f_1 \land f_2 \iff M, s \models f_1 \text{ and } M, s \models f_2 \]
\[ M, s \models \mathbf{E}g_1 \iff \text{there is a path } \pi \text{ from } s \text{ such that } M, \pi \models g_1 \]
\[ M, \pi \models f_1 \iff s \text{ is the first state of } \pi \text{ and } M, s \models f_1 \]
\[ M, \pi \models \neg g_1 \iff M, \pi \not\models g_1 \]
\[ M, \pi \models g_1 \land g_2 \iff M, \pi \models g_1 \text{ and } M, \pi \models g_2 \]
\[ M, \pi \models \mathbf{X}g_1 \iff M, \pi^1 \models g_1 \]
\[ M, \pi \models \mathbf{F}g_1 \iff \text{there exists a } k \geq 0 \text{ such that } M, \pi^k \models g_1 \]
\[ M, \pi \models g_1 \mathbf{U}g_2 \iff \text{there exists a } k \geq 0 \text{ such that } M, \pi^k \models g_2 \text{ and for all } 0 \leq j < k, M, \pi^j \models g_1 \]

**Figure 3.** Semantics of temporal logic with \( f_1 \) and \( f_2 \) representing state formulas and \( g_1 \) and \( g_2 \) representing path formulas.

\( M \) from a state \( s \) is an infinite sequence \( \pi = s_0 s_1 s_2 \ldots \) such that \( s_0 = s \) and \( R(s_i, s_{i+1}) \) holds for all \( i \geq 0 \). With \( \pi^i \) we denote the suffix of \( \pi \) starting at \( s_i \), i.e., \( \pi^i = s_is_{i+1}s_{i+2} \ldots \).

CTL uses atomic propositions, propositional connectives, path quantifiers and temporal operators for describing properties of computation trees, i.e., the tree that is formed by designating a state in the Kripke structure as the initial state and then unwinding the structure into an infinite tree according to the transition relation \( R \) with the initial state as root. This leads to two types of formulas: state formulas, which are true in a specific state, and path formulas, which are true along a specific path. A path formula is build up by applying one of the temporal operators to state formulas. In this chapter, the temporal operators used are \( \mathbf{X}, \mathbf{G}, \mathbf{F}, \text{ and } \mathbf{U} \). With \( \mathbf{X} \varphi \) being true if \( \varphi \) holds in the next state, \( \mathbf{G} \varphi \) if \( \varphi \) holds in the current state and all future states, \( \mathbf{F} \varphi \) if \( \varphi \) holds in the current state or some state in the future, and \( \varphi \mathbf{U} \psi \) if \( \varphi \) holds until eventually \( \psi \) holds. A state formula can be built inductively from atomic propositions, propositional connectives, and if \( f \) and \( g \) are path formulas, then \( \mathbf{E}f \) and \( \mathbf{A}f \) are state formulas. The path quantifiers \( \mathbf{A} \) and \( \mathbf{E} \) are used to specify that all or some of the paths starting at a specific state have some property.

The semantics of CTL is defined with respect to a Kripke structure \( M \). Given a state formula \( f \), the notation \( M, s \models f \) denotes that \( f \) holds in state \( s \) of the Kripke structure \( M \). Assuming that \( f_1 \) and \( f_2 \) are state formulas and \( g_1 \) and \( g_2 \) are path formulas, the relation \( \models \) is defined inductively as shown in Figure 3. The remaining syntax consisting of \( \lor, \neg, \mathbf{G}, \mathbf{A} \) can be defined as usual, i.e., \( f_1 \lor f_2 \equiv \neg (\neg f_1 \land \neg f_2) \), \( f_1 \rightarrow f_2 \equiv \neg f_1 \lor f_2 \), \( \mathbf{G}g \equiv \neg \mathbf{F} \neg g \), and \( \mathbf{A}f \equiv \neg \mathbf{E} \neg f \).

In contrast to CTL, LTL provides operators for describing events along a single computation path. Each formula is of the form \( \mathbf{A}f \), with \( f \) being a path formula, which is either an atomic proposition or inductively defined as \( \neg f \), \( f \lor g \), \( f \land g \), \( \mathbf{X}f \), \( \mathbf{F}f \), \( \mathbf{G}f \), \( f \mathbf{U}g \) with \( f, g \) path formulas. This language can be evaluated on Kripke structures as presented in Figure 3.
2.2.2. Expressiveness and Complexity

It is a well-known fact that the expressiveness of LTL and CTL is incomparable. For example, the following CTL statement

$$\text{EF normotension}$$

i.e., ‘normotension’ (normal blood pressure) may eventually occur is not expressible in LTL. On the other hand, the following LTL formula

$$\text{FG normotension}$$

i.e., eventually ‘normotension’ will always hold is not expressible in CTL. Note that the formula $$\text{AF AG normotension}$$ is stronger and expresses that there exists some state after which all patient groups have a normal blood pressure at the same time, which is more restrictive than the previous formula.

Both for theorem proving as well as model checking, reasoning using CTL is generally easier than reasoning in LTL, for example, LTL is in a higher complexity class. However, the discussion whether to use CTL or linear-time temporal logic (LTL) for model checking is far from being settled, as LTL is usually more intuitive and better suited as a specification language. For example, in [67], the advantages of linear-time frameworks is identified in terms of expressiveness, compositionality, property-specific abstractions, uniformity, and the use of bounded model checking.

2.3. Clinical Goal Representation

Several ontologies for intentions have been proposed in the context of medical guidelines.

2.3.1. Ontology of Goals in Breast Cancer

On the basis of a corpus of examples of clinical goal statements in breast cancer, an ontology was developed in [23]. As the authors describe, when clinical processes are designed and enacted, this should allow for the possibility of urgent changes to the care plan or “plan repair”. In order to do this, a reason for each service has to be made explicit to be capable of recovering when goals are not achieved. They make a distinction between knowledge and action goals, where knowledge goals deal with acquiring information and deciding between alternative hypothesis about the world and action goals deal with achieving some state of the world and enacting tasks. A conclusion of this work is that this delivers a more balanced classification of types of goals compared to other ontologies. However, further work is expected to be needed in order to make a final scheme in the context of breast cancer.

2.3.2. Asbru Intentions

Although most guideline representation languages allow for representation of goals and intentions, representation of intentions is most developed in the Asbru language [38]. These intentions are considered “temporal patterns of provider actions and patient states, at different levels of abstraction, that should be maintained,
achieved, or avoided” [57]. Furthermore, a distinction is made to whether the intention refers to a clinical state or action and whether the intention holds during enactment of the clinical process (intermediate) or after it has been completed (overall). The intention may also contain a rich temporal structure.

In the verification methods using Asbru, these intentions are typically formalised in temporal logic. For example, in [7], the Asbru intention “achieve overall state: $\alpha$” is formalised as:

$$\text{AG} (\text{current plan} = \text{completed} \rightarrow \text{AF AG} \alpha)$$

From a formal point this raises some questions. For example, in this example, it is possible, due to the use of the $F$ operator, that $\alpha$ holds much later than the current plan. Moreover, one could argue that the similar looking, but non-equivalent, LTL formula:

$$\text{G} (\text{current plan} = \text{completed} \rightarrow \text{F G} \alpha)$$

is the right formalisation. The point that we would like to make here is that formal languages are particularly useful to discuss such subtle differences. Even though in the original Asbru specification, the property seems uncomplicated, questions can be raised with respect to the intended semantics.

2.4. Methodology for the Specification of Properties

A major problem in the specification of properties as we have presented so-far is that properties from sources other than the original guideline differ in terminology. This is especially common in medicine where terms typically have multiple synonyms. Furthermore, properties may address aspects which are not even contained in the guideline. These properties can only be verified if the guideline is enriched by the additional aspects.

The problem of attaching the terminology of guidelines to the terminology found in properties is commonly recognised in the literature [26]. This problem could be further addressed using ontologies to standardise terminology as found in some of the guideline representation languages.

A structured approach to bridge the gap between informal properties and a temporal formula matching the aspects and terminology of the guideline has been proposed in [62]. This paper introduces a stepwise approach to formalise properties. The original informal goal is reduced in a first step to the scope of the guideline. In a second step, the goal is normalised to determine the expected behaviour and the timing constraints, i.e., start and end points between which the behaviour should be observed. After the normalisation step, it is rather easy to correctly formalise the property in a formalism called Goal Definition Language (GDL). A final step, the attachment, maps concepts and terminology of the property definition to concepts of the guideline.

This process does not solve the problem of mapping the different terminology of properties and guidelines. However, it gives structure to the process of attaching properties to guidelines and makes sure that medical domain experts are able to perform and understand the different steps. Assuming the domain experts are aware of both the ontology of the property as well as the ontology found in the guideline, this methodology enables the validation of properties.
3. Verification

Properties can be verified \textit{on-the-fly}, i.e., properties define runtime constraints which are monitored during guideline execution, or \textit{prior to execution}. Runtime constraints are always evaluated for a given case while verification prior to execution has to take into account every possible case. The latter is thus much more complex. This chapter is focussed on verification prior to execution.

There are roughly two verification approaches, namely model checking \cite{13,47} which explores a (finite) model and theorem proving which explores logical derivations of a theory. There has been a particular focus on the use of theorem provers for reasoning about programs, which can be traced back the well-known Boyer-Moore theorem prover in the early 1960s \cite{10,9}. In AI, theorem provers have for example been used to verify knowledge-based systems (e.g., \cite{22}), as the knowledge representation is often based on logic.

3.1. Interactive Theorem Proving

The European project Protocure\footnote{\url{http://www.protocure.org} [accessed February 2008]} has had a major impetus on the use of formal methods for the verification of medical guidelines. In \cite{64}, the results of this work is summarised. The guideline that is used deals with the treatment of jaundice and diabetes and is modelled in Asbru. This model was then, partly manually and partly mechanically, translated to temporal logic and given to an interactive theorem prover, called KIV\footnote{\url{http://www.informatik.uni-augsburg.de/swt/kiv} [accessed February 2008]} \cite{6,27}. Indicators and intentions mentioned in the guideline were then used as correctness criteria in order to verify these guidelines. This work was subsequently extended in several ways. First, the semantics of a part of the Asbru language was incorporated in the KIV theorem prover, making it possible to translate a guideline model completely automatically \cite{51}, including complex time annotations that can occur in guidelines (for more details see Section 1.2.2). Second, the addition of background knowledge in order to verify more general quality criteria was investigated \cite{29}. A complete description of the latter work can be found in \cite{50}.

Interactive theorem proving systems are sometimes called “proof assistants” as they do not construct proofs themselves, but rather support the construction of a proof by a user. In mathematics, proof assistants such as Mizar, HOL, and Coq are popular; in these systems almost all proof steps have to be performed manually. KIV was designed for use in program verification and attempts at providing more proof steps automatically; however, it does not exhaustively investigate large search spaces which keeps the amount of time it spends on calculations under control. The main advantage of such techniques is that it can, in principle, handle problems of arbitrary complexity, hence it is especially suitable if the model of the guideline is detailed and contains many complex constructs. By abstracting parts of the guideline, more automated techniques, such as automated theorem proving or model checking become feasible. These have also been applied to medical guidelines and are discussed below.
3.2. Resolution-based Theorem Proving

It was shown that for reasoning about models of medical knowledge, for example in the context of medical expert systems [33], classical automated reasoning techniques (e.g., [48,70]) are a practical option. In [31], the use of automatic theorem proving techniques for quality checking medical guidelines was studied. Translation of temporal logic yields a restricted first-order theory. Such a formalisation is suitable for use in standard resolution-based theorem provers. Typically, automated theorem provers require little or no interactions compared to interactive theorem provers. Resolution-based theorem proving facilities have been proven successful for many complex problems in algebra [43] and logic [32]; however, it does put a certain limit to the complexity of the guideline that can be verified.

3.3. Model Checking

With model checking [15], temporal properties can be automatically verified for a given state transition system. In principle, model checking is automatic, however, the application is limited to finite state transition systems. During the last years, tools have been refined, additional methods to automatically reduce the state space have been introduced, and computers, in general, have become more and more powerful such that nowadays, systems with a very large number of states can be automatically verified. Popular model checkers are SMV\(^4\) [15], which uses Binary Decision Diagrams [35], SPIN\(^5\) [28], an explicit state model checker, and others.

Model checking has become very helpful in software engineering for analysing reactive system designs. A medical guideline can be viewed as a concurrent system and model checking can be applied. It is necessary to transform the medical guideline to the input language of the model checker. Transformation can be automated by writing a suitable compiler. After the guideline has been transformed, temporal properties expressed either in CTL or in LTL can be verified. An interesting aspect of model checking is that, if the property does not hold, a counter example is provided which helps in improving the medical guideline or property. However, if verification does not terminate, the guideline model must be abstracted to reduce the state space. This abstraction must be provided manually such that, in general, model checking still requires expert knowledge.

In [7], the Cadence SMV model checker has been used to verify temporal properties of Asbru medical guidelines. An Asbru guideline is automatically translated to the SMV input language. A large subset of the Asbru language is translated, however, complex conditions and certain details of temporal constraints are currently abstracted. As a consequence, only a restricted set of properties can be verified. In the paper a selection of structural properties is considered. Verification of these properties has revealed a number of errors in the Asbru model.

GLARE medical guidelines have also been verified with model checking [25]. A guideline is translated to the input language of the SPIN model checker. This translation is fully automatic.

\(^4\)http://www.cis.ksu.edu/santos/smv-doc \[accessed February 2008\]
\(^5\)http://www.spinroot.com/ \[accessed February 2008\]
3.4. Other Techniques

Several other techniques have been proposed primarily for checking that the guideline model is internally consistent. They may be used as means to validation (i.e., check that the model represents the guideline) or verification (i.e., to check that the guideline is correct).

Rule-based and Decision Table. In [59,58], guidelines are represented as a decision table and completeness and ambiguousness are investigated of the guideline. In [36], guidelines are looked upon as rules, similar to modelling as done in for example Arden Syntax. Verification involves checking that the guideline is complete, i.e., for every possible situation an advice is given using a tool called “Commander”. In their study of a guideline for childhood immunisation, they were able to identify a number of missing immunisation rules.

Coherence Analysis. In [18,20], Asbru models are translated to first-order logic and rich structural properties are being investigated in order to check the coherence of the model. Similar to the structure, the coherence of temporal constraints that have been put on the (Asbru) model is discussed in [19]. If problems with coherence can be traced back to the guideline, this can be considered a form of verification; however, the verification mostly deals with the formal model rather than checking the correctness of the original guideline.

Petri Nets. A different method to simulate dynamic systems is by modelling the system as a so called Petri net [41,42], which is also known as a place/transition net or P/T net. A Petri net is a mathematical representation of discrete distributed systems that graphically depicts the structure of a distributed system as a directed bipartite graph with annotations using place nodes, transition nodes, and directed arcs. A whole range of tools is available for using Petri nets to model and simulate complex dynamic systems.6 Recently, this technique has been applied to analyse biological systems [40,37]. In [40], Petri nets have been used to model malaria parasites invading host erythrocytes. Petri nets also form the basis for the GUIDE guideline representation language, where they have been used for simulation of the health care processes [46].

3.5. Verification of Temporal Constraints

Checking temporal constraints is not impossible in a theorem proving and model checking approach. In fact, reasoning using temporal constraints been done using interactive theorem proving [51]. However, in many other cases other techniques are employed. One approach to deal with temporal constraints involves monitoring temporal constraints during executing of guidelines. This is possible in various guideline modelling frameworks. A more challenging approach is to verify the constraints prior to execution.

The temporal constraints in GLARE can be mapped to STP-trees, an extension of the “standard” STP (Simple Temporal Problems, see [17]) to cope with

6http://www.informatik.uni-hamburg.de/TGI/PetriNets/tools/db.html [accessed February 2008]
Figure 4. A spectrum of formal methods for formal verification allowing a tradeoff in the properties one can verify (assurance dimension) against the effort one needs to invest to obtain results (effort dimension).

(possibly periodical) repeated actions. Algorithms exist to automatically verify the consistency of a given set of constraints prior to the execution of guidelines [2].

4. Applications of Formal Methods

4.1. Verification

Figure 4 shows a range of formal methods ranging from cheap and incomplete to very expensive and complete (loosely based on a picture by Rushby [49]). Many of the techniques discussed in Section 3.4 can be considered implicit formal methods (e.g., type checkers, parsers), as they are largely automatic and could be, for example, integrated in guideline authoring software. As the picture suggests, some other techniques, such as model checking and theorem proving require significant amount of work and is unlikely to be done by guideline developers. Nonetheless, as we have shown in this chapter, promising results have been reported in literature. Given the fact that guidelines have a large impact in medical practice, costs associated with the use of formal methods might be justified. We elaborate on this point somewhat further in the final section.

4.2. Adaptation

Guideline adaptation is a process in which existing guidelines are adapted so that they can be used within a different care setting. Several reasons may exist for adapting the recommendations of an existing guideline to suit a local context, e.g., cultural differences, constraints on resources, end-user involvement, etc, though it is often the case, that the adaptation is faithful to the original guideline [34,30,39]. It is possible to employ formal methods in order to make sure that the adaptations do not violate the original guideline. A review of adaptations as done in practice can be found in Chapter 7 of this book.
4.3. Compliance

More general to the idea of using formal methods for checking that an adaptation is compliant to the guideline is checking that the actual clinical process is compliant to the guideline. If the clinical process is recorded as in, for example, an electronic patient record, then verification can be done on this basis. The use of formal methods can then be described as critiquing, i.e., to find differences between the actual actions and a set of ‘ideal’ actions as described by a clinical guideline. This topic is further discussed in Chapter 9 of this book.

5. Discussion

In this chapter, we have given an overview on the use of formal methods in the analysis of medical guidelines. In guideline specification, we found that there are quite a number of specification languages that have been proposed, but only a limited amount of work has been done in providing a formal semantics of these languages, which renders only a few of them suitable for the use of formal methods. Research in the area of specification of properties has mainly focused on (1) the acquisition of properties, and (2) design of an ontology of properties. Languages that are used are either informal, which again makes it problematic to use them in formal methods, or are closely based on a standard temporal logic. Verification has moved forward the last few years from the ad-hoc use of formal models in order to analyse certain aspects of guidelines to more systematic approaches using techniques that are now widely used in the formal methods community such as theorem proving and model checking.

In medicine, safety is extremely important, witnessed by the fact that ensuring safety is the primary preoccupation of regulatory agencies. Nonetheless, mistakes are made in hospitals; in fact, it was found that every year, in the Netherlands, 30,000 people are harmed and 1,700 people die in hospitals due to causes that can be avoided [11]. As medical errors have such far reaching consequences, there is good reason to investigate in the use of formal methods in medicine. Guidelines play an important role and errors in these guidelines may contribute to medical errors and mistakes. It is therefore clear that making sure that the guidelines are of the highest possible quality is essential.

We believe the benefits of using formal methods on top of other techniques to improve guidelines speak for themselves. First, formal verification and especially interactive verification is very helpful in analysing the language itself as formal methods force one to formalise the semantics. For example, this resulted in a number of problems with the Asbru language, which were detected while verifying properties of a medical guideline. As a consequence, the formal semantics of time annotations in Asbru has been significantly improved by verifying properties of the language itself [52]. The same holds for medical guidelines itself: much can be gained by formalising medical guidelines in practice. Informal text is interpreted differently by different readers and it is difficult to keep all parts of an informal medical guideline consistent, as a guideline is typically written by various authors. However, the true challenge remains to introduce a standardised formal language
into the practice of guideline development. Only after this challenge has been met, the true potential of formal verification can be seen.

6. Research Agenda

As mentioned in the discussion, significant progress has been made in the last few years in the area of formal methods and clinical guidelines, just considering the amount of work that has been produced. However, much work still has to be done. Some of the issues that could be further investigated are mentioned here.

First, it would be convenient to introduce a standardised, machine readable format into the guideline development process. Otherwise a gap remains between informal text of the medical guideline and the machine readable model which is the basis for further analysis. The machine readable format must be easy to understand and yet expressive enough for a large variety of medical guidelines. Currently, a number of standardised languages exist for writing down medical guidelines, yet none of these languages have been used by guideline developers on a large scale, nor do they take into account the special features of formal verification. Similarly, a detailed formal semantics should underly the machine readable format and should be used as a standard for building tools such as editor, interpreters, compilers, etc.

Formal verification of properties is difficult and time consuming. While interactive verification can only be performed by logicians, automatic methods have potential to be applied by guideline designers. This raises the question in which situation a certain technique should be employed. Guidelines for guideline developers could improve the practical usefulness as well as the visibility of the research that is being done.

Finally, and what is possibly most challenging is that there seems to be a gap between the work in this area that has been done so far and the medical community. It seems to be notoriously difficult to get medically relevant results, which might be due to the fact that only very few medical doctors are involved in this research. For example, it is relevant to know whether or not a guideline is “safe” or “correct”, which are concepts that are difficult to grasp. However, in order to make a real impact in medicine, such difficult questions will have to be answered.
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