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Chapter 1

Introduction

The topic of this thesis is representation of molecules and molecular systems. Such a representation is needed to allow analysis and manipulation of chemical structures in the computer. This is of paramount importance in areas like drug design, synthesis planning, property prediction, crystal structure engineering, structure elucidation, searching in chemical literature, exchange of chemical knowledge, and structure elucidation. Many different representations have been developed, each capturing different bits of information about the molecular system under study. Unfortunately, in many cases it is unclear which part of the information is essential for a certain application. For example, although the boiling points correlates well with the number of carbon atoms in a series of alkane homologues [1], the carbon count descriptor is not generally useful for predicting other properties, or even the same property for a more diverse set of molecules. From simple physico-chemical principles, it is clear why this is the case.

However, for more complex problems there is very little a-priori knowledge that guides us in choosing appropriate descriptors. Nevertheless, in certain areas specific habits have evolved; for example, a large part of the quantitative structure-activity and structure-property relationship (QSAR and QSPR) community routinely calculates hundreds or thousands of simple molecular descriptors, and uses various variable-selection techniques to extract the most useful ones. Unfortunately, validation of this process is almost impossible due to the small size of data sets. It would a giant leap forward if we could say beforehand, based on the characteristics of the molecular system and our aim, what descriptors would be most informative. This is currently, however, still too far-fetched. Therefore, we are forced to judge the quality of the representation on the basis on the quality of the prediction: if we are able to correctly predict properties of new compounds, then we conclude that the representations contains relevant information.

This thesis studies the role of representation in modeling properties of molecular systems of organic molecules and in the exchange of molecular information. The following paragraphs give an overview on useful representations.
1.1 Molecular Representations

The two most common methods to represent organic molecules are the (systematic) name and the 2D drawing of the molecule. They identify the molecule of interest, but cannot be used for machine processing. To prevent ambiguities, conventions describing how molecules should be named and drawn are needed. IUPAC name recommendations, and line notations such as the Wiswesser Line Notation [2] and the SMILES [3], are examples for standardized conventions for labeling molecules. In addition, these representations do not include information on the 3D conformation.

The systemic naming conventions are based on chemical graphs, which represent atoms as vertices and bonds as edges, defining the exact connectivity within the molecule. For example, IUPAC recommended names, such as 2-butanol, number attachment points based on graph theory. In combination with 3D coordinate information, many descriptors have been developed to capture particular features of the molecules and more complex systems, like reactions, crystal structures and protein-ligand complexes. For example, in reaction classification the difference in chemical graphs between reactants and products is used, and docking of ligands in the active site of proteins uses force fields to calculate binding energy, using a combination of 3D coordinates and the graph representation.

At the other end of the scale we find quantum chemical descriptors, which in detail represent the 3D molecular information. Here, atoms are represented by atomic orbitals centered on points in 3D space. The molecular bonding is represented by hybridization of atomic orbitals into molecular orbitals. The disadvantage of this method is the need to find a balance between accuracy and the required computing power. Approximations can be made to reduce the complexity of the calculations, leading to semi-empirical methods like MNDO and AM1. These methods are faster but less accurate at the same time.

Force fields provide even faster energy calculations based on 3D conformations. They use a representation of molecules where atomic coordinates are complemented by rules that approximate the energy of the system based on contributions from interactions between two, three and four atoms (bond, angle and torsion interactions). The contributions are based on physical laws where the parameters are derived from experimentally determined molecular properties. While not as accurate as quantum chemistry, it is much faster and allows to analyze much larger systems, like protein structures, crystal structures and dynamical chemical processes. The accuracy strongly depends on the parametrization of the rules that approximate the interactions. Force fields have the disadvantage that this parametrization has to be repeated for each new class of molecules and type of molecular system.

The next two sections discuss applications of graph-based representations in data analyses and in property databases, and give more details on the use of quantum chemistry as representation. The sections following these discuss the need and use of numerical representations.
1.2 Chemical Graphs

Graph-based representations are popular because they represent chemical structures in a rather intuitive way, although simplistic: molecules are atoms held together by bonds, and certain atom groups (functional groups) give rise to certain molecular properties. For example, an acid group reduces the pKa of the molecule and makes the molecule react with an amine. Searching a functional group in a molecule corresponds to finding a subgraph in the chemical graph [4, 5], when the molecule is considered a graph where atoms are vertices and bond edges.

The chemical graph also allows the use of canonization methods, such as the Morgan algorithm [6]. Using these methods, line notations can be developed which are unique for a molecule, making the look-up of molecular structures in databases much easier. The Wiswesser Line Notation is one of such notations, but nowadays the SMILES line notation is most used. However, the canonization algorithm used to generate canonical SMILES has never been published and cannot generally be used as unique molecular identifier.

The use of these line notations and the substructure searching has allowed setting up databases with molecular structures and their properties. For example, the PDB database contains crystal structures of proteins, nucleic acids and their complexes with ligands [7]. Other databases contain physical properties [8], $^{13}$C and $^1$H NMR [9], and IR spectra [8, 10]. The Chemical Abstracts Service (CAS) maintains a substance database with about 30 million chemical substances extracted from literature. At the moment this number increases by about 4000 entries each year. However, only for a fraction of these compounds more information is available in other curated databases. For example, the Cambridge Structural Database (CSD) has 400 thousand registered compounds (~1.3%) with associated crystal structures, and that number increases by only 30 thousand structures each year [11]. Moreover, the increase in information in literature is estimated at even 1 million new compounds per year from more than 700 thousand articles in chemistry-related literature [12]. In addition to these proprietary databases, open-access databases have emerged, such as PubChem [13] and ZINC [14].

These chemical graph-based databases have found many applications, such as systems for synthesis planning, where reactions are represented as changes in the molecular graph when going from reactant to the product side [15]. An example of such a tool is the Organic Chemical Simulation of Syntheses (OCSS) [16], which mimics the process of retro-synthetic synthesis planning. This has led to a number of computer-assisted synthesis design (CASD) systems, such as the LHASA system, noteworthy because it used a large knowledge base extracted from literature [17].

Another important application of chemical graphs is the use in structure generation, which fulfills a crucial role in computer-aided structure elucidation (CASE). DENDRAL is an example CASE system that elucidated molecular structures using mass spectra [18]. It derived graph constraints from the input spectrum and the molecular formula, and then generated possible structures, each of which was evaluated by comparing a predicted spectrum with the experimental one. The best spectral match was proposed as elucidated
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(a)

Figure 1.1: a) 2D diagrams of the two possible resonance structures of a compound with a phenyl ring. Both diagrams refer to the same compounds, but the depicted graph representations are not identical. b) 2D diagram of ferrocene, which, like all organometallic compounds, is difficult to represent with classical cheminformatics approaches.

structure. The same approach is used for NMR-based CASE, where, in addition to the structure generation, graph theory is used to describe molecular fragments using alphanumeric codes, of which the HOSE code [19] is still widely used. Correlation of these codes with chemical shifts provides a cheap but effective method for predicting NMR spectra.

However, while the application of graph theory in chemistry has shown to be quite powerful, it is unable to reflect to full chemistry that can be found in molecules. Consider the benzene derivative diagrams shown in Figure 1.1(a). The two diagrams show non-identical graphs, but refer to the same molecular compound; the only difference is that of the resonance structures of the phenylic ring.

Organometallic compounds are excellent examples of another class of molecules that are difficult to represent using chemical graphs: they involve complex delocalized bonding systems. Ferrocene, shown in Figure 1.1(b), is an organometallic compound where two cyclopentadienyl fragments are bound to the iron. No classical two electron bonds can be drawn between the iron and any of the carbons; instead, the two six-electron $\pi$-systems of the cyclopentadienyl rings that bind to the iron. In the nineties several alternative approaches have been suggested to address this problem [20, 21, 22].

1.3 Quantum Chemistry

Quantum mechanics offers an alternative to chemical graphs as representation of molecular species. Early in the 20th century it was discovered that it can accurately describe chemical and physical properties of molecules.

Quantum chemistry takes advantage of the knowledge that electrons are not randomly distributed around the nuclei to which they are bound. Instead, their motion can be accurately described by a wave model, due to the fact that any particle both behaves as
particle as well as a wave function. Now, molecular properties, or any chemical or physical property in general, can be calculated by solving the Schrödinger equation. This leads to the exact electronic structure of the matter under study, from which any property can be calculated in arbitrary accuracy. After development of this theoretical method it was even claimed everything in chemistry was now understood; Dirac wrote \cite{23}:

The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble.

Indeed, since the quantum mechanical description of matter is a function of all electrons and all nuclei and their interactions, the complexity scales rather unfortunately with the number of atoms $N$. Several approximations can be made to reduce the mathematical complexity, but the calculations still scale as $N^4$, or even $N^8$ for more precise calculations \cite{24}. This means that the calculation for a molecule twice as large as ethanol, takes 16 up to 256 times as long. A small biochemically relevant molecule, e.g. nonane-4,6-dione, with only three times as many atoms, takes 81 up to 6561 times as long. Nevertheless, properties of even more complex molecules can now be calculated within hours or days. However, for current practices, like virtual screening, this is practically infinitely long. When going beyond small molecules, such as reaction mechanisms, and protein binding, the calculations become impossible.

Because neither chemical graph and quantum chemistry are practically useful for the much-needed prediction of physical, chemical and biological properties, many other representations of molecules and molecular systems have been developed. The following section discusses a class of numerical representations, which are often based on graph or quantum chemical representations, but focused to capturing molecular information relevant to the data analyzed or modeled.

1.4 Numerical Representations

One major problem is common to chemical graph and quantum chemistry representations when it comes to data analysis: their length depends on the size of the molecular system. Most statistical modeling methods, like partial least squares (PLS) \cite{25,26} and principal component analysis (PCA), require a fixed length representation independent of the size of the molecular system. Moreover, these methods expect that variables have the same meaning for all molecules. Additionally, many methods require the representation to be numerical, such as PLS; notable exceptions are the decision tree and random forest methods.

Many numerical representations for molecules, called molecular descriptors, have been developed \cite{27}; examples include descriptors which include quantum chemical features, such as the highest-occupied-molecular-orbital descriptor, or chemical graph fea-
tures, such as the fingerprint descriptor. Both of them have a fixed length and are numeric. Several programs are now available that can calculate these molecular descriptors, including Dragon, JOELib [28] and the CDK [29, 30]. The next chapter gives an overview of commonly used and recently introduced descriptors, and discusses the use of them for molecular systems with intermolecular interactions are important too.

1.5 Chemometrics

The use of these uniform-length representations has the advantage that the broad range of multivariate, statistical methods used in chemometrics can be applied. Chemometrics is traditionally described as “the application of mathematical and statistical methods to chemical measurements.” [31]. Typical topics in chemometrics, therefore, are (multivariate) calibration, signal processing, experimental designs, statistics, and pattern recognition [32]. Data mining and modeling of analytical data has led to a rich field, where mathematical and statistical methods are used to analyze the chemical data. The nature of the analytical data, however, such as the high collinearity in NIR and IR spectra, has led to extensive study of multivariate regression and classification methods. These chemometrical methods turn out to have great value when used with numerical representations of molecular systems.

While chemometrics focuses on the statistical analysis of mostly multivariate chemical data, chemoinformatics generally uses the chemical graph as principal representation of molecular data. The previous section has shown that both complement each other when dealing with the understanding and prediction of properties of molecular systems (see Figure 1.2). Bridging the gap between representation of molecular structures or systems composed of molecular structures, and statistical and data mining methods, has shown to be an interesting area of research [33, 34], and standing challenges are discussed in a later section. A growing number of studies, however, use methodologies from both fields to study relationships between molecular and intermolecular information and properties of those systems. The next two sections give two illustrative examples, of the power of combining approaches, and the next chapter discusses a few applications published in recent years, referring to this type of studies as molecular chemometrics.

1.5.1 Example: CoMFA

Comparative Molecular Field Analysis [35] (CoMFA) is the classic example where chemoinformatics and chemometrics meet. The CoMFA method studies interactions of a molecule with its environment, often a binding site of a protein, by putting the molecules in an equidistant grid of points in three-dimensional space. At each point, the interaction energy is calculated using a hypothetical probe, for example, using the Lennard-Jones potential function and the Coulomb potential energy function. It is important to note that, because the molecules are aligned, the interaction similarities of the ligands can be compared, by means of the interaction energies of the same grid point for all molecules. It is clear that
Figure 1.2: While both fields aim at increasing our knowledge about chemistry, chemometrics has traditionally focused on extracting information from analytical data (darker green area), where chemoinformatics focused on structural information of molecules (blue-ish area). Molecular chemometrics (light green area) takes approaches from both to study properties of molecules and molecular systems.

calculating the grid values involves a good deal of chemoinformatics.

Chemometrics is needed when this representation of a molecule in an environment is calibrated against the interaction of the molecule with its environment. For example, when studying ligand binding to proteins in drug design, the binding affinity is often modeled as function of this grid representation. Because of the high collinearity of interaction energies calculated for the grid points and the high variable-to-sample ratio, methods like PLS are required to correlate the matrix expansion of the grid with the activity or property.

1.5.2 Example: classification of enzyme reactions

People have been working on reaction classification since reaction databases have been set up. It was soon realized that graph-based representation of reactions, like the Ugi matrix [15], are not general enough to do database-wide reaction similarity look-up or classification. Because the Ugi matrix describes which bonds are broken, changed or formed, the size of the matrix depends on the type of reaction, and the use of this representation is restricted to reactions which involve an equal number of bonds.
Recently, however, Latino and Aires-de-Sousa have demonstrated an elegant approach to this problem \[36\]. To be able to compare reactions, whatever the amount of bonds are involved, a fixed-length representation is needed. Based on earlier work to numerically represent chemical bonds, they decided to use a Kohonen self-organizing map (SOM) as intermediate step to come to this fixed-length description. This is done by using a so-called MOLMAP \[37\], which is a trained SOM, onto which all the molecular bonds, reactant or product, are mapped. A molecule is then represented by a vector which has a length equal to the number of units of the SOM. The vector values are then determined by the specific mapping of the bonds onto the map: only the units onto which bonds map get a non-zero values, expressed in non-zero values in the corresponding vector position. This results in a sort of molecular fingerprint based on bond type information.

Similarly, this method can be used to represent reactant and product sides of a reaction. Instead of mapping just one molecule, all, for example, reactants are mapped to yield a MOLMAP for the reactant side. Likewise, a MOLMAP is created for product side. Now, the uniform length representation of the whole reaction is done in a similar way as used for the Ugi matrix: subtract the reactant side representation from the product side representation. The resulting vector is of fixed length, and represents the changes in the molecular structures during the reaction. Aires-de-Sousa and Latino showed that this approach elegantly reproduces the manually EC numbering classification of enzyme reactions \[36\].

1.6 Challenges

Despite the successes in molecular chemometrics in recent years, most steps in going from molecular data to chemical knowledge require human interaction: the suitability of representations and analysis needs to be explored on a problem-by-problem basis. Indeed, despite all recent efforts, the field still has several standing challenges: representation of relevant molecular information, validation of models, information loss during storage and exchange, and access to data and method implementations to improve reproducibility. This thesis focuses on the representation, storage and exchange of molecular information, discussed in the next sections.

1.6.1 Representation of Molecular Systems

New representations for molecular systems are continuously being explored to improve prediction results. It still is a challenge to find the most suitable representation for a given problem. If it does not capture the right molecular information, the modeling method will not be able to make the correlation with the property or activity of interest. The modeling method and the representation also influence each other: one representation might be suitable for a particular method, but not for others, and vice versa.

A typical example is the use of spectral similarity between, for example, NMR
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spectra or crystallographic powder diffraction patterns. Such representations are peak-like; although considerable peak shifts may be the result of only minor changes at the molecular level, these may correspond to negligible changes in the property of interest. The analysis methods, however, need to deal with this property of the representation, and incorporate this prior knowledge. For peak-like spectral representations, two similarity measures have been introduced recently that take these shifts into account [38, 39]. Similarly, when modeling binding affinity the chemical graph of the molecule describes exactly which atomic groups are present in the molecule that interact with the protein. However, it does not capture any information on the actual interaction between the ligand and the protein, and a grid-like representation as used in CoMFA might be more appropriate.

Chemometric methods often provide feedback on the usefulness of (parts of) representations. For example, PLS internally determines which variables correlate best with the regressed property. These methods can also deal with non-linearities in the representation-property relationships: SVR methods use kernel functions to allow regression in a more suitable, higher-dimensional space, and various kernels, such as polynomial and RBF kernels, have been used. Specific kernels can be used to deal with particular representations, such as the Tanimoto-based kernel for chemical graph-based fingerprint representations. It is interesting to note that these kernels can be used together with other modeling methods too, such as PCA and PLS. Another often used approach to find a representation relevant to the problem at hand is variable selection, which allows the analysis method to pick descriptors or variables that provide the most accurate or predictive model.

For each new molecular system, the suitability of a chemometrical method and representation needs to be explored. The growing number of methods and approaches available from chemoinformatics and chemometrics makes validation a crucial step in this process. Interpretation of the feedback provided by the analysis methods play an important role here, in addition to statistical measures that quantify accuracy of the models. Validation is discussed in more detail in the next chapter.

1.6.2 Data Storage and Communication

Databases and small data sets are the primary source of molecular information used as input for data analysis. Accurate storage and exchange of this information is of utmost importance. Traditionally, relational database have provided uniform data, with well defined tables of information and clear relations between tables. For example, molecular databases are often defined as one table containing molecular systems as entries. Though storage and exchange of molecular information has been a well established topic in chemoinformatics for some time, the growing amount and the complexity of new data constitutes a continuing challenge. Particularly, earlier approaches did not sufficiently describe the semantics of data, leading to miscommunications, and often did not include metadata, such as details on the original source of the data, and experimental error values.

Moreover, a growing number of studies make use of information from different databases, such as proteochemometrics which models binding affinities as a function of
the molecular structure of both the ligand and the protein [40], and computer-aided structure elucidation which uses different types of spectral methods, like NMR and MS, and even physical properties like chromatographic retention time into account [41]. It is important to realize that combining information sources also means that different sources of errors have effect on the data analysis. Knowledge about the source and type of error may help during the analysis and afterward in the interpretation of results.

Exact specification of the meaning and format of data, referred to as markup, requires standards or common dictionaries and ontologies. Using these methods the sender of data can ensure that the receiver has the means of understanding how the data should be interpreted and may be used. For example, the markup of IR, NMR, and mass spectral information, requires explicit specification of units in which the information is expressed (absorption, intensity), and the range in which the measurement was made (e.g. 0-12 ppm). Such use of specifications still requires, however, a controlled vocabulary to be able to interpret this metadata. This is increasingly important when data sources from multiple disciplines are used.

New formats are needed that allow for this semantic markup of data and metadata. Recently, CIF has become the default format for small-molecule crystal structures. It has a well defined syntax (though not simple), and uses controlled vocabularies to add meaning to the transmitted data. More recently, the Chemical Markup Language (CML) was introduced as general transport layer for chemical data, such as molecular structures [42], molecular spectra [43] and reaction mechanisms [44]. Like CIF, CML allows the use of independent, controlled vocabularies. While this may sound more like an information-technological than a scientific problem, but one may consider the effect of incorrectly combining data sources: the validity of scientific conclusions based on the analysis of such data is questionable. Least of all problems is that one may overlook actual patterns; more serious is the chance that false knowledge is extracted.

1.7 Selected Problems

The previous section highlights the main standing challenges in molecular chemometrics that this thesis focuses on: representation of molecular information, to aid data exchange, analysis, and modeling.

The first topic in this thesis deals with the suitability of molecular representations in property prediction; Chapter 3 describes the validation of the recently proposed use of whole NMR and IR spectra as molecular representation [45]. The chapter critically compares the use of proton and carbon NMR spectra, and compares the prediction results with models built using theoretically derived molecular descriptors calculated with Dragon. Statistical measures for model quality are used for this purpose.

While the first topic looks into representation of molecules, the second study addresses the representation of molecular systems which require incorporation of information on intermolecular interactions. Chapter 4 studies the representation of molecules in
a crystal structure environment, where the relevant information extends beyond a single molecule. Salt bridges, hydrogen patterns and other interactions define the packing pattern, and, as such, the chemical and physical properties of the crystals. Understanding the relationship between the molecular structure, interactions and crystal properties is a hot topic. For example, the prediction of likely crystal structures for a given molecular structure is yet an unsolved problem \[16,17\]. One of the hurdles in this prediction process, is the definition of similarity between crystal structures.

The third topic extends on the second, and studies if numerical representations for molecular systems can be used for property prediction too, similar to QSAR and QSPR studies for single molecules. Chapter 5 describes how supervised SOMs offer an alternative method, with the added advantage that this relation can be visualized in several ways in two-dimensional plots. This in itself can be seen as a representation, similar to the application in MOLMAPs, making the information in the data easily accessible.

The three previous topics assumed the availability of accurate molecular information. To address problems originating from using more than one data source, such as different data types and error sources and types, the fourth topic deals with the markup of molecular information and metadata in a semantic-rich format: chapter 6 discusses the use of the Chemical Markup Language (CML), offering a general scheme for adding information about data units, error and other metadata, and allowing the usage of ontologies or controlled vocabularies to ensure lossless data exchange.

The fifth and last topic in this thesis deals with the (lack of) reproducibility of numerical representations. Chapter 7 discusses this issue and suggests a few methods to improve the current situation. For example, it proposes the use of a common ontology of chemoinformatics algorithms, that enables precise specification of algorithms used in a molecular chemometrical analysis; it would allow, for example, to explicitly indicate which algorithms are implemented in a particular piece of software, such as a program to calculate molecular descriptors. Additionally, reproducibility of numerical representations requires different software packages to use identical atomic properties. The chapter discusses a new and open data repository for isotope and atom type information.

The topics in this thesis only address a selection of the challenges in the field of molecular chemometrics. They show, however, how choosing a proper representation can bridge the gap between chemometrical and chemoinformatical approaches, allowing a tightly intertwined use of methods from both fields.
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Chapter 2

Molecular Chemometrics

This paper reviews literature from the past five years in the field of molecular chemometrics, which applies modeling and data analysis to molecular data. It discusses advances and standing challenges in the fields of molecular representation, similarity and diversity analysis, quantitative structure-activity and structure-property relationship modeling, and library searching.

2.1 Introduction

Molecular chemometrics is the subsection of chemometrics which applies modeling and data analysis to molecular data, such as found in diversity analysis, property or activity relationship modeling and descriptors calculation. The field includes topics as molecular representation, similarity measures for molecular data, database and diversity analysis quantitative structure activity and property relationship (QSAR/QSPR) modeling, including feature selection and model validation, and methods to automate finding and processing molecular data. We have chosen not to incorporate data of molecular mixtures, e.g. found in proteomics, image analysis, sensor data and multivariate calibration in this review, and also to exclude methods, such as quantum mechanical and force field calculations, because these do not include statistic analysis. The topic is not restricted to just data about the molecule itself, but also includes topics in which the molecule interacts with an environment. An example of this are the studies where the binding affinity is modeled by representation of both the molecule and the binding site.

The field shows a large overlap with chemoinformatics, though chemometrics tends to prefer to work with numerical data, and in chemoinformatics other fields of mathematics are strongly represented in chemoinformatics too, such as graph theory. There is also overlap with other informatics topics like data mining in general. Library searching is becoming more important again, now that more and more information is available. Increasingly, this information is available in such formats that machines can process the information, and integrate information from different sources. Extendable Markup Language (XML) applications and ontologies play a major role here, and use cases are found in the representation of molecular structures, as well as other representations of molecular information.

Problems intrinsic to this field originate from a few causes. First, the field has to deal with the huge amount of molecules in chemical space; an often cited estimation of the size of chemical space is $10^{60}$ unique molecules for structures with a molecular mass up to 500 atomic units \[1\]. Moreover, many molecular properties do not solely depend on the molecular structure itself, but may critically depend on influences from outside the molecule. For example, in binding affinity or toxicity modeling, the activities depend on the protein structure and metabolic pathways, respectively. Additionally, the discrete nature of matter at the molecular level is complicating modeling and analysis even further; we no longer deal with macroscopic properties, and simple physical laws, like the Lambert-Beer equation, get much more complicated when dealing with individual molecules.

This review discusses molecular chemometrics and touches other fields, like chemoinformatics and data mining, focusing on multivariate data analysis of molecular data. Developments reported in literature in the last five years are presented, grouped in four topics: molecular representation; chemical space, similarly and diversity; activity and property modeling; model validation; and library searching. Publications can be found in a diverse set of journals, covering many research fields including machine learning, chemometrics, analytical chemistry, bioinformatics, pharmacy and chemical information. While reviews
2.2 Molecular Representation

Central to molecular chemometrics is molecular data. The data describe chemical facts using a scientifically accepted representation. While in the eighteenth century scientists believed matter to be combinations of elements, it is now accepted that molecules are combinations of atoms held together in specific bonding patterns, governed by quantum mechanics [5]. Hence, molecular compounds are no longer identified by a pseudo molecular formula, but more detailed molecular representations are used. Molecular representations are, however, often not suitable to be used directly in data analysis and modeling; instead, descriptors derived from these representations are used which match the data analysis and modeling process. Figure 2.1 shows the relation between these representations and data analysis and modeling, and the role of descriptors in that relation.

Several basic approaches now exist to describe (small) molecular structures, each with specific function and characteristics: the first is a set of three-dimensional atomic coordinates, for example, used in crystallography. The second is the quantum mechanical
representation, where molecular structure is, in principle, a linear combination of atomic orbitals represented with three-dimensional equations, called basis functions. Deriving properties based on this representation require a lot of computation time and scales badly with a growing number of atoms. It is, therefore, not much used in molecular chemometrics; its use is outside the scope of this article. Third is the graph based representation, where atoms are nodes and bonds are edges. The abundant mathematical literature on graph theory make this representation historically successful, and even now used a lot in new research. This representation is unable to represent electron systems that cover more than two atoms, e.g. delocalization and multi atom bonds. These features are important in, for example, organometallic compounds where metals bond to electron systems, instead of atoms directly. Modifications have been proposed that allow electron systems with more than two atoms [6, 7], but application of this representation is not yet common in chemoinformatics.

Many chemometrical modeling methods, however, require a numerical, fixed length, vectorial representation of the molecular structure [8]; the above representations do not fulfill this requirement, and hence derived descriptors have been and still are being developed to bridge the gap between those representations and the mathematical modeling methods. These descriptors allow statistical modeling and analysis with, for example, classical methods like principal component analysis (PCA), partial least squares (PLS), neural networks (NN), and classification methods like linear discriminant analysis (LDA). Only very few methods, such as classification and regression trees (CART), do not require a numerical representation. Using distance-based clustering, is another example, and, for example, the distance measure based on the maximal common substructure: the more substructures two molecules have in common, the smaller the distance.

The currently used representations each have a specific field of application, and seem sufficiently adequate to solve a diverse set of chemical problems. However, all of them have limitations which restrict the applicability. With quantum mechanics on one side and the graph(-like) approaches on the other side, one might suggest there is room for an intermediate representation, allowing new types of derived descriptors for use in data analysis and modeling.

2.2.1 Molecular Descriptions

Todeschini published the *Handbook of Molecular Descriptors* in 2000 [3], giving a broad overview of known molecular descriptors at that time, but a universal descriptor has not been found [9], and the search for new descriptors has not stopped. Depending on the information content, descriptors are usually classified as 0D, 1D, 2D and 3D descriptors. The first category encompasses descriptors that do not take into account the molecular structure, e.g. the molecular mass and atom type counts. Where 2D descriptors are derived from the molecular connectivity, 1D descriptors can be considered a substructure list representation. The last category, 3D, additionally takes into account the three-dimensional geometry of the molecule. Recently, a fifth category has been proposed, 4D descriptors,
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but several different definitions have been given. Todeshini defines the 4th dimension to describe the interaction field of the molecule \[3\], while others reserve this dimension to describe conformations of the molecule \[10\].

That insight in the three-dimensional interaction of ligand with protein cavities is important in the modeling biochemical endpoints, such as binding affinity, became apparent, and computationally feasible, in the last decade. Comparative Molecular Field analysis (CoMFA) is the primary example of this concept \[11\]. The CoMFA method studies molecule-environment interaction by putting the molecules in an equidistant grid of points in three-dimensional space. At each point, the interaction energy is calculated using a hypothetical probe, for example, using the Lennard-Jones potential function and the Coulomb potential energy function. It is important to note that, because the molecules are aligned, the interaction similarities of the ligands can be compared, by comparing the interaction energies of the same grid point for all molecules. Then, PLS is used to correlate the matrix expansion of the grid with the activity or property, though CoMFA is mostly applied to ligand-target binding properties \[12, 13\].

CoMFA requires, however, geometrical alignment of the molecules and only considers one conformation for each molecule, which is only a simplification of reality. Therefore, focus moved on to descriptors that are independent of the orientation of the molecules in its reference frame, and possibly even include information of multiple conformations. This was already acknowledged in 1997, for example, by Hopfinger who made a scheme which incorporated some ideas from CoMFA, but which also was alignment independent, and took into account multiple conformations \[14\]. Based on this concept Senese developed a 4D-fingerprint \[15\], which uses single value decomposition to transform the aforementioned representation. This vector representation still contains geometrical information about the possible conformers of the molecule.

In the last five years several new descriptors have been published. Bursi proposed the use of experimental or simulated infrared and 1D NMR spectra as molecular descriptor \[16\]. Most commonly used is the whole spectrum approach \[16, 17, 18, 19, 20\], which takes the whole spectrum as descriptor. Alternatively, the chemical shift of an atom present in all compounds can be used \[21, 22\]. The advantage of this method is that it explicitly focuses on information relevant to the problem; for example, when modeling chemical reactivity, one can take the chemical shift of an atom close to the reactive center. Spectrum-derived descriptors are used too, such as the accumulative differences in peak shifts of nuclei in octanol and in water to model the partition coefficient between those solvents \[23\]. The whole-spectrum approach was recently shown not to be suitable for all applications \[24\].

Not only new 3D descriptors have been introduced, but also new 2D connectivity-derived descriptors have been developed. For example, Faulon introduced the molecular signature which describes molecules by a vector of integers \[25\]. The length of the vector is determined by the number of unique fragments in the data set. Each integer, then, indicates the number of occurrences of the fragment in the molecule. The fragments themselves are called atomic signatures, and are line notions of the connectivity of that atom, very much like the HOSE code \[26\]. While substructure-based fingerprints only list
the occurrence of a number of fragments, the signature describes fragments for all atoms, and therefore, the full connectivity of the molecule. Randic used a specific counts paths of length three descriptor to model the boiling points of alcohols [27]. The include the steric hindrance around the oxygen he counted paths which included this oxygen; more path counts indicates more hindrance. Use of counts paths descriptors is not novel, but this example shows how descriptors can be customized for a specific problem.

Mansfield proposed a new class of 84 shape descriptors based on the volume distribution in three-dimensional space [28]. In itself, these descriptors are dependent on the alignment, which can be used to align molecules such that their volume distribution show the best overlap. Tuppurainen introduced the electronic eigenvalue descriptor which describes molecules by a smoothed function of the orbital eigenvalues put on an electron volt scale [29]. This descriptor is alignment independent and represents electronic substituent effects. The article shows the application in three QSAR studies for phenyl containing molecules. Stiefl developed a descriptor that represents molecules by a one-dimensional transform of a property mapped on the molecular surface [30]. The one dimensional mapping is to make the descriptor orientation independent, and shows the number of interactions between surface points, split up by distance between points, and the type of interaction, e.g. an interaction between a hydrophobic and a hydrophlic surface point.

Descriptors are a projection of the information in the molecular representation onto a lower dimension space, and, therefore, they inherently focus on a specific part of that information. Though many have theorized about this, and ideas and assumptions are present, it is generally still difficult to pick the right descriptor (set) for a given chemical problem. Should global information be taken in account, or local information, or the right mix of both? This limited understanding of how things work at a molecular level even becomes worse if the molecule starts to interact with an environment. Is only one specific conformer important, and if so, which one? Or is the system much more dynamic and should this be taken into account too, for example, when modeling the binding affinity of a ligand with a protein when this protein is also receptor at a different location, affecting the binding cavity of this ligand and thus the affinity? Much of this is unexplored territory.

### 2.2.2 Beyond the molecule

The use of descriptors to model molecular properties is not restricted to QSAR and QSPR. Other fields are picking up these descriptors too, e.g. in the field of proteomics, where Lapinsh and Prusis developed an extension of QSAR coined proteochemometrics [31, 32]. In this method, binding affinities are modeled on both the structure of the ligand, small peptides in this case, and the structure of the receptor. They found that including cross terms of the ligand and receptor descriptor blocks significantly improved the models, not surprising for binding affinity modeling, and stresses that binding affinity is a close interplay between both actors.

Crystallography is picking up statistical modeling methods too. For example, Habershon used a neural network to predict unit cell parameters from a powder diffraction pat-
terns \[33\], using a pattern recognition approach. Willighagen used a novel representation for molecular crystal structures and hierarchical clustering methods to classify experimental and simulated crystal structures \[34\]. Wehrens used powder diffraction patterns to classify molecular crystal structures using a self-organizing map \[35\].

Molecular reactions are another area where data analysis and modeling is taking off. While rule-based analysis and classification of reactions has been around for quite some time (see e.g. \[4\]), the use of numerical representation in computational classification and modeling of reactions took off in the nineties, when Chen and Gasteiger used neural networks to classify a number of organic reaction types \[36\]. A year later they published a method that used a self-organizing map to classify organic reactions \[37\], where reactions were represented by a set of physical parameters for common atom in the reaction center on the reactant as well as the product side. The system was unable to classify reactions sets which did not have an atom in common. Zhang and Aires-de-Sousa addressed this problem by using a second self-organizing map, to map the reactant and product sides onto a fixed length representation \[38\]. The reaction itself can then be represented as the difference vector of the reactant and product sides. Using this approach, they were able to classify the metabolic reactions on a genome scale \[39\] and match this with the empirical EC numbering scheme \[40\].

As more and more experimental data becomes available, data analysis and modeling will become more important in a whole range of new scientific fields. The few mentioned in this section are just examples of what we can expect in the coming years.

### 2.3 Chemical Space, similarity and diversity

Chemical space is the term used to indicate the set of all possible connection tables, given a molecular formula \[41\]. The more atoms in this formula, the larger the number of possible connection tables. It is generally impossible to count the actual number of possible isomers, though attempts have been made to enumerate subsets of chemical space. Applications of the chemical space concept are found in many parts of molecular chemometrics, such as clustering of molecules, diversity analyzes, subset selection and structure enumeration.

Especially in structure-activity modeling it is a well-established assumption that structurally similar compounds are likely to exhibit similar properties \[42\]. However, biochemical activity does not just depend on the molecular structures, e.g. acknowledged in the earlier discussed proteochemometrics, and structures can bind in different ways to binding sites. The similarity paradox states that small changes in the structure can lead to large difference in activity \[43\]. The study of structural similarity is an extensive field; this review will not give a full view on this subject, and readers are recommended to read one of the comprehensive reviews available in literature, e.g. by Nikolova \[43\], Bender \[42\] or Maldonado \[44\]. Instead, it will highlight the function of similarity measures and show interesting developments in this field.

A similarity measure, the quantifier of similarity, is made up of two components: a
representation of the relevant molecular information, discussed earlier, and an index or
coefficient suitable for this representation. Well-known similarity measures include the
Euclidean distance for continuous-valued representations, and the Tanimoto coefficient for
binary representations, such as fingerprints. An example which shows that a proper coef-
ficient should be used, is the use of the weighted cross correlation when comparing crystal
structures on the basis of an electronic radial distribution function \[34\]. The representa-
tion resembles a peak-like spectrum in which small peak shift indicates a small structural
change; a Euclidean distance measure would fail to properly describe the structural simi-
larity. The same problem is encountered when crystal structures are represented by their
powder diffraction pattern \[45\].

An important application of similarity is diversity analysis. Especially in library
design and subset selection, diversity is regarded an important feature, for similar reasons
as those in experimental design. The goal of library design is to set up a library of
molecular structures with a highest possible diversity, to achieve the largest coverage
of chemical space. Another application is subset selection is which can be used to define
independent test sets in activity and property modeling. Again coverage of chemical space
is the goal. The analogy with experimental design is confirmed by the overlap in methods
used; for example, D-optimal designs have been used for subset selection too \[46\]. Olsson
introduced an improvement on this design, that addresses the occasional redundancy and
replication \[47\].

Though several diversity and similarity measures have been developed in the past,
the applicability all depends on the descriptors used, and the chemical problem for which
they are used. For example, one can use the similarity in chemical space, but for biochem-
ical activities this might not be the right measure. The same holds for diversity, and both
will continue to evolve together with the use of new descriptors and the use in new fields
of research.

2.4 Activity and Property Modeling

Although the idea of relating physical properties to molecular structures dates from the
19th century \[44\], the first mathematical model was developed by Wiener for boiling
points of paraffins \[48\] only in 1947. Hansch was the first to model a biological activity,
when he correlated toxicity of benzoic acids to their structures \[49\], seventeen years later.
Modeling physical properties and biochemical activities is still a topic that receives a
lot of attention. As discussed above, the search for new descriptors is still ongoing, as
is the search for new modeling methods. Common methods used include multilinear
regression (MLR), principle component regression (PCR), partial least squares (PLS) and
neural networks (NN) for regression, and k-Nearest Neighbors (kNN), classification and
regression trees (CART), linear and quadratic discriminant analysis (LDA, QDA) and
soft independent modeling of class analogy (SIMCA). Regression methods are also used
for supervised classification. Often, these methods are combined with feature selection
methods, discussed later.
A method that has received growing attention is Support Vector Machines (SVM), originally developed by Vapnik [50]. Two types of SVM’s have been developed: one that finds a hyperplane that separates two classes; and another one for regression, often referred to as SVR. While this hyperplane is linear in itself, the hyperplane can be sought in a space of higher dimension than the original data. The transformation of the data into this high-dimensional space is, and that is the elegance of the SVM method, equivalent to a formulation involving a so-called kernel function. Using such kernel functions makes SVM able to fit nonlinear behavior. Note that the use is not restricted to SVM, and can be used with partial least squares (PLS), too [51]. While most SVM applications use the radial distribution function (RBF), other kernels are available too, like the polynomial, anova [52] and Pearson IV [53] kernel. The latter is attractive as it can mimic both the RBF and the polynomial kernel. Any function that yields semi-definite kernel matrices can be used as kernel in SVM, allowing the use of chemoinformatics-specific kernels. For example, Lind et al. used a kernel based on the Tanimoto distance measure [54].

The number of articles that use SVM or SVR in QSAR and QSPR is steadily growing; this review cites a selection of the earlier studies. Serra found that SVM performed better than k-NN in classifying molecules according to their clastogenic behavior [55]. Byvatov compared SVM with neural networks in a drug/non-drug classification problem and found that SVM was slightly better [56]. Because SVM defines one hyperplane, it can only classify two classes. A common approach for dealing with more than two classes, is to make an one-against-all model for each class. For example, Ivanciuc used SVM classification for a three class odor problem [52]. Support Vector Regression (SVR) is an adaption of the SVM algorithm [57], and allows making regression models, where the hyperplane regresses through the data points. Burbidge was one of the first to apply SVR on structure-activity relationship data [58], and compared the performance of the method with C5.0 decision trees and neural networks, and found that SVM performed best. Bennett used SVR to model the retention times of proteins on an anion-exchange chromatography system [59].

Classification of molecules into two categories, can also be performed by a method called substructure mining. The method uses subgraph searching to find molecular fragments that are specific for one of the classes. An important feature of these methods is that the resulting model is easily interpreted; substructures can directly be related to the modeled end point. Since the number of possible substructures is enormous, these graph mining methods start from the data set itself and only consider substructures found. Kazius used this approach to predict mutagenicity [60], and Borgelt developed an algorithm that performs such a search to predict anti-HIV activity [61]. To reduce the number of substructures even further, only linear substructures, paths, may be considered, considerably speeding up the analysis [62].

While a lot of modeling methods have been tried in the past, it generally is still difficult to capture certain features of the data to model, including non-linearities and different modes of actions of the molecules itself. While the former can be addressed by using non-linear methods, or non-linear kernels as, for example, used in combination with PLS and SVR, the latter can be addressed by making local or sub models. Making
physically and (bio-)chemically relevant local models, explaining different modes of action, is one of the challenges we face in the next years.

2.4.1 Dimension Reduction

Calculating hundreds, if not thousands, of descriptors has become feasible with the modern computing power, and the general lack of understanding which molecular information is important, makes feature selection a continuing challenge. Feature selection, or variable selection, is a popular way to reduce the number of variables to be used in a model and is an alternative to, for example, PCA where linear combinations of variables are sought to describe the data efficiently. Feature selection has the advantage that the selected features are easier to interpret than linear combinations. Selections can be made such that the variables are orthogonal, or such that they contain most additional information content, e.g. calculated using the Shannon entropy. More importantly, the number of possible selections increases more than exponential with the number of variables to choose from.

Feature selection is, in essence, an optimization problem in which the goal is to find a subset of features, or variables, that give the best performance, e.g. for building QSAR models. Reasons to do this include model interpretability and reducing chance correlation. Classical methods include forward selection, in which one starts with zero variables, and the one variable gets added that improves the model performance most. Likewise, in backwards elimination one starts with all variables, and the one variable get deleted that reduces the model performance least. To reduce ending up in local minima, the stepwise method can be used, which starts by forward selection, but allows elimination of earlier added variables after each addition. However, these methods often end up in local optimal.

Because feature selection is, in essence, an optimization problem, global optimization methods can be used too. For example, genetic algorithms (GAs) have been used a lot for this purpose. Xu compared GAs with classical variable selection methods and found that the former performed better than the classical methods. Other optimization methods used for feature selection include tabu search and simulated annealing. Recently, other optimization methods have been applied too, including ant colony optimization, and particle swarm optimization. Like genetic algorithms, these methods evaluate variable subsets by making a new regression or classification model, using a prediction error measure, as discussed later. Alternatively, Byvatov used SVM to calculate the importance of features based on the support vectors, where features with a low importance were removed.

2.4.2 Model Validation

With a growing number of descriptors, modeling methods and feature selection methods, statistically sound performance estimation of classification or regression models is crucial.
This section discusses new insight and validation approaches from recent literature. Modeling methods are designed to make the best fit, and are not concerned with underlying physical and chemical principles, nor do they care about the so-called combinatorial explosion with a growing number of dependent variables. Consequently, overfitting is a serious risk [70]. Leave-one-out (LOO) and leave-more-out (LMO) cross-validation, also called k-fold cross-validation, have become increasingly popular. Baumann noted that while LOO performs well when selecting among a few alternatives, it yields overfitted models when used for feature selection [70]. In all cases, an independent hold-out test set, not used in any step of the training process, should be used to estimate the final performance of the model, though it is noted that for small data sets one loses predictive power [71]: Hawkins studied the behavior of the cross-validation $q^2$ and the $R^2$ for the independent test set, and proposed that with 100 or less compounds in the data set, only cross-validation should be used. Golbraikh further discusses the use of $q^2$, and argues that this statistic shows little correlation with predictive power [72].

Cross-validation is not the only available method, and others include y-randomization [73], and bootstrapping [74]. Mevik compared several prediction error estimators, amongst which LOO cross-validation, k-fold cross-validation, and three bootstrap based methods, for situations where the number of variables exceeds the number of objects [75]. Though differences are small, he recommends LOO cross-validation or the 0.632 bootstrap estimate, unless computational demand is too large, in which case LMO is a viable alternative. Several groups have worked on general guidelines for building QSAR and QSPR models, often consisting of a combination of a few performance statistics, like those mentioned here. The reader is pointed to articles by Todeschini [76], Eriksson [77], and Tropsha [78].

Statistical and machine learning modeling methods do not try to understand underlying physical and (bio-)chemical concepts; instead, they try to make the best fit between the sets of data, often molecular structures and some property. With large numbers of variables to describe molecular information, the chance to find a combination of them that correlates with the modeled activity explodes, even if the are unrelated to the physical and chemical concepts. This danger is addressed by using cross validation and test sets, and generally using data sets with more objects, which is becoming feasible with high-throughput experiments. Nevertheless, making scientifically sound and interpretable models is still an exciting challenge.

### 2.5 Library Searching

Lavine identified *Library Searching* as one of the key areas of chemometrics in 1998 [79], though the topic did not return in his later reviews [80, 81, 82]. Library searching is finding information in one or more libraries of data; with respect to molecular chemometrics, these libraries contain molecular information, such geometrical structures, spectra and physical and biochemical properties. Any of these can occur in literature, and sets of articles and abstracts are explicitly considered an (electronic) library in this review. To a large
extent these libraries are strictly formatted, for example, using relational databases from which extraction is easy. However, with the growing amount of diverse data produced in experimental work, a growing interest in sharing data on the Internet, and the trend towards a Semantic Web, data retrieval has become increasingly important.

Berners-Lee envisioned the Semantic Web in 2002, a future where information on the Internet is machine-readable, that is, where the information has semantic meaning [83, 84]. For example, a client program would not just be able to retrieve safety information on a molecule, but it could also give suggestions where the compound could be bought, what biological processes it is involving, how it could be synthesized, etcetera. While most of this information is already available on the web, such client software is currently not generally available. Returning to our molecule query, the following problems exist: data bases do not use one unique identifier for a particular molecule; chemical information is not stored in a well documented format; information does not have clear semantic meaning; information is not freely available [85, 86].

The last problem is slowly being addressed by a growing number of open access databases (see Table 2.1). The information available from these data bases is diverse, and includes crystal structures, biological activities and binding information, metabolic relations, NMR spectra and reaction mechanisms of enzymatic reactions.

<table>
<thead>
<tr>
<th>Database</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChemDB</td>
<td><a href="http://cdb.ics.uci.edu/">http://cdb.ics.uci.edu/</a></td>
</tr>
<tr>
<td>KEGG</td>
<td><a href="http://www.genome.jp/kegg/">http://www.genome.jp/kegg/</a></td>
</tr>
<tr>
<td>Ligand.info</td>
<td><a href="http://ligand.info/">http://ligand.info/</a></td>
</tr>
<tr>
<td>MACIE</td>
<td><a href="http://www-mitchell.ch.cam.ac.uk/macie/">http://www-mitchell.ch.cam.ac.uk/macie/</a></td>
</tr>
<tr>
<td>NMRShiftDB</td>
<td><a href="http://nmrshiftdb.org/">http://nmrshiftdb.org/</a></td>
</tr>
<tr>
<td>RCSB PDB</td>
<td><a href="http://www.pdb.org/">http://www.pdb.org/</a></td>
</tr>
<tr>
<td>ZINC</td>
<td><a href="http://blaster.docking.org/zinc/">http://blaster.docking.org/zinc/</a></td>
</tr>
</tbody>
</table>

Table 2.1: Some examples of open access databases with molecular information.

It is noteworthy that although these data bases are open access, not all of them allow the content to be replicated, modified and redistributed, like in open source software, but it shows at least a new trend compared with previous decades where chemical database were mostly proprietary and expensive. Library searching is, obviously, not restricted to open access data bases, but is applicable to proprietary data bases too (an overview of those is found in [4]). A bigger challenge is the lack of a uniform access to both types of data bases. Access is not always available other than via a web interface or a custom program, making it difficult for machines to retrieve information. The use of semantic markup languages, mostly using the XML syntax, should change this. For molecular information the Chemical Markup Language [95] is receiving growing interest. For example, it is used to distribute physical properties of isotopes and elements [86], storage of reaction mechanisms [96], and enrichment of blogs and news feeds with chemical content [97].
2.6. Conclusion

Instead of making access to the data uniform, using web services and XML languages, one could also take another approach: trying to write a computer parser algorithm that takes unformatted documents, and to extract information from text, tables and figures. Given the huge amount of electronic journal articles in PDF format available now, this, though difficult, might proof very fruitful [98]. Townsend used this approach, and developed a system that uses regular expressions to extract information from experimental sections of articles [99]. Karthikeyan developed a system for finding chemical information on the Internet [100], also using regular expressions.

Finding information on an individual molecular structure has become easier too, with the publication of the InChI [101]. This unique molecular identifier will likely have an important function in the chemical semantic web [84]. Because most of current literature does not use such a unique index, one has to rely in IUPAC names, trivial names, and other naming schemes [98], and finding literature related to a query compound on just such names is not optimal. Singh uses both textual as well as molecular descriptors to address this problem, and defined a similarity measure between the query molecule and articles based on both pieces of information [102].

2.6 Conclusion

The research field of molecular chemometrics shows overlap with chemoinformatics, pharmaceutical studies, chemometrics and bioinformatics. Literature is scattered over a number of journals and the number of books in this area is increasing too. This review gives a view on the current trends in this field, and only a glimpse of the literature published in the past few years. The trends include the ongoing search for new ways to describe molecular structures, and, in a growing amount, molecules in some environment, for new multivariate modeling methods, and for new methods to deal with the ever growing amount of data in databases and on the Internet.

Though many of the problems have been addressed in literature, several important ones are still standing. For example, molecular chemometrics has to deal with an increasing amount of data to be analyzed and modeled. With the size of chemical space in mind, one cannot anticipate this amount to level off soon. The increase in computing power will not come close to what is needed. Consequently, more powerful searching, mining, feature selection, modeling and validation methods will become increasingly important.
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Chapter 3

On the use of $^1$H and $^{13}$C 1D NMR spectra as QSPR descriptors

Recently, 1D NMR and IR spectra have been proposed as descriptors containing 3D information. And, as such, said to be suitable for making QSAR and QSPR models where 3D molecular geometries matter, for example in binding affinities. This article presents a study on the predictive power of 1D NMR spectra-based QSPR models using simulated proton and carbon 1D NMR spectra. It shows that the spectra-based models are out-performed by models based on theoretical molecular descriptors, and that spectra-based models are not easy to interpret. We therefore conclude that the use of such NMR spectra offers no added value.

---

3.1 Introduction

After several decades, methodological research on quantitative structure activity/property relationship (QSAR and QSPR) modeling still receives much attention [1]. Focus has been both on new modeling methods, e.g. support vector regression [2], as well as on describing the molecular structures. Even though many theoretical molecular descriptors have been developed in the past to represent molecular structures in mathematical models, new descriptors are being introduced every day. While some descriptors are more useful in some applications, no general descriptor type is available that can be used for all QSAR/QSPR studies.

Descriptors capture certain features of the molecular structure and are often categorized into descriptor classes according to the information they represent [3]. The first class of descriptors, including the Wiener index and the Kier shape descriptors, represents topological properties of a molecule. These only describe the connectivity and not the geometry. The second class represents descriptors which describe geometrical properties and contains descriptors like WHIM descriptors and solvent-accessible surface areas. Such descriptors are often named 3D descriptors, while the former are 2D descriptors. The third class of descriptors contains the electronic descriptors, describing the electronic features of the molecules. Examples include the HOMO and LUMO energies, and electronegativity. The fourth and last class of descriptors contains features derived chemical formula, like atom counts.

While such a classification is somewhat artificial, the notion that a descriptor may represent geometrical information instead of just topological information is important. If the modeled activity is highly depending on the 3D geometry of the molecule, which is, for example, the case with binding affinities, the descriptors need to represent geometrical features of the molecules. When the 3D geometry is relatively unimportant, for example in the case of solubility, then such features need not to be present in the descriptor set in order to obtain predictive models.

Recently, IR and 1D NMR spectra have been proposed as 3D molecular descriptors [4] in QSAR modeling. Both spectra types show unique spectra for different compounds. Moreover, these spectra depend on the 3D geometry of the molecules, which can, for example, be seen with the low temperature NMR spectrum of cyclohexane where the axial and equatorial hydrogens show different chemical shifts. Additionally, the through space spin-spin coupling in proton NMR is used as a restriction in elucidating 3D protein structures. From these examples it can be concluded that spectra indeed contain 3D information, but unlike grid-based representations, such as CoMFA [5], spectra do not require molecular alignment prior to analysis, simplifying the model building considerably. It is questionable, though, whether this 3D information is useful and relevant for modeling the activities or properties.

QSAR and QSPR models correlate molecular structures with a measured activity or property using numerical descriptors, attempting to capture the relation between the chemical and physical information in the descriptors with that activity. When modeling
water solubilities or partition coefficients, the model will focus on descriptors describing features that have a high influence, positively or negatively, on the activity. Consequently, when using NMR spectra as descriptors, the modeling method will find shift areas which correlate with the activity. For example, if $^1$H NMR are used as descriptor, the peak shift areas where phenyl protons are found, are expected to negatively correlate with the water solubility and positively with the octanol/water partition coefficient.

$^1$H NMR and $^{13}$C NMR spectra have been used in several QSAR and QSPR studies [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. Three different methods have been used in those studies to include NMR descriptors, though other approaches can be considered too. Most used is the whole spectrum approach [4, 6, 7, 8, 9, 10, 11, 12, 13, 14]. As explained in the previous paragraph, shift areas will then correlate with the modeled activity. Optionally, specific features of the spectrum can be selected, for example, a few areas where relevant information is found.

A second method that uses NMR spectra, uses the chemical shift of an atom common to all compounds [15, 17]. The advantage of this method is that it explicitly focuses on information relevant to the problem; for example, when modeling chemical reactivity, one can take the chemical shift of an atom close to the reactive center. Obviously, this method is restricted to homologous compound series, and that peaks need to be assigned, restricting its general use.

A third method that uses NMR spectral information, is specific for modeling the logarithm of the partition coefficient between octanol and water (logP) [16]. In this research advantage was taken from the fact that compounds have different NMR spectra in the two solvents. By summing the differences in chemical shifts for the atoms have in the two solvents, an estimate is made of the solvent effects on the whole molecule. This difference was used to model the activity, though the influence on the predicted activity is rather small, if significant.

Generally, small data sets were used in these QSAR and QSPR studies, in many cases without independent test sets, making it hard to study the true predictive power of the constructed models. The current article studies the potential of the proposed use of simulated $^1$H NMR and $^{13}$C NMR spectra as molecular descriptor and compares it with theoretically calculated molecular descriptors, derived from a symbolic representation of the molecules, in this case the connection table. Three data sets are used, of which three contain a diverse set of more than 100 compounds, and have physical properties as end points. For these data sets any possible 3D information in the descriptor is unlikely to be important. Results for a fourth data set with binding affinities as end point (used in the original NMR-QSAR article, [4]), for which such 3D information would be important, has been left out because modeling the activity was unsuccessful with any descriptor used. For all data sets an independent test set is used to be able to estimate the true predictive power. As in most relevant literature, we used full spectra: it does not require peak assignment, nor one or more atoms to be common to all compounds. Other approaches used in literature did not show clear advantages over the full spectrum approach, and are not further considered in this paper.
3.2 Experimental

3.2.1 Methods

1D NMR spectra have been simulated with ACD’s $^1$H Predictor and $^{13}$C Predictor version 7.0. Proton NMR spectra were scaled to a resolution of 0.05 ppm per data point in the range of 0 to 11 ppm using custom scripts, resulting in 220 variables. Likewise, carbon NMR spectra were scaled to a resolution of 1 ppm in the range of 1 to 220 ppm, also giving 220 variables.

Theoretical molecular descriptors are calculated with Dragon 5, though alternatives are abundant including open-source variants like JOELib and the CDK [18, 19]. Binary and constant descriptors are removed, resulting in about 1200 to 1300 descriptors, depending on the data set, from which 220 descriptors were randomly selected, to give a descriptor set with the same number of variables are the NMR sets. We used models based on these descriptors for benchmarking only, because it was not our goal to make optimal models based on these descriptors. Therefore, we explicitly did not do feature-selection on these descriptors, as is usually done. Columns were autoscaled in order to make each descriptor equally important.

The Dragon 5 program defines 20 different descriptor classes. Replicate random selections for the data sets at least 18 of all descriptor classes represented (not shown). This indicates that the used subset of 220 descriptors has a high diversity in information content, including constitutional, topological, connectivity, geometrical descriptors and many others, covering molecular properties that correlate with dipole moment, weight and hydrophobicity. For completeness, the random selections for the three data sets used to calculated the presented results, are found in the Supporting Information.

The amount of information in the X matrices for the descriptor sets is first studied by investigating the mathematical ranks of those matrices. The maximum rank equals the lower value of the rows and columns of the matrix. A matrix rank lower than this maximum indicates correlation in the matrix in either the columns or the rows. By comparing ranks for the different descriptor types, the differences can only be caused by correlation between columns.

Partial Least Squares (PLS) [20] was then used to make mathematical models that relate the molecular descriptor set (X matrix, consisting of either spectra or theoretical descriptors) with the activity (Y vector). To pick the number of latent variables for the model, we used the root mean square error (RMSE) of leave-one-out cross validation (LOO-CV). This is done using an automatic procedure that picks the lowest number of LV’s that has a cross validation error is lower than one standard deviation above the absolute minimum in that error [21]. This might not be the optimal decision, as choosing the best number of LV’s is a difficult problem, but at least it is conservative and consistent.

To validate the performance of the different types of descriptors, several statistics are monitored that describe the differences in predicted and real activity: the, in QSAR/QSPR
3.3. Results

Research commonly used, $R^2$ and $Q^2$\footnote{22} and the root mean square error of cross validation (RMSECV) and of prediction (RMSEP). The RMSEP is used to get an independent estimate of predictive power of the model for unknowns. For each data set, five random divisions in training and test sets have been used to get an estimate on the errors on these statistics due to these divisions.

The RMSE values for the models are compared with a no-information limit which is calculated from the activities for a data set. It considers a QSPR model where the predicted activity is the mean activity for all compounds in the data set, i.e. $y_{pred} = \bar{y}$. Obviously, the RMSE of a truly predictive PLS models should be significantly lower than this limit.

Calculations have been performed in the statistical program R 2.1.0\footnote{23} on a dual AMD64 processor system running the 64 bits Debian GNU/Linux 3.1 (sarge) operating system. The pls.pcr package was used for building the PLS models\footnote{24}.

3.2.2 Data

This article presents the results of three data sets. These data sets were used to compare the power of NMR spectra in QSPR modeling to theoretical molecular descriptors. The first data set, called WS, contains 431 compounds with aqueous solubilities. This set is a subset of a published test set that was selected on diversity\footnote{25}. Models were trained with 400 compounds, and the remaining 31 compounds were used as test set. The second data set, called BP, contains 269 heteroatom-containing compounds excluding nitrogen compounds (data set II from\footnote{26}) with associated boiling points. Eight compounds from the original data set lacking any hydrogens were removed. A test set with 42 compounds was used, while training models was done with 227 compounds. The third data set, called LogP, contains 154 compounds with associated log P values\footnote{16}, the partition coefficients between octanol and water. Models were trained with 120 compounds, and the remaining 34 compounds were used as test set. Activities and InChI’s for these three data sets can be found in the Supporting Information.

3.3 Results

3.3.1 Data rank

The median ranks of the training X matrices for the five random training/test set divisions are shown in Table\footnote{3.1}. For all data sets, the rank for the Dragon descriptor set was found to be equal or close to the minimum of the number of rows and columns of the matrix. For proton NMR the rank was lower, and for carbon NMR the rank was lowest. This indicates that carbon NMR shows most correlation. Dragon descriptors show the least correlation of all three descriptor types. Less correlation does not directly mean better PLS models, though. That the ranks for the NMR spectra are lower than the maximum is
Table 3.1: The median ranks of five randomly chosen training sets for descriptor types for the three data sets. The limit is the maximal rank possible for that descriptor type and data set. Clearly, Dragon-based descriptor matrices are always of nearly full rank, which indicates a high amount of uncorrelated information.

not surprising. Spectra normally have shift areas where no peaks are found. Those matrix columns have zero intensity for all compounds, and are obviously correlated.

3.3.2 Predictivity

The RMSECV plots to select the number of latent variables for the three descriptor types typically look like those for the LogP data set shown in Figure 3.1. Error plots for carbon NMR and Dragon models show that the RMSECV drops with the first few number of latent variables, after which it stabilizes and then increases. This can be explained by assuming that the first few LV’s add information to the model, after which the model starts to be overtrained. For Dragon-based models, typically 6 or 7 LV’s are chosen and for carbon NMR-based models typically 3 or 4 LV’s are chosen. The error plots for proton NMR look different: the error rises from the first or second LV on. For this descriptor type, only one or two LV’s are chosen.

The performance of the models is studied using several statistics. Five replicate training/test set divisions are used to allow comparing calculated statistics; a small improvement in one of the statistics might not indicate a significant improvement of the model. Taking into account the errors on the statistics is important when picking one model over another.

When looking at the $R^2$ and $Q^2$ values (see Figure 3.2) for the WS, BP and LogP data sets, it is apparent that it was not possible to create acceptable models based on proton NMR, as shown by the low $R^2$ and $Q^2$ values. While carbon NMR based models perform reasonably, they are still outperformed by the Dragon-based models which have higher $R^2$ and $Q^2$ statistics. Only the Dragon-based models have statistics approaching the optimal value of 1.0. It is also clear that the error due to the choice of the training/test set division is much smaller than the differences between the three descriptor sets. This strengthens our conclusion, that the differences between the descriptor sets are significant.

These results are confirmed by the RMSECV values and the independent RMSEP’s for the independent test sets as shown in Figure 3.3. The RMSE values show that proton NMR in general does not show a prediction performance significantly better than the no-information limit provided by the $y_{pred} = \bar{y}$ model. Also, in agreement with the $R^2$ and $Q^2$ statistics, is the observation that carbon NMR performs reasonably, but is outperformed
Figure 3.1: The chosen number of latent variables is based on the LOO-CV error. The LogP plots for the three data sets are representative for the other data sets. The red line indicates one standard deviation above the absolute minimum in the LOO-CV error used to choose the number of latent variables for the PLS model, which is indicated by the green line.
Figure 3.2: The internal performance statistics $R^2$ and $Q^2$ for the three data sets, each with five random training/test set divisions. In all cases the Dragon-based descriptors clearly perform best.
by the Dragon-based models, which clearly have lower prediction errors.

In addition to looking at numerical prediction error differences, one can also look at $y_{\text{measured}} - y_{\text{predicted}}$ plots. For the WS, BP and LogP data sets, the three plots for the different descriptor sets look similar to those for the LogP data set shown in Figure 3.4. The recall, i.e. the prediction of the training samples, is plotted with black open circles, and the test set predictions are drawn with red dots. These plots confirm that proton NMR-based models do not improve significantly on the $y_{\text{pred}} = \bar{y}$ model. The plot for carbon NMR shows regression around the $y_{\text{pred}} = y_{\text{measured}}$ line, but the regression is clearly better for the Dragon-based models. The results in Figure 3.4 are based on one random test set, but are representative for other training/test set divisions.

### 3.3.3 Model interpretation

In addition to looking at the predictive power of the models, the explanatory nature of the models is often informative too. In PLS this is done by looking at the regression vectors. In NMR one would expect shift ranges with high positive coefficients, where peaks occur characteristic for molecular fragments, positively affecting the activity; and ranges with high negative coefficients for groups which negatively affect the activity.

Such shift ranges are found for carbon NMR, as shown in Figure 3.5 for the LogP data set. Chemical shift ranges where peaks are to be expected for molecular fragments with electron withdrawing atoms, like C-O and C=O, have a negative influence on the calculated property. Additionally, ranges where hydrophobic groups, like CHx and C=C, are found, show positive coefficients. The regression coefficients do not seem to provide information beyond the observed influence of these molecular atom groups. The blue lines indicate ± standard deviation for the five random training/test set divisions, and show that the patterns are found for all five replicates.

Proton NMR also seems to show some pattern. Clearly, the area between 3 and 4 ppm has positive contributions. In this area, shifts are expected for protons connected to carbons that bond with heteroatoms, like oxygen and nitrogen, indicating a positive effect of polar groups. This contradicts the interpretation of the PLS coefficients for the carbon NMR models. Moreover, the coefficients are three orders of magnitude smaller than those for the carbon NMR models. Even though the regression vector seems to contain information, proton NMR spectra are not predictive.

The regression vector of the Dragon-based model was sorted in ascending order to allow easier interpretation of the significances of the coefficients. As it is not the intention to produce the best possible models based on theoretical molecular descriptors, we will not discuss which individual descriptors had high (positive or negative) coefficients. We do note that for all build models, the 20 descriptors with highest coefficients represent at least 8 different descriptor classes, with an average of 10. It is important to note that all descriptors with high coefficients show this for all five training/test set divisions. From these results, we conclude that by randomly picking 220 descriptors from the larger set, predictive models can be constructed. We anticipate that by carefully selecting descriptors...
Figure 3.3: The cross-validation and test set performance statistics RMSECV and RMSEP for the three data sets, each with the same five test sets as in Figure 3.2. The horizontal line indicates the no-information limit defined by the $y_{pred} = \bar{y}$ model.
3.3. Results

Figure 3.4: The \( y_{\text{measured}} - y_{\text{predicted}} \) plots for the three descriptor types, proton and carbon NMR and Dragon, for the LogP data set. These plots show that Dragon-based models outperform the NMR-based models: the predicted activities are much closer to the expected values, indicated by the \( x = y \) line. These figures are based on one random test set and are typical for other training/test set divisions.
Figure 3.5: The mean PLS coefficients for the three types of spectra calculated from the five replicates, including ± standard deviation (blue lines). The coefficient vector for the Dragon descriptor set was sorted by size to show more clearly the significance of the most negative and most positive Dragon coefficients.
3.4 Discussion

Important features of a QSAR or QSPR model are its predictive ability and the interpretability. The latter feature is an important tool to help scientists understand the influences of molecular features on the modeled activities. In such cases, the statistical fit is important, and one can focus on training set statistics [27]. An increasingly important application of QSAR and QSPR modeling, however, is virtual screening. For such applications, the predictive power of the model is more important, and just the statistical fit is not enough to characterize the model; an independent test set is then obligatory to estimate the models predictive power. We feel, however, that the use of an independent test set should in both cases be used. It ensures that observed influences of molecular features on the activities are true cause-effect relationships instead of just random correlation.

Spectral areas in NMR spectra are indicative for molecular features, but do not offer much information on the important molecular features. This makes the NMR based models not optimal for explanatory purposes. Moreover, the results indicate that the predictive power of models based on proton and carbon NMR spectra is not sufficient when compared to models based on theoretical molecular descriptors. For the WS, BP and LogP data sets, the $R^2$, $Q^2$ statistics and RMSE errors for the Dragon-based models were all favorable as compared to the NMR-based models. The results even indicate that proton NMR-based models do not improve on the null hypothesis model $y_{\text{pred}} = \bar{y}$. One possible reason for the inability of PLS to make spectra-based models, might be that PLS is a linear regression method unable to model non-linear problem well. Unpublished results using support vector machines, classification and regression trees, and wavelength selection, showed not to improve the predictive power of the models.

Comparing the means of the $R^2$ and RMSEP statistics for the five training/test set divisions with literature values (see Table 3.2), shows that spectra-based models are inferior to Dragon-based models and models published in literature. The fact that the statistics for

<table>
<thead>
<tr>
<th></th>
<th>$^{13}$C NMR</th>
<th>Dragon</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>$R^2$</td>
<td>0.61</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>RMSEP</td>
<td>1.46</td>
<td>0.81</td>
</tr>
<tr>
<td>BP</td>
<td>$R^2$</td>
<td>0.55</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>RMSEP</td>
<td>59.0</td>
<td>18.7</td>
</tr>
<tr>
<td>LogP</td>
<td>$R^2$</td>
<td>0.81</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>RMSEP</td>
<td>0.88</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 3.2: The $R^2$ values for the carbon NMR-based and the Dragon-based PLS models. The the right column are the published $R^2$ values as reference. *: The reference value for the WS data set is for a larger data set. †: No test set was used.
the Dragon-based models are comparable with statistics reported in literature, indicates
that PLS in itself is a proper regression method for these data sets.

Although the use of full NMR spectra for proton and carbon nuclei does not give
satisfactory results, NMR spectra in general might still be useful. For example, the combi-
nation of NMR spectra types has been suggested to improve models \[4\], though improve-
ment is not apparent from literature and our own experiments. Moreover, data fusion of
two spectra types is not trivial, and includes scaling issues. Additionally, NMR spectra of
other nuclei, e.g. nitrogen and phosphorus, might be used, but these nuclei are more rarely
found in organic compounds, and would restrict the applicability of the models, even if
they decrease prediction errors. Other approaches are the combination NMR spectra with
theoretical descriptors, where scaling issues occur again, and the use of spectra derived
descriptors, such as the number of chemical shifts or the total sum of shift values. Finally,
2D and 3D methods might provide additional structural information that allows better
modeling of the activities. Though interesting, such spectra types are, however, beyond
the scope of the current QSAR/QSPR literature that uses NMR spectra, and will not be
further discussed in this article.

3.5 Conclusions

The predictive powers of the PLS model for the three data sets indicate that proton
NMR is not suitable for building QSPR models: the predictive power, as measured by the
RMSECV and RMSEP, is never better than the \( y_{\text{pred}} = \bar{y} \) model, as is clearly visible from
the typical \( y_{\text{measured}} - y_{\text{predicted}} \) plot of the LogP data set.

Carbon NMR-based models, however, do give acceptable QSPR models as was shown
by the prediction errors. Moreover, the regression vectors correlate with areas of relevant
molecular fragments, as was exemplified for the LogP data set. However, it was noted,
that the regression vectors only indicate a few broad chemical shift ranges and do not
indicate in detail which molecular features are interesting for modeling the activities.

Importantly, the predictive power of the carbon NMR-based spectra is less than
basic Dragon-based models. We did not interpret Dragon descriptors which were found
to be important for the models, but did notice that the training/test set division did not
effect the importance of those descriptors. From the fact that Dragon performs better than
spectra-based models, and that NMR-based models do not offer much information about
important molecular features, we conclude that NMR spectra should not be considered first
choice when making predictive models in general, and that proton NMR should probably
not be used at all.
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Chapter 3 1D NMR in QSPR
A new method to assess crystal structure similarity is described. A similarity measure is important in classification and clustering problems in which the crystal structures are the source of information. Classification is particularly important for the understanding of properties of crystals, while clustering can be used as a data reduction step in polymorph prediction. The method described uses a radial distribution function that combines atomic coordinates with partial atomic charges. The descriptor is validated using experimental data from a classification study of clathrate structures of cephalosporins, and data from a polymorph prediction run. In both cases, excellent results were obtained.

Introduction

Comparing crystal structures is important in both classification and clustering problems. Classification is important for the understanding of the relation between physical properties and the underlying structure of materials. The specific packing of molecules in a crystal directly influences the physical properties of compounds. As an example, in crystal engineering crystal packings are classified according to intermolecular interactions [1, 2, 3, 4, 5]. A second application of the similarity measure is in the clustering stage of ab initio crystal structure prediction [6, 7, 8]. In this process, hundreds or thousands of different hypothetical crystal packings for the same molecule, called polymorphs, are generated. They need to be clustered to get representative subsets for which analysis and geometry optimization is feasible.

For clustering and classification of crystal structures, two things are needed: a properly defined descriptor and a similarity function applied to this descriptor. In literature, several requirements for both the descriptor of crystal structures and the similarity function have been described [9, 10, 11]. The most obvious requirement for a descriptor-similarity combination is that more dissimilar crystal structures result in larger dissimilarity values. Although this seems trivial, several well-known descriptors do not generally satisfy this requirement [9, 10, 12, 11]. Many descriptors require a choice of origin, or some other setting. Among such descriptors is the combination of unit cell parameters and fractional coordinates. A descriptor based on reduced unit cell parameters can vary significantly with only minor lattice distortions [13, 14]. While it is in some cases possible to adapt the similarity function to deal with such instabilities, we believe that this issue should be addressed by using a proper descriptor.

Recently, powder diffraction patterns have been used to compare crystal structures of both simulated and experimental structures [15, 3]. This descriptor does not suffer from the problems mentioned above, and has an interpretable physical meaning. A potential disadvantage is that it is not always unique under certain conditions [16].

The current article investigates a new direct space descriptor for comparing crystal structures. It is based on a radial distribution function and includes the electronic properties of the atoms. Section two will introduce the descriptor in detail and will introduce the dissimilarity measure used to express the dissimilarities between structures using this descriptor.

Validation of the descriptor and the dissimilarity measure is done in two ways; first, by comparing calculated dissimilarity values with empirical values, and, secondly, by comparing a clustering created from the calculated dissimilarities with an empirical clustering. Empirical dissimilarity values, however, are normally not known on a continuous scale, but are expressed on a binary scale (identical or not) or are described textually using visual inspection. To our knowledge, there is no data set available from literature in which the dissimilarities between a set of crystal structures are known on a continuous scale, which is needed for a quantitative validation of the descriptor and its dissimilarity measure. Section three describes the two data sets for which empirical dissimilarity values and the
4.1 The Descriptor

To be able to compare crystal structures a descriptor is needed that represents the structure in mathematical form, and a dissimilarity measure that expresses the differences between two crystal structures using the descriptor. The resulting dissimilarity values can then be used to cluster or classify the crystal structures by grouping together structures which have a low dissimilarity between them.

Crystal structures can be uniquely represented by a radial distribution function (RDF) describing the distribution of neighboring atoms around a central atom. Each neighboring atom gives rise to a peak in the function. RDFs are independent of cell choice, and can be physically interpreted. RDFs have been used to describe molecules with the goal to simulate infra red spectra [17, 18], and have been used in the form of a radial distribution matrix for crystals [16]. In the latter application, each row in the distribution matrix is a RDF describing the interatomic distances for one atom type pair. As such, the descriptor does not differentiate between, e.g., hydroxyl and carbonyl oxygens.

In our approach, the RDF is adapted to include more specific information about the atoms. To do so, the RDF is weighted by the electrostatic interactions. To indicate the inclusion of electrostatic information in the descriptor, we will refer to this as the electronic radial distribution function, or $R_e$DF. The reason for including electrostatics is the assumption that these play a major role in crystal packing [19, 2, 20]. By including partial atomic charges, the $R_e$DF focuses on atom groups with large partial charges, in particular functional groups, and differentiates between attractive interactions, between oppositely charged atoms, and repulsive interactions.

An atomic $R_e$DF describes the distribution of coulombic interactions of one atom with surrounding atoms; the $R_e$DF for the crystal structure is obtained by summing all atomic $R_e$DFs of all $N$ atoms in the asymmetric unit:

$$R_eDF(r) = \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{q_i q_j}{N \cdot r_{i,j}} \delta(r - r_{i,j})$$

where $M$ is the number of neighboring atoms within a radius $r$, $q_i$ and $q_j$ are partial atomic charges of the atoms $i$ and $j$, and $\delta$ places the electrostatic interaction at the right distance by its definition $\delta(x) = 1$ if $x = 0$ and $\delta(x) = 0$ if $x \neq 0$. The function is scaled for the number of atoms in the asymmetric unit, $N$.

The $R_e$DF in Eq. 4.1 is a continuous function and is implemented as a discrete
Figure 4.1: Example $R_e$DF of an artificial crystal structure with a positively and a negatively charged atom ($a = 7.97$, $b = 10.26$, $c = 18.77$, $\alpha = \beta = \gamma = 90^\circ$).

function with $S$ intervals of size $b$, hereafter called bins:

\[
R_e DF(s) = \sum_{i=1}^{N} \sum_{j=1}^{M} \left( \frac{q_i q_j}{N \cdot r_{i,j}} D((s + \frac{1}{2})b - r_{i,j}) \right)
\]

where $s$ is the bin index and $s = 0..S$, $r_{i,j}$ is the distance between the two atoms $i, j$, $q_i$ and $q_j$ are partial atomic charges and $D$ is

\[
D(x) = \begin{cases} 
1 & \text{if } |x| < \frac{1}{2}b \\
0 & \text{if } |x| \geq \frac{1}{2}b
\end{cases}
\]

Figure 4.1 shows the $R_e$DF for an artificial crystal with two atoms in the unit cell, a positively and a negatively charged one ($a = 7.97$, $b = 10.26$, $c = 18.77$, $\alpha = \beta = \gamma = 90^\circ$). The first, negative peak is the interaction between the two atoms at exactly the bonding distance. The other negative peaks are also peaks between two oppositely charged atoms. The overall decrease in intensities is caused by the $\frac{1}{r}$ term in the $R_e$DF equation. The first positive peak is related to the translation along the $a$ axis, i.e. $\pm \vec{a}$, and the second peak to the translation along the $b$ axis. The third peak is the translation in the direction $a \pm b$: for this orthogonal structure there are twice as many contributions to this peak as for the first two positive peaks, resulting in the higher intensity.

The $R_e$DFs of four experimental crystal structures, described in a later section, are given in Figures 4.2 and 4.3. They show a few distinct high intensity peaks and many smaller peaks. The locations of these peaks are specific for the crystal packing: Figure 4.2(a) and (b) show the $R_e$DFs of two cephalosporin structures from the same class, while (c) shows the $R_e$DF for a different packing.
4.1. The Descriptor

Figure 4.2: Example $R_e$ DFs of cephalosporins a) A9, b) A10 from the same class A, and c) N19 from a different class N.

Figure 4.3 (a) shows the function for a simulated estrone crystal structure; a similar pattern can be observed. Figure 4.3 (b) shows the effect of cutting away peaks with intensities lower than some threshold. It was found that the cut off value must be around 20 percent of the highest peak. Cutting away the smaller peaks emphasizes the major features in the $R_e$ DF and leads to better discrimination.

Because of the nature of the $R_e$ DF, one can expect positive contributions at those distances which match the translational symmetry in the crystal. However, since such contributions can be canceled out by other, negative contributions, they do not always show up in the $R_e$ DF. Moreover, peaks not related to translational symmetry are especially interesting, because they provide information additional to periodicity.

Figure 4.4 shows the $R_e$ DF for cephalosporin structure A1 (top) and the locations
of peaks caused by the translational symmetry. Clearly, a significant number of peaks are not caused by translational symmetry and contain additional structural information. Each peak consists of many contributing atom pairs resulting in a netto positive (repulsive) or negative (attractive) peak in the function.

Dissimilarities between crystal structures are represented by the difference between the two corresponding $R_e$DFs. For this, a weighted cross correlation (WCC) is used \cite{3}, which is applied to the high intensity peaks of the $R_e$DF.

### 4.2 Data

Two data sets are used in this article to show the application of the descriptor. The first data set contains experimental crystal structures of inclusion complexes of cephalosporins. These twenty structures are classified into seven classes, but there is no knowledge about the similarity between structures other than belonging or not belonging to the same class. To our knowledge, there is no data set available from literature in which the dissimilarities between all crystal structures are known on a continuous scale, which would be ideal for validation of the proposed descriptor and its dissimilarity measure. The second data set contains simulated polymorphs of estrone, for which detailed information is available
4.2. Data

The cephalosporin data set consists of twenty clathrate structures of cephalosporins [21, 3]. The twenty compounds were classified into seven isomorphic classes based on their crystal form: A, B, C, D, E, F, and N. Class A has ten structures, all in the C2 space group. Class B has four structures in the P2_12_12 space group. Classes C, D, E, and F all have one structure, and have space groups P2_1, C2, P1, and P2_1 respectively. Class N has two structures both have the P2_1 space group. A brief overview of the unit cell parameters of this data set is given in Table 4.1. Further details on these structures can be found in Ref. [21, 3].

For a set of twenty crystal structures, there are 190 unique pairs of structures \( \frac{1}{2} * n * m \).
Table 4.1: Unit cell parameters of the cephalosporin data set, grouped into seven clusters (A, B, C, D, E, F, and N).

<table>
<thead>
<tr>
<th>cluster</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>α</th>
<th>β</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>23.47</td>
<td>7.12</td>
<td>14.93</td>
<td>90.0</td>
<td>108.27</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.42</td>
<td>6.97</td>
<td>15.00</td>
<td>90.0</td>
<td>110.41</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.46</td>
<td>7.12</td>
<td>14.89</td>
<td>90.0</td>
<td>108.57</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.41</td>
<td>7.11</td>
<td>14.81</td>
<td>90.0</td>
<td>108.15</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.39</td>
<td>7.20</td>
<td>14.76</td>
<td>90.0</td>
<td>108.58</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.02</td>
<td>7.15</td>
<td>14.55</td>
<td>90.0</td>
<td>104.64</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.40</td>
<td>7.06</td>
<td>14.92</td>
<td>90.0</td>
<td>109.80</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.43</td>
<td>7.11</td>
<td>14.88</td>
<td>90.0</td>
<td>108.19</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.49</td>
<td>7.08</td>
<td>14.85</td>
<td>90.0</td>
<td>108.95</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>23.45</td>
<td>7.03</td>
<td>14.84</td>
<td>90.0</td>
<td>110.55</td>
<td>90.00</td>
</tr>
<tr>
<td>B</td>
<td>7.11</td>
<td>21.72</td>
<td>30.96</td>
<td>90.0</td>
<td>90.00</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>7.00</td>
<td>20.99</td>
<td>30.69</td>
<td>90.0</td>
<td>90.00</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>7.11</td>
<td>21.86</td>
<td>32.31</td>
<td>90.0</td>
<td>90.00</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>7.09</td>
<td>21.27</td>
<td>31.00</td>
<td>90.0</td>
<td>90.00</td>
<td>90.00</td>
</tr>
<tr>
<td>C</td>
<td>14.92</td>
<td>7.38</td>
<td>20.50</td>
<td>90.0</td>
<td>105.77</td>
<td>90.00</td>
</tr>
<tr>
<td>D</td>
<td>23.56</td>
<td>7.13</td>
<td>18.69</td>
<td>90.0</td>
<td>109.38</td>
<td>90.00</td>
</tr>
<tr>
<td>E</td>
<td>7.07</td>
<td>10.70</td>
<td>14.23</td>
<td>87.15</td>
<td>79.00</td>
<td>89.74</td>
</tr>
<tr>
<td>F</td>
<td>15.40</td>
<td>7.30</td>
<td>23.57</td>
<td>90.00</td>
<td>99.35</td>
<td>90.00</td>
</tr>
<tr>
<td>N</td>
<td>10.87</td>
<td>9.51</td>
<td>12.39</td>
<td>90.00</td>
<td>98.70</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>10.91</td>
<td>9.41</td>
<td>12.20</td>
<td>90.00</td>
<td>98.53</td>
<td>90.00</td>
</tr>
</tbody>
</table>

\[(n−1) = \frac{1}{2} \times 20 \times 19\]. The dissimilarity associated with each pair is unknown. However, it is known whether the pair is a within-cluster or a between-cluster pair, i.e. the dissimilarity of a pair of structures from the same class is marked as within-cluster, and for a pair of structures that do not belong to the same structure class it is marked as between-cluster.

### 4.2.2 Estrone data set

The second data set consists of 48 simulated crystal structures of the estrone steroid, which has three known naturally occurring polymorphs (CSD refcodes ESTRON10, ESTRON11, ESTRON12) [22]. Two thousand polymorphic structures were generated using the Polymorph Predictor module in Cerius² [6, 23]. The method used by this program consists of a generation step where random crystal structures are generated. After removal of duplicates, the remaining 1278 structures were minimized in energy using a force field. For this data set, the estrone molecule was kept rigid and the P2₁2₁2₁ space group symmetry was imposed during the initial generation. The energy minimization was done with the DREIDING-2.21 force field [24] using Ewald summation to calculate the van der Waals and
Coulomb interactions. Electrostatic potential (ESP) derived atomic charges for estrone were calculated using Gaussian94 \cite{25} with the HF/6-31G* basis set.

From the 1278 structures, a set of 48 structures were selected in the low energy region which represent crystal structures that might be found in nature. The densities of these simulated structures are in the range of [1.043, 1.173] g/cm$^3$, while the experimental structures have densities around 1.2 g/cm$^3$. It is common for predicted crystal structures to have deviating densities, due to the force field used. The energies are in a range of 5.03 kcal/mol.

To classify the crystal structures, the 1128 pairwise comparisons between the 48 estrone structures ($\frac{1}{2} \times 48 \times 47$) were manually grouped into three dissimilarity classes by visual inspection. The classification of the pairwise dissimilarities was done by trying to overlap the crystal structures. However, an attempt has been made to qualify the differences in terms of packing parameters. These properties were taken into account during the clustering: cell parameters, placement in the cell, and orientation in the cell (see Table 4.3). The cell parameters were compared and show big differences (for -), small differences (for +), or hardly any differences (for ++). The placement in the cell is compared visually: ++ means that the four molecules in the unit cell can be placed on top of each other perfectly within 0.01 Å, + means they fit well, and - means that they cannot be aligned simultaneously at all. Similarly, for the rotations around the various axes, ++ means that the molecules in the two structures have an identical orientation, + means a rotation up to about 10$^\circ$. Larger rotations do not occur in the data sets, as the actual molecular packing becomes different then. The number of dissimilarity classes is chosen to reflect the number of visually distinguishable dissimilarity types in the above analysis.

The first dissimilarity class is called identical, as the structures are visually identical. The second class is called similar and consists of pairs of crystal structures that show small displacements or small rotations of the molecules in the unit cell, but the location of the molecules in the cell and the cell parameters itself are similar. The third class is called dissimilar and consists of all dissimilarities not classified in the other two classes. No further distinction between dissimilarities can be made in this class. Note that the first two classes have far less structure pairs than the dissimilar class, which reflects the diversity of the data set.

Based on the visually determined dissimilarities, identical and similar crystal structures were grouped, leading to 25 true classes, labeled A to Y. Table 4.2 shows the members of each class. The diversity of unit cell axes between the structures is apparent from this table. The similarity within classes is mostly clear, for example in class A.

An additional analysis has been done to qualify the similarity of structures within classes: for all structures, the hydrogen bonding pattern was determined as described by two variables. Because estrone has only one hydrogen bond donor, and only one acceptor, the bonding pattern can only exist in the form of chains. Thus, the axis along which the chain is directed is given, as well as the form of the chain: linear, or zigzagged. In all cases the structure pairs with identical and similar, similarity values show an identical
scheme of hydrogen bond chains. The hydrogen bonding patterns are given in Table 4.2 and support the clustering found by visual analysis of the structures.

Table 4.2: An overview of the estrone dataset showing the lengths $a$, $b$, $c$ of the orthogonal unit cell axes of the 48 structures, and the direction (a, b or c direction) and form of the hydrogen bond chain (linear or zigzagged).

<table>
<thead>
<tr>
<th>cluster</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>direction of chain</th>
<th>form of chain</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7.063</td>
<td>11.530</td>
<td>19.481</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>7.971</td>
<td>10.262</td>
<td>18.772</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>8.427</td>
<td>10.958</td>
<td>17.286</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td>B</td>
<td>7.742</td>
<td>9.110</td>
<td>23.163</td>
<td>c</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>7.658</td>
<td>9.188</td>
<td>22.419</td>
<td>c</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>7.691</td>
<td>8.865</td>
<td>23.262</td>
<td>c</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>7.706</td>
<td>8.910</td>
<td>24.038</td>
<td>c</td>
<td>linear</td>
</tr>
<tr>
<td>C</td>
<td>6.457</td>
<td>12.421</td>
<td>19.679</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>6.678</td>
<td>13.305</td>
<td>18.966</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td>D</td>
<td>5.946</td>
<td>12.940</td>
<td>20.499</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>6.332</td>
<td>13.037</td>
<td>19.066</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td>E</td>
<td>8.687</td>
<td>10.067</td>
<td>18.082</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>9.381</td>
<td>9.432</td>
<td>18.147</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td>F</td>
<td>8.742</td>
<td>13.276</td>
<td>13.617</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>9.649</td>
<td>12.309</td>
<td>13.279</td>
<td>c</td>
<td>linear</td>
</tr>
<tr>
<td>G</td>
<td>7.456</td>
<td>14.441</td>
<td>15.324</td>
<td>b</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>8.281</td>
<td>13.521</td>
<td>15.177</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>9.025</td>
<td>11.533</td>
<td>15.931</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td>H</td>
<td>8.507</td>
<td>10.087</td>
<td>18.943</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>9.331</td>
<td>9.410</td>
<td>17.887</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td>I</td>
<td>6.903</td>
<td>9.589</td>
<td>23.719</td>
<td>c</td>
<td>zigzagged</td>
</tr>
<tr>
<td>J</td>
<td>7.980</td>
<td>10.539</td>
<td>18.293</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td>L</td>
<td>7.969</td>
<td>10.597</td>
<td>18.254</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>7.969</td>
<td>10.597</td>
<td>18.255</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td>M</td>
<td>7.968</td>
<td>13.259</td>
<td>14.687</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>7.968</td>
<td>13.259</td>
<td>14.688</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td>N</td>
<td>7.581</td>
<td>10.387</td>
<td>19.439</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>7.581</td>
<td>10.387</td>
<td>19.439</td>
<td>b</td>
<td>linear</td>
</tr>
<tr>
<td>P</td>
<td>7.733</td>
<td>9.526</td>
<td>21.196</td>
<td>b</td>
<td>zigzagged</td>
</tr>
<tr>
<td></td>
<td>7.733</td>
<td>9.526</td>
<td>21.196</td>
<td>b</td>
<td>zigzagged</td>
</tr>
<tr>
<td>Q</td>
<td>7.500</td>
<td>12.300</td>
<td>17.088</td>
<td>c</td>
<td>linear</td>
</tr>
</tbody>
</table>
4.3 Experimental

For both data sets the $R_e$DF was used with a bin size of 0.02 Å and in a domain of [2,25] Å. The bin size was chosen such that high intensity peaks showed clearly. Below 2 Å there is mostly intramolecular information, which does not describe crystal packing and is therefore not included in the chosen domain. The distance up to which the $R_e$DF is calculated, 25 Å, is found to be the smallest distance containing enough informative peaks, and is used for both data sets. When calculating the dissimilarities between the $R_e$DFs with the WCC measure, a triangle is used of 0.6 Å, which is about half a bond length. Much larger and much smaller values showed worse clustering results.

The descriptor is validated for both data sets, by grouping all dissimilarities calculated with the descriptor into the dissimilarity classes, as defined earlier. The median, minimal and maximal dissimilarity values for the classes can be compared and ideally show distinct classes. The larger the overlap between two dissimilarity classes, the worse the descriptor. The better the trend in the calculated dissimilarity values, the better the descriptor.

In addition to this, the calculated dissimilarities are used to cluster the crystal structures into a dendrogram using hierarchical average linkage clustering. The dendrogram can be cut at a height yielding a certain number of clusters. Cutting at a small height will give many clusters, while cutting at a large height will give only a few clusters. The height at which the dendrogram is cut is chosen to give that number of clusters that matches the number of classes defined for that data set.

Finally, the simulated estrone structures are matched against the experimentally determined ESTRON10 structure to find the structure with the same packing. This is done by calculating the $R_e$DF for the experimental and simulated structures and calculating
the dissimilarity between ESTRON10 and all of the simulated structures. The structure with the smallest dissimilarity to ESTRON10 is identified to have the same packing.

The simulated structures are not matched against the ESTRON11 polymorph which also has $P_2_1_2_1_2_1$ symmetry, because the hydroxyl group in ESTRON11 points in a different direction than in the simulated structure, leading to a different packing. Neither was it matched against ESTRON12 which has a different space group symmetry. Both experimental structures do not have a corresponding structure in the simulated data set.

Calculation of $R_e$DF descriptions for crystal structures and dissimilarity measures is implemented in C++. Clustering of structures based on the dissimilarities matrix is done in R [26] with the average linkage method. Calculations were performed on both Solaris and GNU/Linux systems.

4.4 Results

4.4.1 Dissimilarity Classes

The descriptor is validated by using it to calculate the dissimilarity values between all pairs of crystal structures. The dissimilarity values calculated for the cephalosporin data set are shown as box plots in Figure 4.5 where the within-cluster and between-cluster groupings are based on the known classification. As desired, the two medians show a rise going from the within-cluster class to the between-cluster class. There is, however, a slight overlap between the two dissimilarity classes. The calculated dissimilarities on the basis of powder diffraction patterns [3] are shown in Figure 4.6 and show the same increase for the median and overlap, though the separation of the classes is better with the $R_e$DF descriptor.

The results for the estrone data set are plotted as box plots in Figure 4.7. The calculated dissimilarities are an order of magnitude larger than those for the cephalosporin set. This is caused by the higher intensities of the peaks in the estrone $R_e$DFs. The medians in the plot show a gradual rise going from the identical class to the dissimilar class. This is what one would expect, but the figure shows that the two most dissimilar classes are not fully separated. The identical class is completely separated from the other two dissimilarity classes.

4.4.2 Dendrograms and Partitionings

The dendrogram determined for the cephalosporin data set with the new descriptor using average linkage is given in Figure 4.8. Given a properly chosen height, it predicts the true classes without errors. Partitioning the dendrogram into seven clusters was done by cutting the tree at a height of 0.4 (horizontal line).

The use of the $R_e$DF descriptor for the experimental data set was compared with the
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Figure 4.5: Box plot for dissimilarities between the two defined dissimilarity classes (within-cluster and between-cluster) calculated for the cephalosporin structures with the $R_e\text{DF}$.

Figure 4.6: Box plot for dissimilarities between the two defined dissimilarity classes (within-cluster and between-cluster) calculated for the cephalosporin structures using powder diffraction data (see Ref. [3]).

The dendrogram determined on the basis of powder diffraction patterns (see Figure 5d in [3]). The latter shows a clustering which is essentially correct, but the dendrogram based on the $R_e\text{DF}$ gives a better discrimination of the separate groups.

The dendrogram for the 48 crystal structures of estrone was calculated with av-
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Figure 4.7: Box plot for dissimilarities between the estrone crystal structures grouped by the three dissimilarity classes as defined in Table 4.3 calculated with the $R_e$DF. The widths of the boxes are proportional to the number of objects in that class. The circles in this plot indicate dissimilarities that fall outside the fourth quantile of the distribution.

average linkage from the $R_e$DF-generated dissimilarities and is given in Figure 4.9. The dendrogram shows that the crystal structures which are known to have a dissimilarity in the identical class (clusters L-S), are correctly grouped together. The structures from cluster B, with dissimilarities in the similar class are grouped together, but cluster A, also with dissimilarities in the similar class, is scattered over the right hand side of the dendrogram. This reflects the fact that the dissimilarities for the two dissimilarity classes have an overlap (see Figure 4.7). A partitioning with 25 clusters is generated from the dendrogram by cutting at a height of 0.45 (horizontal line).

4.4.3 Matching ESTRON10

In case of the simulated estrone structure, it is interesting to know if the method is able to tell which simulated structure matches an experimental structure. This has been done for ESTRON10, and the results are given in Figure 4.10. The $R_e$DF for ESTRON10 is calculated in the same way as done for the simulated structures, and the dissimilarity measure is able to identify structures 6 and 1 having the same packing. Structures 6 and 1 both belong to cluster A with a dissimilarity between them in the similar class.

The large dissimilarity between the simulated structures and ESTRON10 is due to the fact that the set of simulated structures is the result of a molecular mechanics
Table 4.3: Visual criteria used to classify the 1128 dissimilarities between the 48 crystal
crystals. The qualifier ++ means *almost identical*, + *similar*, and - *dissimilar*. See
text for a more specified definition.

<table>
<thead>
<tr>
<th>Dissimilarity Class</th>
<th>Number of Pairs</th>
<th>Unit Cell Parameters</th>
<th>Placement in Cell</th>
<th>Orientation in Cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identical</td>
<td>8</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Similar</td>
<td>21</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Dissimilar</td>
<td>1099</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.8: Dendrogram for the cephalosporin data set calculated with the optimized
descriptor for the twenty structures with average linkage. The seven structure classes that
are compared with the known classes (A,B,C,D,E,F,N) were determined by cutting the
dendrogram at a height of 0.4.

optimization. Force field artifacts lead to longer unit cell axes than experimentally found; therefore, the y-scales of Figure 4.10 and Figure 4.7 are not directly comparable. The
important thing here is that the order of dissimilarities is correct.

which explains why the dissimilarities found are larger than those in the dissimilar
class in Table 4.7. It also makes comparing the dissimilarities of ESTRON10 versus 6 and
1 with the dissimilarity of ESTRON10 versus the third most ESTRON10 like compound
less intuitively; the small differences in those three values do not necessarily indicate that
the third structure has almost the same packing as ESTRON10 as structure 6 does.
Figure 4.9: Dendrogram of the 48 structures in the estrone data set clustered with average linkage using the dissimilarity values calculated with the optimized descriptor. The 25 clusters that are compared with the validation set were determined by cutting the dendrogram at a height of 0.44 (horizontal line). Object labels are taken from Table 4.2.

Figure 4.10: Dissimilarities between the experimentally found polymorph (ESTRON10) and all simulated estrone structures (1-48). Structures 6 and 1 have the same packing as the ESTRON10, and are identified with the new descriptor.
4.5 Conclusions

This article presents a new computational method to compare crystal structures. It is conceptually easy and contains only a few parameters to tune; within broad ranges, the exact values of these hardly influence the results. The method is, therefore, very general. It correctly shows increasing dissimilarity values when going from identical crystal structures to similar, and finally to dissimilar structures. It is difficult to order dissimilar structures in a meaningful way, and therefore, the main use of the descriptor is twofold: to gather similar structures from a large set, and to recognize the most similar structure from a set of candidate structures. Both have numerous and important applications.
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Chapter 5

Supervised self-organizing maps in crystal structure prediction\textsuperscript{1}

This article shows the use of supervised self-organizing maps (SOMs) to explore large numbers of, experimental or simulated, crystal structures and to visualize structure-property relations. The examples show how powder diffraction patterns together with one or more structural properties, such as cell volume, space group and lattice energy, are used to determine the positions of the crystal structures in the maps. The weighted cross-correlation criterion is used as the similarity measure for the diffraction patterns. The results show that supervised SOMs offer a better and more interpretable mapping than unsupervised SOMs, which makes exploration of large sets of structures easier and allows for the classification and prediction of properties. Combining diffraction pattern and lattice energy similarity using a SOM outperforms the separate use of those properties and offers a powerful tool for subset selection in polymorph prediction.

5.1 Introduction

To explore large databases of crystal structures, self-organizing maps (SOMs) have been introduced recently as a method to map structures, represented by their powder diffraction patterns, onto a two-dimensional grid [1]. This method provides a visualization of the similarities of structures and may show grouping of patterns that cannot easily be found otherwise. Applications include providing an overview of structural diversity of the crystal structures in a database and selection of archetypical structures. To allow prediction of certain crystal properties, for example the values of unit cell parameters, SOMs can be extended to allow supervised learning, and several approaches have been suggested. For example, a combination of a SOM with linear vector quantification has been suggested [2]. However, this does not allow self-organization of the extra property: it imposes a predefined topological structure of the property during training by penalizing the mapping of an object onto a unit when the property does not match. This has the drawback that the topological structure of the property must be given beforehand. For example, when archetypical structure classes are used as the extra property, each map unit is assigned to one of those classes before training is started.

Two supervised SOM methods that do allow self-organization of the property of interest have recently been proposed for this purpose: the XY-fused (XYF) and Bi-Directional Kohonen SOMs [3]. These methods are capable of mapping the topological structures of several properties simultaneously. For example, it allows training of maps using powder diffraction patterns and other crystal properties at the same time. Supervised SOMs allow new ways to map crystal structures by incorporating extra crystallographic information, and allow for the prediction of physical properties. Possible crystallographic properties of interest are space group information, cell volume, and lattice energy. With space group information, the map will be trained in a supervised way to ensure that structures with the same space group are grouped together. As such, a supervised SOM orders crystal structures depending not just on the descriptions of their diffraction patterns, but on a target property too. This has the effect that during training, structures with similar powder patterns but with different space group assignments, get pushed away from each other in the map, while they would be grouped together by an unsupervised SOM. Similarly, when unit cell volume is used as the property, crystal structures with a similar powder diffraction pattern, but with different cell volumes, will map onto different regions in the supervised map, while onto the same unit for the unsupervised approach.

This paper introduces the use of supervised self-organizing maps in crystal structure prediction and describes the method used for this in the next section. The experimental section gives details on the data used, how crystal structures and structure properties are represented and compared, and how the SOMs are trained. The fourth section presents applications of SOMs in structure prediction. It is shown how the supervised SOMs can be used and that combining different types of structural information, such as powder diffraction patterns, space group, structural class or lattice energy, has advantages as compared to unsupervised SOMs. The first example shows the improved classification of structure classes by incorporating unit cell volume information, while the second example
Figure 5.1: Plot showing the Xmap with the mapped structures, colored by class (left) and the Ymap with unit cell volumes, colored by range. The colors in the two plots are unrelated. The class volumes are given in Table 5.1

Table 5.1: Mean volumes (in Å$^3$) for the twelve classes shown in Fig. 5.1

<table>
<thead>
<tr>
<th>class</th>
<th>volume</th>
<th>class</th>
<th>volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>641.93</td>
<td>4</td>
<td>1694.39</td>
</tr>
<tr>
<td>8</td>
<td>663.55</td>
<td>10</td>
<td>2033.90</td>
</tr>
<tr>
<td>2</td>
<td>1014.68</td>
<td>11</td>
<td>2340.04</td>
</tr>
<tr>
<td>9</td>
<td>1150.99</td>
<td>5</td>
<td>2510.71</td>
</tr>
<tr>
<td>7</td>
<td>1197.78</td>
<td>6</td>
<td>2568.88</td>
</tr>
<tr>
<td>3</td>
<td>1455.53</td>
<td>1</td>
<td>6564.35</td>
</tr>
</tbody>
</table>

shows how the supervised maps can be used for prediction of crystallographic properties. It also demonstrates that different property types can be combined into one single map. The last example shows that supervised SOMs are a viable tool for subset selection in polymorph predictions.

5.2 Supervised self-organizing maps

Unsupervised SOMs provide a non-linear mapping method where the map consists of a two-dimensional hexagonal or rectangular grid of units. Each unit is associated with a codebook vector, or weight vector, of equal length as the input vector. For example, a map trained with diffraction patterns will have weight vectors that resemble a diffraction
pattern. The training of an unsupervised SOM is performed by repeatedly feeding input vectors, representing the training objects, to the map and updating the winning unit in such a way that it more closely resembles this training object. In addition, the immediate neighborhood of the winning unit is updated too. Both the size of the neighborhood and the size of the applied changes to the units are decreased during the training. At the end of the training, only minor adjustments are made which are only applied to the winning unit. The units of a supervised SOM are not only represented by an input vector describing the training objects (X space), but also by a vector describing the properties of interest (Y space). In XYF SOMs, the winning unit is determined by calculating the distance in the fused XY space, instead of the distance in only X space, as is done in unsupervised training.

During training, the vectors for the X and Y spaces are both updated, resulting in a map that not only learns about the relations between objects in X space (Xmap), but also learns about the spatial relationship of the objects in Y space (Ymap). For example, applying XYF maps to a data set with structures in two space groups, will result in two distinct areas in the Ymap, one for each space group.
Table 5.2: Correlation coefficients for three seeds for an unsupervised SOM, a XYF map trained with volume information only, and a XYF map trained with space group and volume information.

<table>
<thead>
<tr>
<th></th>
<th>Seed 1</th>
<th>Seed 2</th>
<th>Seed 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOM</td>
<td>0.01</td>
<td>-0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>XYF (volume only)</td>
<td>0.36</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>XYF (class and volume)</td>
<td>0.72</td>
<td>0.28</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Figure 5.3: Ymap showing space group classification of an unsupervised SOM (left) and two supervised XYF maps, trained with volume alone (middle) and volume and space group (right).

This additional organization of the self-organizing maps allows the study of diversity of crystal structure properties and structural diversity in one single map, and to visualize relations between those two. Trained maps allow prediction of a target property, as represented in Y space of the SOM (Ymap), and as such, offers an alternative to other supervised learning methods like artificial neural networks [4]. For example, when a SOM is trained with diffraction patterns and volume, mapping a new structure onto the map using its diffraction pattern alone will indicate units having Y vectors that can be used for prediction of the volume of the new structure.

5.3 Experimental

5.3.1 Data

This article uses three data sets to show the applications of supervised training as compared with unsupervised SOMs, and the effects on the organization of the map caused
Table 5.3: The space group prediction results for three seeds for an unsupervised SOM, a XYF map trained with space group information only, and a XYF map trained with space group and volume information.

<table>
<thead>
<tr>
<th></th>
<th>Seed 1</th>
<th>Seed 2</th>
<th>Seed 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOM</td>
<td>43%</td>
<td>43%</td>
<td>24%</td>
</tr>
<tr>
<td>XYF (class only)</td>
<td>87%</td>
<td>86%</td>
<td>85%</td>
</tr>
<tr>
<td>XYF (class and volume)</td>
<td>79%</td>
<td>46%</td>
<td>66%</td>
</tr>
</tbody>
</table>

by the supervised training. The first data set is a set of 205 crystal structures, created by searching structures similar to twelve quite different seed structures proposed in [1], effectively creating twelve clusters. The property of interest for this data set is the unit cell volume. The second data set contains 2303 steroid crystal structures, created by searching the CSD for molecules that have a sterane skeleton. Volumes of these structures range from around 600 to around 7000 Å³. The majority of the structures belong to four space groups: P2_12_1 (978 structures), P2_1 (843), C2 (98), and P1 (93). Both space group and unit cell volume can be used as additional variables in Y space. The last data set contains 1954 simulated crystal structures of acetic acid, created with a polymorph prediction run in space group P1. The structures are minimized with respect to their lattice energy and this energy is used as the Y property.

5.3.2 Representation in X and Y space

Comparing crystal structures needs sophisticated methods that require a unique and practical representation of the structures [5, 6, 7, 8, 9]. These, in turn, can also be used for training self-organizing maps, as well as, amongst others, computational clustering of polymorphs [10, 11, 12], and classification of crystal packings [13, 14, 15, 16, 17]. Recently, two new methods have been proposed: a method that uses a radial distribution function incorporating electronic features to describe packing patterns of molecular crystal structures [8], and a method that uses powder diffraction patterns to represent crystal structures [15].

The latter has shown useful for self-organizing maps [1], and is used in this article, too. The first two data sets consist of diffraction patterns with 2θ angles up to 25 degrees, with a sampling rate of 0.05 degrees. Values below one degree are not taken into account since no features are present. A pattern therefore consists of 481 intensity values (counts). The Cu-Kα1 wavelength is used for calculation of the powder diffraction patterns. These settings lead to a crystal structure description with a resolution of approximately 3.6 Å. The acetic acid data set consists of diffraction patterns with 2θ angles from 0 up to 30 degrees with 501 intensity values, using the same sampling rate. For this data set the resolution is approximately 3.1 Å. Other choices are possible, and exact values do not...
The measure used in this article for the powder diffraction patterns in X space, is the largest value in each space equals one. Finally, a weighted sum is taken to obtain the for both spaces separately; the distances in X and Y spaces are then rescaled so that the distances in X and Y spaces are then rescaled so that the means of the lattice energies of the structures mapped onto each unit. Because the X and Y spaces are different in nature, crystal structure similarity is calculated consequently, the number of columns equals the number of space groups. Similarly, structural classes are represented in the same way. Both classifications are, in the remainder of this paper, referred to as classes, not to be mistaken with crystal classes. Continuous variables are represented by one column in Y space and can be scaled. For example, a logarithmic scale and mean centering is applied to unit cell volume. The logarithmic scaling is useful as a difference of 100 Å³ for small volumes is more important than for large volumes. The lattice energies calculated in the polymorph prediction data set are mean centered.

### 5.3.3 Similarity calculations

Because the X and Y spaces are different in nature, crystal structure similarity is calculated for both spaces separately: the distances in X and Y spaces are then rescaled so that the largest value in each space equals one. Finally, a weighted sum is taken to obtain the overall similarity. Equal weights are employed for the X and Y similarities in this paper. The measure used in this article for the powder diffraction patterns in X space, is the weighted cross-correlation (WCC) [15] [1] [19]. When calculating the WCC criterion, a triangle width of 1.0° (20 data points) was used. Triangles that are too narrow ignore the neighborhood of the features, while too broad triangles lead to uniformly high similarity.
Table 5.4: The top twenty selected representative units (first column), for the supervised XYF map (see Figure 5.4), and their lowest energy structures (second column) are given, together with a list of all structures mapped onto that unit (third column).

<table>
<thead>
<tr>
<th>unit</th>
<th>lowest energy</th>
<th>all structures mapped on that unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>261</td>
<td>1</td>
<td>1, 6</td>
</tr>
<tr>
<td>281</td>
<td>2</td>
<td>2, 4, 14</td>
</tr>
<tr>
<td>383</td>
<td>3</td>
<td>3, 5, 11, 17</td>
</tr>
<tr>
<td>301</td>
<td>7</td>
<td>7, 21</td>
</tr>
<tr>
<td>241</td>
<td>8</td>
<td>8, 9, 16</td>
</tr>
<tr>
<td>141</td>
<td>10</td>
<td>10, 73, 104, 106, 114, 263, 1525</td>
</tr>
<tr>
<td>321</td>
<td>12</td>
<td>12, 19</td>
</tr>
<tr>
<td>244</td>
<td>13</td>
<td>13, 165, 173, 232, 632</td>
</tr>
<tr>
<td>268</td>
<td>15</td>
<td>15, 37, 166, 271, 336, 455, 485, 524, 549</td>
</tr>
<tr>
<td>262</td>
<td>18</td>
<td>18, 39, 71</td>
</tr>
<tr>
<td>381</td>
<td>20</td>
<td>20, 25, 28, 31, 33, 36, 38, 59</td>
</tr>
<tr>
<td>348</td>
<td>22</td>
<td>22, 380, 407, 415</td>
</tr>
<tr>
<td>341</td>
<td>23</td>
<td>23, 24, 40, 54, 77, 81, 359</td>
</tr>
<tr>
<td>302</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>362</td>
<td>27</td>
<td>27, 35, 41, 52, 53, 62, 64, 111, 150, 385, 973, 1014</td>
</tr>
<tr>
<td>162</td>
<td>29</td>
<td>29, 96, 136, 567</td>
</tr>
<tr>
<td>221</td>
<td>30</td>
<td>30, 32, 43, 45, 69, 84, 101, 115</td>
</tr>
<tr>
<td>282</td>
<td>34</td>
<td>34, 63</td>
</tr>
<tr>
<td>322</td>
<td>42</td>
<td>42, 47, 48, 51, 58, 65, 66, 82</td>
</tr>
<tr>
<td>361</td>
<td>44</td>
<td>44, 128, 182</td>
</tr>
</tbody>
</table>

values without enough discriminatory power. A triangle of 1.0° was found to give generally good results [15][1]. The similarity used for the Y space is the Euclidean distance for continuous and mixed-type variables, and the Tanimoto distance for class variables.

### 5.3.4 SOM training

In addition to unsupervised SOMs, an XYF map has only one extra parameter: the weight determines the contribution of the X and Y spaces in the calculation of the overall distance. The map size, map topology, the learning parameter $\alpha$ and the neighborhood function apply to both types of SOMs. The map size scales with the amount of detail visualized: more units allow training of more distinct features. Commonly, the number of map units is at least twice the number of classes, and less than the number of objects [20].

For the steroid and acetic acid data sets we, therefore, used 20x20 maps, and for the 12-class data set we used a 8x8 map.

The settings for the other parameters are identical to those used in earlier work on SOMs for powder diffraction patterns [1]: hexagonal networks are used in which the
5.3. Experimental

Table 5.5: The top 20 selected representative units (first column), for the unsupervised map (see Figure 5.4), and their lowest energy structures (second column) are given, together with a list of all structures mapped onto that unit (third column).

<table>
<thead>
<tr>
<th>Unit</th>
<th>Structure</th>
<th>All Structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>165</td>
<td>1</td>
<td>1, 791, 1328, 1662</td>
</tr>
<tr>
<td>298</td>
<td>2</td>
<td>2, 472, 533, 644, 741, 1289</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>3, 11, 17, 113, 639, 1244, 1263</td>
</tr>
<tr>
<td>337</td>
<td>4</td>
<td>4, 421, 586, 781, 965, 1379</td>
</tr>
<tr>
<td>59</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>147</td>
<td>6</td>
<td>6, 101, 118, 120, 129, 131, 149, 159, 178, 232, 632, 858</td>
</tr>
<tr>
<td>123</td>
<td>7</td>
<td>7, 452, 1229, 1655</td>
</tr>
<tr>
<td>382</td>
<td>8</td>
<td>8, 9, 39, 71, 845, 1176</td>
</tr>
<tr>
<td>155</td>
<td>10</td>
<td>10, 114, 234, 257</td>
</tr>
<tr>
<td>343</td>
<td>12</td>
<td>12, 252, 295, 316, 318, 419, 1158, 1422, 1630</td>
</tr>
<tr>
<td>384</td>
<td>13</td>
<td>13, 213, 359, 809, 811, 987, 1058, 1507</td>
</tr>
<tr>
<td>336</td>
<td>14</td>
<td>14, 1163, 1327</td>
</tr>
<tr>
<td>397</td>
<td>15</td>
<td>15, 37, 271, 453, 683, 1321, 1366, 1748</td>
</tr>
<tr>
<td>381</td>
<td>16</td>
<td>16, 69, 84, 102, 138, 140, 168, 172, 203, 221, 448, 491, 498, 1185, 1296, 1306</td>
</tr>
<tr>
<td>341</td>
<td>18</td>
<td>18, 160, 517, 959, 1055, 1334</td>
</tr>
<tr>
<td>252</td>
<td>19</td>
<td>19, 307, 792, 836, 870</td>
</tr>
<tr>
<td>208</td>
<td>20</td>
<td>20, 924, 972, 988, 1423</td>
</tr>
<tr>
<td>81</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>93</td>
<td>22</td>
<td>22, 664, 925, 1293, 1563</td>
</tr>
<tr>
<td>168</td>
<td>23</td>
<td>23, 40, 121, 133, 182</td>
</tr>
</tbody>
</table>

distances of a unit to all six direct neighbors are equal. The maps are not toroidal, and thus have edges, and units at these edges have fewer neighbors than the units in the center. The number of training events used in this paper is 200 times the number of patterns in the training set. With each event, the winning unit, and the units in the neighborhood, are updated with a weighted average of the unit weight vector and the new pattern, in both X and Y space. The weighting of the average depends on the learning parameter $\alpha$ and the neighborhood. During the training, the $\alpha$ decreases linearly from 0.05 to 0.01, and the neighborhood decreases exponentially from covering two-third of the map, to only the winning unit after one third of the training phase has passed.

5.3.5 Software

All methods are implemented in R [21], and available from the R package “wccsom” (version 1.2.0) [1, 22]. The package uses C code for the time critical calculations of the WCC criterion. The package provides methods to train XYF maps using the WCC to
Chapter 5 Supervised SOMs

5.4 Applications

The applications in this section show that supervised training allows maps to have organization in X space as well as in Y space, offering new possibilities to analyze large sets of crystal structures, and prediction of crystal properties based on the powder diffraction patterns. The examples of the XY-fused SOMs demonstrate possible applications of these supervised maps in crystallography and crystal structure prediction. The method is not restricted to these applications, and other properties can easily be used to train maps, such as packing patterns, hydrogen bond networks or other crystal properties.

5.4.1 Unit cell volume in Y space

The first example shows the prediction of the unit cell volume from the powder diffraction pattern, and the effect of taking into account this volume as Y space variable when training the XYF map. A hexagonal XYF map of 8x8 units was trained for the set of 205 crystal structures grouped into 12 clusters in 200 iterations, using the Euclidean distance measure on the log-scaled and mean-centered volumes.

Figure 5.1 shows a trained XYF map on which the training set was mapped after training (left), and the Y weight vector values, i.e. the unit cell volumes (right). This Ymap shows areas with high volumes (>6000 Å) for the units in the top left corner, while showing low volumes (<1000 Å) in the bottom right corner. Indeed, when the 205 structures are mapped on the trained map, by assignment based on similarity in X space only, it is clearly visible that these clusters are now ordered according to their volume (see...
Table 5.6: Crystal data for the acetic acid polymorphs pairs 1 and 6, 2 and 4, and 3 and 5.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>6</th>
<th>2</th>
<th>4</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>space group</td>
<td>P1</td>
<td>P1</td>
<td>P1</td>
<td>P1</td>
<td>P1</td>
<td>P1</td>
</tr>
<tr>
<td>a, Å</td>
<td>5.49</td>
<td>4.45</td>
<td>4.501</td>
<td>4.454</td>
<td>4.086</td>
<td>4.086</td>
</tr>
<tr>
<td>b, Å</td>
<td>6.06</td>
<td>6.75</td>
<td>7.238</td>
<td>6.747</td>
<td>5.547</td>
<td>5.473</td>
</tr>
<tr>
<td>c, Å</td>
<td>9.09</td>
<td>11.63</td>
<td>10.666</td>
<td>11.628</td>
<td>14.112</td>
<td>14.245</td>
</tr>
<tr>
<td>α, deg</td>
<td>90.0</td>
<td>104.1</td>
<td>101.3</td>
<td>104.1</td>
<td>90.0</td>
<td>87.6</td>
</tr>
<tr>
<td>β, deg</td>
<td>90.0</td>
<td>112.5</td>
<td>115.0</td>
<td>112.5</td>
<td>100.5</td>
<td>77.4</td>
</tr>
<tr>
<td>γ, deg</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
<td>85.8</td>
</tr>
<tr>
<td>lattice energy</td>
<td>-108.5</td>
<td>-107.9</td>
<td>-108.2</td>
<td>-107.9</td>
<td>-107.9</td>
<td>-107.9</td>
</tr>
<tr>
<td>density, g cm⁻³</td>
<td>1.320</td>
<td>1.298</td>
<td>1.297</td>
<td>1.282</td>
<td>1.293</td>
<td>1.287</td>
</tr>
</tbody>
</table>

Table 5.1): the cluster of structures with the lowest mean volume, cluster 12, maps onto a unit in the bottom right corner of the SOM, next to cluster 8 which has a low volume too. The cluster with the highest volume, cluster 1, maps onto units in the top left corner. Class 1 and 12 will never be mapped next to each other, because the supervised training imposed a large distance between them, reflecting the large difference in volumes of the two classes. Noteworthy is the non-linear behavior of volumes in the Y weight vectors: the mapped volumes show a sharp decrease just outside the top left corner.

As was noted earlier, structures can be mapped onto the map using similarity in X space only, by calculating WCC criteria for all units. Therefore, the method can be used to predict Y values. For example, the volume can be predicted for the mapped crystal structures by taking the winning unit’s Y value, and compare it with the real volume. Now, for this set, volume prediction is not really challenging and is merely illustrative and proof-of-concept: the correlation coefficient between predicted and true volumes is 0.98, with a mean WCC of 0.986 and a lowest WCC of 0.879.

5.4.2 Adding space group information in Y space

Training an XYF map is not restricted to just one property; multiple properties can be represented in Y space. The next example shows a XYF map trained using 2012 structures in the $P2_1$, $P2_1$, $P2_1$, $C2$, and $P1$ space groups from the steroid data set with 2303 structures. The space group classification information in Y space is represented by a set of four numbers indicating class likeliness (0.0 for unlikely, 1.0 for likely). For example, (0.0, 1.0, 0.0, 0.0) indicates that the structure has the $P2_1$ space group. A fifth number is used for the mean-centered logarithm of the volume. Similarity in Y space is measured with the Euclidean distance.

Figure 5.2 shows the Ymaps for three SOMs: the left most is an unsupervised SOM,
where the volume associated with a unit equals the mean volume of the training structures mapped onto that unit. The right two maps are XYF maps, trained with only volume (middle) and volume and space group (right). The top Ymaps show that the unsupervised SOM does not have any spatial structure regarding the volume, which the XYF maps were specifically trained for. Prediction of unit cell volume can be performed for all three maps.
by mapping test structures onto the map, and assigning as prediction volume the volume in the Ymap of the unit cell onto which the structure is mapped. The bottom plots in Figure 5.2 show the predicted versus the true volumes for a random test set for one of the three replicate maps trained starting with different seeds, and Table 5.2 gives the correlation coefficients. The unsupervised map is not able to predict unit cell volume at all, as is clear from the zero correlation coefficient. The XYF map trained with volume, however, is able to predict, to some extent, the volume, reflected by the positive, though low, correlation. Including space group information during training of the map further increases the predictive power, an occasionally badly trained map excluded (seed 2).

Using the same approach, space group information can be predicted. Figure 5.3 shows the Ymap with the space groups associated with the units of the trained maps. For the unsupervised map, space groups were assigned by majority vote. Two XYF maps were trained: one with only space group information, and one with space group and volume information. Again, the unsupervised map does not show spatial organization of the Ymap, which is present in the supervised maps. When volume is taken into account during the training, the spatial organization of the space groups is somewhat distorted, caused by the dual organizational restrictions imposed by the space groups and volumes. Table 5.3 shows the prediction results for one test set for three replicates using different seeds for each of the three map types. The results are best for a XYF map trained with only space group information. Unlike the fact that including space group improves results

Figure 5.7: Structures 1 and 6 from unit 281, which are both mapped onto unit 261, but are structurally different.
when predicting unit cell volume, the reverse does not seem to apply: including unit cell volume when predicting space groups deteriorates the prediction.

Note that the SOM and XYF (class and volume) mappings in Table 5.2 and 5.3 are the same; there is no need to retrain since prediction for both cell volumes and space groups can be performed. The mapping corresponding to seed 2 clearly corresponds to a situation where the training is stuck in a local optimum: both cell volumes and space group predictions are bad, but still better than unsupervised prediction.

5.4.3 Analyzing simulated polymorphs

An interesting application of supervised self-organizing maps is the analysis of simulated structures generated in polymorph prediction. Polymorph predictions often generate hundreds, if not thousands, of structures, from which a subset of structures needs to be selected which is likely to contain real polymorphs occurring in nature. These experimentally determined polymorphs usually appear somewhere in the list of predicted low energy structures, and selecting a few stable structures based on the predicted lattice energy alone has not shown sufficiently reliable yet [23, 24], while a recent test at an international conference has shown that crystallographic intuition based on visual inspection as a complement to computational methods has doubtful reliability too [25]. Moreover, visual inspection of all structure pairs is practically impossible. Energy-density plots have been used for subset selection, but density is not always considered to be a useful property to base selection on. Here, we propose the use of XYF maps as alternative for selecting structures from large sets of predicted structures, with diffraction patterns and energy as the basic properties for non-linear 2D mapping. The setup could be extended to make use of additional properties, such as H-bonding patterns, though that has not been explored in this work.

This example shows an XYF map trained for the set of 1954 simulated acetic acid polymorphs, trained with the diffraction patterns in X space and the calculated lattice energy in Y space. Again, the WCC criterion and the Euclidean distances are used to calculate similarities during training. Low energy structures are likely candidates of naturally occurring crystal structures, and the low energy areas on the map are, therefore, the areas of interest. Selecting crystal structures could be performed by taking one structure for each unit in the low energy area of the map, e.g. the one with the lowest energy. This way structural diversity is achieved in the selected subset. However, because we want to make sure we represent all low energy structures, we take the following approach. Disregarding their location on the map, 50 units are selected that contain the low energy structures. Mapping the 50 lowest energy structures results in fewer occupied units, because many of those structures have similar powder diffraction patterns, and will end up in the same unit. Therefore, an increasing amount of lowest energy structures is mapped onto the map, starting with 50 structures, until exactly 50 units are occupied. For example, an XYF map requires, about, the 275 lowest energy structures to be mapped to get 50 distinct units occupied, while an unsupervised maps requires around 200 lowest energy structures.
5.4. Applications

Figure 5.8: Energy-density plots for the complete acetic acid data set (left) and the subset of structures mapped onto the five lowest energy units of the XYF (261, 281, 383, 301 and 241) colored by unit (right).

Figure 5.4 shows the Ymap with the energy of a XYF map, and an unsupervised map trained for the same data. The energies given for the unsupervised map are calculated by taking the mean of the energies of the structures that map into that unit after training. The XYF map has a low energy region in the top left corner of the map, whereas the unsupervised map does not have organization with respect to the energy at all. Likewise, the low energy structures are mapped together onto the supervised map, but not when mapped onto the unsupervised map. The structures are numbered by increasing predicted lattice energy, where structure 1 has the lowest energy. Tables 5.4 and 5.5 list all structures mapped onto the twenty selected units with the lowest energy structures. For example, four structures are mapped onto unit 383 of the supervised map (Table 5.4), of which structure 3 has the lowest energy.

Effectively, including the energy as property has the effect that the supervised map encourages low energy structures to map onto the same area of the map. As a result, structures may be structurally more different while still ending up in the same or a neighboring unit during and after training of the SOM. For example, structures 2 and 4 are mapped onto the same XYF map unit, while mapped onto different units of the unsupervised map, though not that far apart. Being mapped onto the same unit, it is easier to detect their relative similarity, which is more difficult when one has to analyze the content of one unit and all neighboring units. While structure 2 and 4 are only one unit apart, detecting their similarity would have required to analyze 18 units instead of one.

This nicely shows the effect of including the lattice energy during training. While the diffraction pattern alone is not enough to clearly group together similar packing patterns,
the combination makes this more apparent. For example, structures 2, 4 and 14 (see Figure 5.5 left), are all mapped onto unit 281 and show the same packing. However, their powder diffraction patterns show a lower similarity, as expressed by the WCC measure, than the patterns of structures 1 and 6 (see Figure 5.6), which have a different packing (see Figure 5.7). The lattice energies could not have been used to highlight the similarity between structures 2, 4 and 14, either. While other units show this perfect alignment of crystal packing too, such as units 383 (see Figure 5.5), 301 and 241 (not shown), unit 261, with structures 1 and 6, shows that this is not always the case. While mapped onto the same unit, the packing of structures 1 and 6 is quite different (see Table 5.6). It is noteworthy that in the unsupervised map, structures 1 and 6 are mapped only one unit apart, too. To address false positives, other crystal structure properties could be included, such as hydrogen bonding patterns, during training of the SOM, to further enhance organization.

To visualize the subset selection, Figure 5.8 shows energy-density plots for all structures in the data set (left) and the 25 lowest energy structures (right). The colored structures are colored according to the units they are mapped onto (261, 281, 383, 301 and 241), while the gray structures are mapped onto other units. Units 281, 383, 301 and 241 showed perfect overlap of crystal structures, which is not apparent from the energy-density plot, with structures 8 and 9 as a possible exception. The gray structures in the right plot are clustered into seven distinct units, as can bee seen in Table 5.4.

5.5 Conclusions

Mapping sets of crystal structures onto self-organizing feature maps has been shown to have many applications. This article shows how this approach can be extended to create maps of which the topological structure not only depends on the powder diffraction data, but on other properties of interest, such as cell volume, space group, and lattice energy, or a combination of both, too. These supervised maps not only give a better mapping, they can also be used to predict properties trained in the Ymap, using similarity in the Xmap alone, and for subset selection in polymorph prediction.

The applications show that unit cell volume, space group classification and lattice energies can be used in Y space as dependent properties. The map trained for the data set with 205 structures and twelve structural classes shows that these classes will organize on the map according to their mean volumes when trained with the unit cell volume in Y space, adding interpretability to the map.

The steroid data set was used to demonstrate the possibility of including different property types in Y space, such as binary class information and continuous variables such as unit cell volume and lattice energy. The Ymaps of the space group classification and unit cell volume show a shared but complementary topology, where space groups are roughly separated in one dimension and the unit cell volume in another. The $P_1$ and $C2$ space group classes are broken up into separate areas due to the imposed organization on
The third application shows the use of a XY-fused SOM in selecting a structurally diverse set of low lattice energy structures from a polymorph prediction set. The similarities in X space ensure that different units have structural diversity, while the similarities in Y space impose a topological structure that results in low and high energy regions. The example shows that the supervised map, using powder diffraction pattern and lattice energy, gives much better clustering of crystal structures with similar packing patterns. As such, we believe that this application offers a flexible and viable alternative to the often used energy-density diagrams for subset selection in polymorph predictions.

Concluding, the XY-fused SOM provides a new tool to visualize and analyze large set of crystal structures via powder diffraction pattern data, and a new method to predict crystal structure properties from their diffraction patterns.
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Chapter 6

Chemical Markup, XML, and the World Wide Web. 5. Applications of Chemical Metadata in RSS Aggregators

Examples of the use of the RSS 1.0 (RDF Site Summary) specification together with CML (Chemical Markup Language) to create a metadata based alerting service termed CMLRSS for molecular content are presented. CMLRSS can be viewed either using generic software or with modular opensource chemical viewers and editors enhanced with CMLRSS modules. We discuss the more automated use of CMLRSS as a component of a World Wide Molecular Matrix of semantically rich chemical information.

6.1 Introduction

There is increasing recognition that the World Wide Web has vast untapped potential as an infrastructure for structured data interchange rather than just being a medium for delivering documents. This recognition underpins the Semantic Web [1], Berners Lees vision of its evolutionary future. Its construction will involve developing mechanisms which precisely and predictably associate data with descriptions of its meaning, context, and validity (whether it is fit for purpose). XML is now universally recognized as providing syntactic architectures for achieving this. XML is itself a specification for creating families and subfamilies of more specific markup languages. The best known of these is XHTML, which evolved from the original requirements of the Web to create documents which could be rendered readable for humans via the Web browser. In fact, XML was designed to serve an even more fundamental role for specifying data and data structures. Via a formalism known as namespacing, several XML languages can in turn be combined to create a compound document, and these components can be transformed into other appropriate forms by invoking other XML-based tools known as stylesheets. These can be appropriate either for presentation to a human for reading or for further processing (transformation) by empowered software agents according to defined algorithms. In recognition of the dual purposes that XML can serve, we have coined the term datuments [2, 3] to describe these compound information objects.

As the structure of dataments and the number of components they may contain grows more complex and the dataments themselves become larger (possibly very much larger), methods for achieving higher order organization and aggregation become required. Metadata (data about data) provides a mechanism for providing concise descriptions of the type of content expected in the datament, enabling high level decisions about further processing or filtering to be made. What is required is a more finely grained elaboration of the MIME approach we used to achieve appropriate postprocessing of discrete data files on the first generation Web [4].

At this stage, it is worthwhile noting an early experiment of ours in creating a complex environment of documents, chemical data, metadata, and processes applied to the collection, using the Web technologies available in 1995. The ECTOC electronic conferences [5] were designed to investigate innovative electronic metaphors for the conventional but expensive and time-consuming physical meetings which the scientific communities have evolved over many decades to promote cross fertilization of ideas among humans. Each of the four ECTOC conferences held during the period 1995-1998 contained about 100 posters and articles. These were an intertwined mixture [6] of bit-mapped images, chemical data expressed in a variety of formats [4], discussion forums and lists of titles, with associated provenance of authors, comments by participants, and clear time stamps. Part of this experiment was an attempt to create navigational aids to this diverse but inter-related information collection which would help participants to identify chemical subject matter of interest to them. This would in turn help identify similarities in this material which would promote serendipitous chemical discovery. While conventional navigational aids were presented, (tables of contents, subthemes, indices) we also introduced
a novel metadata based mechanism using the Meta Content Framework (MCF) which had been developed by a small group within Apple Computer. MCF was used to provide metadescrptions of the various conference components and was presented to the human as a nonlinear visual navigation map of the conferences containing links between related components of the conferences based on this metadata. The MCF-based map and software to view it was included on the subsequent ECHET96 CDROM archives, although its use was not developed further at the time. A particular limitation was that chemical information such as “how many molecules are described in this article” still had to be (slowly) organized and then discovered by the human editor or reader.

MCF itself underwent a number of evolutions after being abandoned by Apple in 1996, including adoption by Netscape for use in their own information portals under the name RSS. The ideas espoused by MCF were also adopted by the W3C for their Resource Description Framework (RDF), itself seen as an integral part of the Semantic Web noted in our introduction. These various concepts, along with a decision to recast the syntax into XML, merged around the year 2000 with the specification of a protocol
now known as RSS (RDF Site Summary) 1.0. The background history to this evolution has been recently summarized elsewhere \[7\], and this latter article also provides a concise description of various more formal metadata schemas that can be incorporated into RSS. These include the standard Dublin Core (DC) schema and PRISM \[8\] which provides an XML metadata vocabulary specifically for journal publishing.

With RSS now cast as an XML language, for the first time it becomes possible to consider how an entire collection of data, metadata, and information could be constructed using XML components (something not possible at the time of the ECTOC conferences) and which in turn could make use of the increasing array of standard (often opensource) software tools which have become available for processing XML. In an earlier article where we first introduced the ideas behind RSS \[9\], we concluded by alluding to the prospects of such unification in the specific area of chemistry. In the present article, we provide explicit examples of the use of RSS to provide metainformation about three diverse chemical sites, including mechanisms for molecule discovery largely absent in conventional Web pages. We also show how the use of XML throughout greatly facilitates the development of authoring applications which make use of these concepts via reuse of standard components and tools.

### 6.2 Implementations of RSS for chemical data sources

We have previously described \[9\] the structure and use of a basic RSS document, noting how XML namespaces \[10\] allowed explicit chemical information and metadata to be added. Here we elaborate upon the topic of namespaces which we had introduced in the earlier article and then illustrate this usage via three deliberately diverse examples of how these concepts can be added to repositories of chemical data.

#### 6.2.1 Namespaces and RSS 1.0

Namespaces are central to modern XML but not always widely deployed in some domains, including chemistry. Large documents (e.g. journal articles, regulatory submissions, patents, books, etc.) may contain material from many disciplines and be created by many authors. Moreover material may be copied or transcluded from other sources. It is unrealistic to expect a globally controlled vocabulary, and namespaces allow authors to create local information components and merge them without name collisions. Thus chemistry and XML both use the vocabulary “element” which would collide unless disambiguated.

Namespaces use URIs \[10\] for disambiguation. The creator of a namespace devises a unique URI, usually based on their domain name to provide uniqueness. Thus many XHTML documents start with the following syntax `<html xmlns="http://www.w3.org/1999/xhtml">`.

This states that, by default, all elements and attributes in the document belong to the “http://www.w3.org/1999/xhtml” namespace, conventionally referred to as the
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Figure 6.2: The Jmol 3D Molecule viewer showing the RSS plugin window. Three CMLRSS channels are shown sorted by date, with the Jmol window showing the most recent item. The formula is computed from the CML molecular information, and the dimension indicates what type of coordinates are available (1D, 2D, 3D, 2D+3D, fractional etc).

“XHTML V1.0” namespace. The use of the HTTP protocol for namespaces is an unhappy and confusing syntax. It is not required and could be replaced by a URN (a naming, rather than addressing convention). We dispose of the following common myths:

- “You have to be connected to the web to use namespaces”. In fact no XML tool should try to resolve these as addresses and if it does it is an error.
- “There is a web page with something useful at the URL address”. It is not an address, and it is only coincidental if there is a page to which it resolves.

In practice many namespace designers do put some form of specification or help pages at the “URI address”, but there is no consistency in content or syntax.

The namespace specification should be read carefully by designers of multinamespace documents (including RSS), but the following simple guide and example illustrating
namespace use in an RSS 1.0 document [11] (Scheme 1) is sufficient for this article.

- The document may (but need not) start with an XML declaration (line 1).
- The document may (but need not) have a DTD reference: `<!DOCTYPE foo SYSTEM “http://foo.org/bar.dtd”>`. In practice it is difficult to construct DTDs for multinamespace documents, and they are not normally DTDvalidatable, so our approach does not use them. It is possible to create schemas which describe and validate, but content models and attributes are complex in RDF and schema-based validation is not always cost-effective [12].
- Processing instructions (line 2) are not under namespace control. PIs are hints or instructions to processing software but do not affect the content of the document. The PI target (“xml-stylesheet”) is used in user-agents (browsers) which support the W3C style guidelines. It means “if you are stylesheet aware, and if you support CSS stylesheets (“type” pseudoattribute) then retrieve the stylesheet at URL (“href”) and apply it”. In this example, the stylesheet specified ensures that if the RSS feed is displayed in a browser, the result is at least readable.
- There can be any number of namespaces in an XML document. For RSS there will normally be at least RSS, RDF, and DC. Most human-readable news feeds also include XHTML. In the example (Scheme 1) there are the following:

  "http://www.w3.org/1999/02/22-rdf-syntax-ns#"
  "http://purl.org/rss/1.0/
  "http://usefulinc.com/rss/manifest/
  "http://purl.org/dc/elements/1.1/"
  "http://www.xml-cml.org/schema/cml2/core"

- Namespaces do not need to be declared at the start of the document unless they are required in the rootElement. They can also be declared several times. All namespaces (except the default namespace, which in this example corresponds to the schema for RSS 1.0 itself) are associated with a prefix. This prefix is arbitrary and is required to be unique only within the document. The prefixes are determined by the xmlns pseudoattribute mechanism. Thus, xmlns:dc=“http://purl.org/dc/elements/1.1/” associates the prefix “dc” with the namespace “http://purl.org/dc/elements/1.1/”. Any element (or attribute) whose name starts with dc: has a namespace URI of xmlns:dc=“http://purl.org/dc/elements/1.1/”. Thus the element `<dc:date>2003-0916T00:00:00-00:00</dc:date>` consists of the pair local-name+namespaceURI of “date” + “http://purl.org/dc/elements/1.1/”. This is what is passed to an application program, and the actual prefix used is irrelevant. We emphasize this through the following example: `<dCore:subject xmlns:dCore=“http://-/purl.org/dc/elements/1.1/”>Caffeine</dCore:subject>` and `<dc:subject xmlns:dc=“http://purl.org/dc/elements/1.1/”>Caffeine</dc:subject>` are semantically identical.
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Listing 6.1: RSS Code Generated for a CMLRSS Aggregation Feed (Shown Truncated).

```xml
<?xml version="1.0" encoding="iso-8859-1"?>
<?xml-stylesheet href="http://www.w3.org/2000/08/w3c-synd/style.css" type="text/css"?>
<rdf:RDF
  xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
  xmlns="http://purl.org/rss/1.0/"
  xmlns:dc="http://purl.org/dc/elements/1.1/"
  xmlns:cml="http://www.xml-cml.org/schema/cml2/core">
  <channel rdf:about="http://http://">
    <title>Chemstock</title>
    <link rel="http://www.ch.ic.ac.uk/csdemo"></link>
    <description>A chemical database based upon MySQL and PHP</description>
    <dc:creator>rzepa@imperial.ac.uk</dc:creator>
    <image rdf:resource="http://www.ch.ic.ac.uk/logo.gif" />
    <rdf:Seq>
      <rdf:li rdf:resource="http://www.ch.ic.ac.uk/csdemo/?type=item&id=437" />
    </rdf:Seq>
    </channel>
  <image rdf:about="http://www.ch.ic.ac.uk/logo.gif">
    <link rel="http://www.ch.ic.ac.uk/csdemo"></link>
    <description>Caffeine</description>
    <dc:creator>rzepa@imperial.ac.uk</dc:creator>
    <dc:date>2003-09-16T00:00:00-00:00</dc:date>
    <dc:creator>demo@dstmo</dc:creator>
    <image rdf:resource="http://www.ch.ic.ac.uk/csdemo/index.php?type=item&id=437" />
    <rdf:Seq>
      <rdf:li rdf:resource="http://www.ch.ic.ac.uk/csdemo/?type=item&id=437" />
    </rdf:Seq>
    </channel>
  <image rdf:about="http://www.ch.ic.ac.uk/logo.gif">
    <link rel="http://www.ch.ic.ac.uk/csdemo"></link>
    <description>Caffeine</description>
    <dc:creator>rzepa@imperial.ac.uk</dc:creator>
    <dc:date>2003-09-16T00:00:00-00:00</dc:date>
    <dc:creator>demo@dstmo</dc:creator>
    </channel>
  </rdf:RDF>
```

Listing 6.2: CML generated by OpenBabel.
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6.2.2 Example 1. The ChemStock System

ChemStock, described fully elsewhere [13], is a simple data capture system designed using OpenSource software to maintain an inventory of molecules and selected properties. It is designed to answer questions such as “what are the latest chemical additions to the inventory?” or “what is the owner/location of a specific item?”. At its heart is a user interface written using the PHP scripting system and populated by querying a MySQL database. Part of the data capture process involves contributors supplying molecular coordinate and atom connection table descriptors of a collection of molecules. Currently, two different formats for contributors to upload this information are implemented, the MDL Molfile format (which is not XML-compliant) and CML (Chemical Markup Language, which is XML based) [14]. Because the Molfile cannot be used within the XML-based RSS format, it is necessary to preprocess this legacy format into CML using the OpenBabel converter [15]. As XML conformance in the chemical community increases, the need for this particular step, itself susceptible to potential data loss, will eliminate. The CML expression of the molecule is then stored in the MySQL database, along with other information such as the creation/modification date, the name of the author, and a text-based descriptor (i.e. name) of the substance. Other molecular properties could also be computed at this stage if needed, most prominently the InChI unique molecular identifier [16].

To create a CMLRSS feed, the MySQL database must then be queried to retrieve the information and to format it according to the RSS 1.0 specification [11] using appropriate PHP tools [17]. The resulting RSS document is shown in Scheme 1.

The subscription URL takes the form [http://www.ch.ic.ac.uk/csdemo/feed.php?num=5]. This default query retrieves the last five entries added by users to the ChemStock database, including any CML components, along with metadata appropriate for the DC schema such as the author, date, and description. An example of the RSS generated is shown in Scheme 1. If used within a generic RSS news reader (which does not support the CML namespace) the results take the form shown in Figure 1. Note particularly that the CML components are not displayed (since no handler for these is present or has been specified) but that the Dublin Core (DC) fields are displayed, and these can be used to sort the aggregated display. Selecting the link associated with any individual entry will display the ChemStock page.

6.2.3 Example 2. The Dutch Dictionary on Organic Chemistry

The Dutch Dictionary on Organic Chemistry (WOC, “Woordenboek Organische Chemie” in Dutch) is an 8-year old Web site about organic chemistry and mainly in Dutch [18]. It contains descriptions of terminology, named reactions, and compounds. The 10 most recently changed items in the dictionary have been made available as a CMLRSS feed at [http://www.woc.sci.kun.nl/cgi-bin/rssfeed.rss]. The content is similar to that of the ChemStock RSS feed, including CML metadata for molecular content. Though not available at this moment, it is planned that the named reactions will be available using...
6.2.4 Example 3. The World Wide Molecular Matrix

The molecular matrix [19] is a bold and innovative attempt to create a global open repository of molecular information and associated properties using a grid-based peer-to-peer model for collaboration and dissemination. The adoption of XML syntax throughout ensures that the diverse molecular information held in the matrix can be aggregated in a fully extensible and interoperable manner and that it is exposed to other chemical and nonchemical disciplines that may wish to access it in a semantically rich manner. Another pervasive concept is that of adding value to existing information (“accretion”). The Cambridge node in the WWMM for example can process molecular information contributed by users and add to it via e.g. a full MOPAC based [20] quantum mechanical computation of selected molecular properties. Other nodes on such a grid would compute other properties. The matrix gains content from the contributing user, the latter gains a valuable property calculation, and the community gains from patterns that may emerge from the aggregation of this on a large scale. Within such an environment therefore, it becomes valuable to readily identify new entries, or newly computed properties for existing entries, and to filter and sort these according to specified criteria. CMLRSS provides a mechanism for achieving this. The RSS feed http://wwmm.ch.cam.ac.uk/Bob/rss contains the appropriate chemical metadata for selected entries to the WWMM which could form the basis for further interactions with the matrix.

Although clearly a much wider range of computed properties could be included either via modular functionality of the program itself or a call to an appropriate Web service. If several CMLRSS feeds are defined in the Jmol or JChemPaint properties file, the aggregated molecule entries can sorted by the various fields such as title, date, or formula. An example of filtering the content by atom type is shown in Figure 6.4. More complex calls to the CDK toolkit could in principle provide other sorting mechanisms, such as by e.g. chemical substructure. If the molecule is associated with a published journal article, then appropriate PRISM-based metadata can link to this information.

6.3 Chemical postprocessing and aggregation of RSS metadata

RSS functionality is not limited to generic viewers but can also be incorporated into chemical application software. This has been done for the opensource programs Jmol [21] and JChemPaint [22] via a plugin module interface written as part of the CDK (Chemistry Development Kit) [23, 24]. This functionalized RSS reader is then rendered capable of parsing the XML and extracting both the DC and e.g. the CML namespaced components for display. If atom coordinates (of various dimensionality) are present in the CMLRSS feed, these are extracted and displayed within the Jmol (Figure 2) or JChemPaint (Figure
3) window when the item is selected. Additionally, a call is made to the CDK toolkit \[24\] to compute (in this example) the molecular formula for display,

6.4 Discussion and Conclusions

Scientific research generates large amounts of potentially valuable data. Most existing models for handling and disseminating such data adopt a variety of (often quite inadequate) approaches \[3\] \[25\]:

- The data are discarded at the completion of a project or archived on paper in a box file stored in a cupboard. The mere existence of such data is often forgotten.

- The data are converted (by scanning or other means) to a PDF (Acrobat) file and submitted as Supporting Information along with the associated scientific publication. This material may be made available on a publishers Web site but possibly only for a limited period. It is unlikely to be indexed in any manner by the publisher and
is therefore unlikely to be retrieved by any logical search procedures. Reuse of such data is only possible if a human (or good OCR system) rekeys it.

- Data are saved in original (non XML) formats and made available via a publishers (or authors) Web site in association with the article. It is potentially reusable by others if the particular formats (and any variations) are documented on the site or the prospective (human) user can “reverse engineer” the probable syntax and context and identify any software capable of handling it. These data too are unlikely to be indexed or searchable. Its existence is less likely to be advertised, and there may be many issues in its reuse, such as unambiguous knowledge of the particular scientific units used and ambiguity or multiple meanings for any terms describing the data.

- Some forms of data, particularly those resulting from X-ray crystallography, may be submitted by the publisher to an agency or specialist for added-value processing such as validation and deposition into a formal database for subsequent searching and retrieval. Most such data are currently not “open” and hence available without a commercial license. Ultimately, only a small proportion of scientific data will reach recognized definitive repositories such as Chemical Abstracts or Beilstein; here again its reuse is restricted to those who can afford it, and again proprietary software may be needed to process it.

Figure 6.4: The Jmol 3D Molecule viewer showing the RSS plugin window with selection by atom type (in this example the element Cr).
It is quite likely that metadata about any stage in the above processes is also likely to be missing. There are no mechanisms for even identifying the existence of any data in categories 1 and 2, while metadata in category 3 may be restricted to information such as the date of deposition, the authors, and just possibly a hint (recognized only by a human) that it may include more specific information such as molecular connectivity information or molecular coordinates and their dimensionality (summarized as 1D, 2D, 3D, 5D (2D+3D), 3D/fractional, etc.). The provenance of the data may also be uncertain or inferred only by implicit association with (separately located) journal articles. The situation is not quite so dire in category 4, but even here it has been estimated that less than half of all determined crystal structures are actually deposited in any retrievable form. In addition, access to metadata (i.e. the existence of a molecular structure) is again restricted to those who have purchased access licenses and are using the dedicated software so provided. These data cannot easily be reconciled with other data about perhaps the same molecule (or indeed distinguished from data for an isomeric molecule) or with data resident in journal articles, etc. Some of the missing connections between the data and its provenance probably exist in collections in category 5 but again in a proprietary manner. Thus Chemical Abstracts and Beilstein can be seen as competitors and hence would have no (perceived) business case for providing mutual metadata about each others holdings. Each of these databases holds extensive metadata about chemical substances, including for example enumeration of property lists (plists) for each substance. These plists however may not always overlap or inter-relate, and hence aggregation of the data is not possible.

Against this background, we introduce CMLRSS as an XML-based RSS carrier for chemical metadata. The three implementations described above allow the discrete capture of several types of metadata. Simple information such as date, author, text descriptions, etc. can be contained with the base DC schema. More finely grained chemical metadata (one could of course argue this to be an oxymoron!) is carried using the CMLCore schema. This enables capture of information such as the type of molecular coordinate available and also allows derived metadata such as a molecular formula to be algorithmically computed on the fly. The CMLRSS feeds described above include sufficient molecular information to allow humans (or software) to decide if the data is appropriate for the purpose they had in mind, including the possibility of filtering/sorting the information not just by e.g. molecular formula but also by substructure content or unique (InChI) identifier.

The adoption of a unifying XML-based syntax has other particular benefits. We have illustrated this by writing a CMLRSS parser using standard XML-compliant components which can be easily incorporated into a (2D) chemical editor (e.g. JChemPaint) and a (3D) molecular viewer (Jmol). This enables the user of either tool to subscribe to the appropriate CMLRSS feeds and hence to sort, select, and reuse the molecular data. The selection could be either by a human according to their own perceptions, or by software tools alone, but prearmed with particular chemical criteria. The current RSS plugin allows for filtering out news items that do not contain a specific element. By enfranchising chemical data sources of the types outlined above (particularly categories 1-4) with CMLRSS feeds, many of the problematic issues discussed above can be reduced if not entirely eliminated. This raises the intriguing prospect of what the role of aggregators such
as 4 and 5 should indeed be. A case could indeed be made that the greater availability of
interchangeable data and metadata from such sources, routinely accessible from standard
central software, would greatly improve their business models. Certainly this prospect
would move the chemical community a great deal closer to the realization of the chemical
semantic Web.
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Chapter 7

The Blue Obelisk-interoperability in chemical informatics.

The Blue Obelisk Movement (http://www.blueobelisk.org/) is the name used by a diverse Internet group promoting re-usable chemistry via open source software development, consistent and complimentary chemoinformatics research, open data, and open standards has formed. We outline recent examples of cooperation in the Blue Obelisk group: a shared dictionary of algorithms and implementations in chemoinformatics algorithms drawing from our various software projects, a shared repository of chemoinformatics data including elemental properties, atomic radii, isotopes, atom typing rules, etc., and web services for platform-independent use of chemoinformatics programs.

7.1 Introduction

While the past 20 or 30 years of development in chemoinformatics has created a plethora of published software systems and algorithms for solving chemical problems, little effort has been spent in providing the community with open components and data, to be reused and improved by communal efforts. Bioinformatics, with its much younger history, adopted the principles taught by success stories of the open source movement in general, and Linux in particular, from the very beginning. Recent years, however, have seen the emergence of open tools and databases also in chemical informatics [1, 2, 3, 4]. These draw on the existing ideas of independent peer review and scientific collaboration, mixed with “open source” software development paradigms. Community involvement, including assessments, suggestions, critiques, and rapid evolution is a core component of these efforts. The benefits of open source software have been discussed in great detail by Eric Raymond in his seminal paper “The Cathedral and the Bazaar” and following works [5]. The Open Source Initiative OSI summarizes: “Open source promotes software reliability and quality by supporting independent peer review and rapid evolution of source code. To be OSI certified, the software must be distributed under a license that guarantees the right to read, redistribute, modify, and use the software freely” [6].

In the beginning, most scientific software was free. It was so difficult to port that scientists didn’t bother about licenses – one was delighted if someone else could get it working on another machine. But the 1980’s saw the value of chemical informatics and the need to “productize” it. Much of this was meritorious, as it brought informatics into the classroom and the research lab, and helped pay for some chemistry research, but it also had hidden costs, which we are now facing today. In particular, costs include non-interoperability and centralized control of informatics.

Now, several open chemistry and chemoinformatics projects (Table 7.1) have pooled forces to enhance interoperability between these tools in a movement we call “The Blue Obelisk” (BO). The name originates from an informal meeting place in San Diego, California, during the American Chemical Society 2005 Spring National Meeting (see Figure 7.1) and was coined by one of the authors. Since contributors to the component projects live around the world, few had met in person – instead collaborating and meeting via the Internet.

We identify three core areas for the Blue Obelisk Movement:

- Open Source. One can use other people’s code without further permission, including changing it for one’s own use and distributing it again.

- Open Standards. One can find visible community mechanisms for protocols and communicating information. The mechanisms for creating and maintaining these standards cover a wide spectrum of human organizations, including various degrees of consent. We have been heavily influenced by the mantra of the IETF (Internet Engineering Task Force): “rough consensus and running code.”
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Figure 7.1: Where it all began. The Blue Obelisk in San Diego, California, at the 2005 American Chemical Society meeting.

- Open Data. One can obtain all data in the public domain when wanted and re-use it for whatever purpose. This is an under-used term which we are resurrecting. It is independent of “Open Access” and has relevance to “closed access” as well.

As outlined above, these areas are independent of the concept of “open access” to read publications freely. Instead, the three points focus on access to the scientific data, algorithms, and implementations themselves, rather than the formatted manuscript. In particular, we believe that these concepts strongly continue the spirit of communal peer review and reproducibility at the heart of modern scientific research.

It is well known in software development that 80 percent of the costs are caused by maintaining software and not by the initial implementation [7]. This holds both for the in-house development in pharmaceutical companies and the development for commercial chemoinformatics suppliers. Besides judging software by its standardized functional quality, it can be also compared on the basis of its long term stability and interoperability. Openly standardized algorithms and chemical information can help to reduce the maintenance costs, because developers can reuse available modules or test their tools against open source software and open data. This reduces the risk for both the “buy” and “build” strategies for software implementation. We agree with De Lano [8], that the try-before-buy paradigm for open source software does not necessarily require open standards. Open specifications for standard algorithms like kekulization [9], chirality coding [10], and atom
typing \[11\], however, are indispensable in academic chemoinformatics research to build better, more stable, and more reproducible chemical information systems.

In this contribution, we outline several examples for how the Blue Obelisk projects address this need: a shared dictionary of algorithms and implementations in chemoinformatics algorithms drawing from our various software projects and a shared repository of chemoinformatics data including elemental properties, atomic radii, isotopes, atom typing rules, a set of web-based chemoinformatics services, and the process of providing open algorithms and data. All of these projects were developed with continual community involvement, an open standardization process, and provide open data to key chemoinformatics processes. Anyone can take part, we welcome those in commercial organizations, academia, government, etc., and contributions come as code, compilations of data and molecules, testing, and more.

### 7.2 The Importance of Open Specifications for Algorithms and Data

The World Wide Web as it is used today is a collection of linked HTML pages and other data formats. Whenever there is chemical or other scientific knowledge or data published via this mechanism, it is often difficult or impossible to discover, because it lacks the semantics that would help machines – the only practical way to harvest information “from the Internet” – to identify and classify it. Recognizing this lack, Tim Berners-Lee introduced the concept he termed the “Semantic Web.” The Semantic Web is a mesh of information linked up in such a way as to be easily processable by machines, on a global scale. One can think of it as being an efficient way of representing data on the World Wide Web, or as a globally linked database. An analogy of the Semantic Web, projected onto the currently heavily researched idea of creating global networks of computational resources, so-called Grids, are the Semantic Grids. A Semantic Web, and even more a

<table>
<thead>
<tr>
<th>Project</th>
<th>URL</th>
<th>Principal Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jmol</td>
<td><a href="http://jmol.sf.net/">http://jmol.sf.net/</a></td>
<td>MH, EW</td>
</tr>
<tr>
<td>JOElib</td>
<td><a href="http://joelib.sf.net/">http://joelib.sf.net/</a></td>
<td>JW</td>
</tr>
<tr>
<td>Kalzium</td>
<td><a href="http://edu.kde.org/kalzium/">http://edu.kde.org/kalzium/</a></td>
<td>Carsten Niehaus</td>
</tr>
<tr>
<td>Octet</td>
<td><a href="http://octet.sf.net/">http://octet.sf.net/</a></td>
<td>Rich Apodaca</td>
</tr>
<tr>
<td>Open Babel</td>
<td><a href="http://openbabel.sf.net/">http://openbabel.sf.net/</a></td>
<td>GH</td>
</tr>
<tr>
<td>QSAR</td>
<td><a href="http://qsar.sf.net/">http://qsar.sf.net/</a></td>
<td>EW, RG, CS, JW</td>
</tr>
<tr>
<td>WWMM</td>
<td><a href="http://wwmm.sf.net/">http://wwmm.sf.net/</a></td>
<td>PMR</td>
</tr>
</tbody>
</table>

Table 7.1: Current Blue Obelisk Projects
7.2. The Importance of Open Specifications for Algorithms and Data

Semantic Grid, are predicated on the supply of information and services without requiring the user to know the details of how the resource was obtained. The “users,” who may be humans or robots, request precise services but should be unconcerned exactly how or where they originate. For example the calculation of a molecular property might depend on a precise method, but should not, in principle, depend on the actual program used, its version, the operating system and the machine involved.

We note that many chemical calculations are described in an imprecise manner. For example “molecular weight” is an imprecise term and the result of an algorithm returning this cannot be regarded as precise. The IUPAC Gold Book \cite{14} describes

\textit{relative molecular mass,} $M_r$: Ratio of the mass of a molecule to the unified atomic mass unit. Sometimes called the molecular weight or relative molar mass.

\textit{relative molar mass:} Molar mass divided by 1 g mol$^{-1}$ (the latter is sometimes called the standard molar mass).

and

\textit{unified atomic mass unit:} Non-SI unit of mass (equal to the atomic mass constant), defined as one twelfth of the mass of a carbon-12 atom in its ground state and used to express masses of atomic particles, $u \approx 1.6605402(10) \times 10^{-27}$ kg.

but “molar mass” does not occur as a term. These appear to refer to the mass of a single molecule, not to the properties of a bulk sample. However atomic masses include the concept of “average” as in:

\textit{relative atomic mass (atomic weight),} $A_r$: The ratio of the average mass of the atom to the unified atomic mass unit. See also standard atomic weight.

There are at least two algorithms that could be used to obtain the “molecular mass”:

- sum the average masses of all the atoms in the molecule (the normal “molecular weight”)
- sum the precise masses of the most frequent isotopes in the molecule (giving the “high resolution molecular mass”). Even this latter is imprecise as in mass spectroscopy it relates to ions, and presumably the mass of the ionizing electron(s) should be accounted for.

Moreover, the actual values of atomic weights varies between program systems. We have frequently observed variations in molecular weights between different authorities – often at the second decimal place.
Current practice does not constrain any of this. Many chemoinformatics and computational chemistry papers use data resources which are not available to reviewers and readers, and algorithms which are not portable or distributed. It is a matter of trust rather than verification whether such work is accepted by the community. We believe it is essential that computational chemistry is able to provide the basic scientific tenet of reproducibility – if a scientist repeats the work in an article they should be able to duplicate the result. This is simple in principle: computers should run reliably and if the same data are given to the same algorithm identical results should be obtained. However it is surprisingly difficult to assert that the “same” method is being used. Wirth \([15]\) observed: that “Data Structures + Algorithms = Programs”. We can amend this to “known validated data resources” + “known validated algorithms” = “validated web resources.”

There is relatively little practice of public validation of data resources and certification of algorithms in the field of chemistry, but without this, a global chemical semantic web is difficult to implement. This article explores the basis for such interoperability and outlines a working proof-of-concept. We hope that in the long term appropriate bodies such as IUPAC and other learned societies might come to oversee this practice; until then the Blue Obelisk can be seen as an informal, neutral mechanism to which those interested in open semantics can contribute.

An interoperable chemical approach requires at least the following communally agreed components in its architecture (in no particular order):

- terminology
- datatyping
- extensible data structures
- conformance specification and tools
- links and references
- namespaces
- metadata for provenance and discoverability

Syntactic support for all of these is provided by Chemical Markup Language \([16]\) and other XML namespaces (XHTML, MathML, etc.). This article is largely concerned with how the semantic containers for terminology, data and algorithms are populated. There is also an important need for machine-enforceable behavior, which may also benefit from inheritance mechanisms but is not discussed in this work.

Our design and practice is heavily influenced by the practice and specifications from the International Union of Crystallography (IUCr). For the last three decades the IUCr, through its Data Commission and other bodies, has actively developed communal practice for the interchange of data. One of us (PM-R) has been associated with the COMCIF’s project for a decade. The Crystallographic Information File (CIF) is the latest design
of the IUCr’s semantically rich data structures and fully described in this Journal and the recently published Volume G of the Int. Tab. The primary approach is through dictionaries, each of which can describe a subdomain (e.g., core, macromolecules, powder diffraction, publications, etc.) Any valid crystallographic data must conform to one or more dictionaries. The dictionaries are similarly constrained by a dictionary definition language (DDL) which is also recursively conformant.

The groundbreaking DDL and CIF specifications are the major vehicle for publications of crystallographic information, both textual and numeric. The community has developed software for validation and processing, though the full power of the DDL is only recently becoming realized. DDL and CIF predated XML by a decade and are almost isomorphic to XMLSchema (XSD) and XML in their architecture. CIF dictionaries traditionally describe the human-readable meaning of a term, together with its structure and constraints (cardinality, lexical form, numeric range, enumerations, etc.).

This architecture can reasonably be considered an ontology for the hard sciences. Since the semantics of crystallography have been well understood for many decades, much of the ontology, including the algorithms, can be “hard-coded.” More recently, through the dREL specification, the IUCr has started to add machine enforceable semantics into their dictionaries. Listing 7.1 shows a typical CIF dictionary entry using the starDDL approach (courtesy Prof S.R. Hall and Dr. N. Spadaccini). This specification is being actively considered by the IUCr’s COMCIFs committee.

Much of this example is self-explanatory. description.text (within ; . . . ;) is the human-readable meaning, where there are references to other dictionary items. _type.container, _type.value and _units.code correspond to <scalar data-type="float" units="daltons"/> in CML. The enumeration.range term describes a non-negative integer (e.g., xsd:nonNegativeInteger in XML Schema.) The main enhancement is the machine-readable semantics in the method.* loop. In this loop, a piece of code, based on Python and extended in the dRel language describes the precise algorithm for the evaluation of the atomic mass of the cell. It defines a mass, initially zero and a list of atom.types in the data object (the CIF). The atom.types have sub-fields number.in.cell (provided by the author) and atomic.mass (from a lookup table provided by IUCr). The sum of the atomic masses of all atoms is returned _cell.atomic.mass, the id of the dictionary entry.

These dictionaries are now compilable and executable in a proof-of-concept system [17]. They are powerful enough to allow the complete calculation of many crystallographic quantities (e.g., structure factors from atomic sites and form factors). The code can be run directly as Python, in Java through Jython and compiled into other languages through the JJTree compiler compiler.

This type of approach has great benefits for chemistry. Many of the BO algorithms (e.g., hundreds of JUMBO [18] methods) are sufficiently simple to be documented as machine-enforceable semantics. The dictionary approach enforces communal semantics for objects (e.g., through Octet) – e.g., a molecule contains atoms and bonds which can provide dRel-like iterators.
Listing 7.1: An example of a CIF dictionary entry

```cif
save .cell .atomic_mass
   _definition.id                  '_cell .atomic_mass'
   _definition.update             2000-11-03
   _description.text
   
   Atomic mass of the contents of the unit cell. This is calculated from the atom sites present in the ATOMYPE list, rather than the ATOM_SITE lists of atoms in the refined model.

   _description.compact            'CellAtomicMass'
   _name .category_id             cell
   _name .attribute_id            atomic_mass
   _type .container               Single
   _type .value                   Real
   _enumeration .range            0:*
   _units .code                   daltons
loop_
   _method .class                 EVALUATION
   _method .expression
 mass = 0.
 Loop t as atom_type { 
   mass += t . number_in_cell * t . atomic_mass
 } 
   _cell .atomic_mass = mass
; save_
```
There may be concerns about using a procedural language rather than a functional one (e.g., Scheme or LISP). We believe that the approach above is easily implemented and can run in a wide range of environments. It has the benefit of synergy with code and systems developed in crystallography.

Note that the approach also contains precise identification of, and therefore retrieval of, algorithms. Thus _cell.atomic_mass.EVALUATION_ is a precise pointer to a defined algorithm. The BO approach is informed by this architecture, though the precise syntax and semantics use XML-based approaches rather than CIF.

### 7.3 The Blue Obelisk Dictionary

The Blue Obelisk Chemoinformatics Dictionary is our effort of defining a standard set of chemoinformatics algorithms [19]. If a software project implements one of these algorithms, they can refer to this dictionary. By using unique identifiers, the dictionary allows using Web search engines, like Google.com, to find implementations for an algorithm in the dictionary. A similar dictionary has been developed for QSAR descriptors previously [20].

#### 7.3.1 The Dictionary

The dictionary uses the following technologies: Scientific, Technical and Medical Markup Language (STMML, [http://www.xml-cml.org/stmml/](http://www.xml-cml.org/stmml/)) was used as a general container and Mathematical Markup Language (MathML) is used to contain mathematical formula. Likewise, Scalable Vector Graphics (SVG) could be used to add graphics to the dictionary, though this is currently not used. References are contained in BibTeXML, an extended markup language for managing bibliographies. The full source of the latest XML source for the dictionary can be retrieved from Ref. [21].

The XML document is accompanied by a XML Schema document that encompasses the used XML languages. This allows XML aware editors to syntactically validate the document and filter out syntax errors in either of the three XML languages.

Each entry in the dictionary has an associated identifier (id) which is unique throughout the XML document. Using XML namespace technologies a world wide unique identifier can be composed that uniquely points to the entry in the dictionary. For example, by defining a namespace [http://qsar.sourceforge.net/dicts/blue-obelisk](http://qsar.sourceforge.net/dicts/blue-obelisk) with a related prefix `blue-obelisk`, one can uniquely point to an entry describing a Kabsch algorithm to align two molecules (id=alignmentKabsch) [22], within this namespace by referring to `blue-obelisk:alignmentKabsch`. Listing 7.2 is an example of an entry currently used in the Blue Obelisk dictionaries.

In this example an entry is defined for an algorithm that finds the smallest set of smallest rings, given a molecular graph. BibTeXML is used using the `bibtex` namespace prefix, to cite the article in which the algorithm was described. The entry has a bit of...
Listing 7.2: An example of an XML dictionary entry

```
<entry id="findSmallestSetOfSmallestRings_Berger" term="Find Smallest Set of Smallest Rings (Berger Algorithm)">
  <annotation>
    <documentation>
      <metadata name="dc:contributor" content="elw"/>
      <metadata name="dc:date" content="2005-06-22"/>
    </documentation>
  </annotation>
  <definition>
    Algorithm to find the smallest set of smallest rings starting with a molecular graph <bibtex: cite ref="BGdV04a"/>
  </definition>
  <metadataList dictRef="blue-obelisk-metadata:isClassifiedAs">
    <metadata dictRef="blue-obelisk-metadata:category" content="blue-obelisk-metadata:graph"/>
  </metadataList>
  <annotation>
    <documentation title="bibliography">
      <bibtex:entry id="BGdV04a">
        <bibtex:author>
          Berger, F. and Gritzmann, P. and De Vries, S.
        </bibtex:author>
        <bibtex:title>
          Minimum cycle bases for network graphs
        </bibtex:title>
        <bibtex:journal>Algorithmica</bibtex:journal>
        <bibtex:year>2004</bibtex:year>
        <bibtex:number>1</bibtex:number>
        <bibtex:pages>51-62</bibtex:pages>
      </bibtex:entry>
    </documentation>
  </annotation>
  <relatedEntry type="blue-obelisk-metadata:instanceOf"
                  href="findSmallestSetOfSmallestRings"/>
</entry>
```
7.3. The Blue Obelisk Dictionary

The Blue Obelisk movement agreed on using the same namespace prefix, i.e. `blue-obelisk`, allowing web pages for specific software projects to cite entries in the dictionary. Links from those pages currently must be made explicitly, but having the citations on those pages allows web search engine to easily find software projects that implement a specific algorithm. The XHTML web page generated from the XML source of the dictionary, contains, for each entry, a link to Google.com that shows available implementations of that algorithm (see Figure 7.2). This setup provides a powerful tool to find software that implements published algorithms.

At the time of writing, CDK and Jmol each provide a web page that cites and links to individual Blue Obelisk Chemoinformatics Dictionary entries. The CDK page can be found at [23] and the Jmol page can be found at [24]. The Open Babel project has also included links to the dictionary in its developer documentation and is in the process of producing a complete index of entries as a separate webpage. All projects are continuing to add entries to the dictionary for common algorithms.
7.4 The Blue Obelisk Repository

Since many cheminformatics projects rely on accurate atomic and molecular data such as atomic masses, isotopes, electronegativities, van der Waals radii, covalent radii and so on, we have initiated a repository of a standard set of cheminformatics data, building on the processes involved in the dictionary mentioned above.

Conventional standards bodies, such as IUPAC, have established a variety of published data, particularly on isotopes, atomic masses, elemental abundances, element symbols and names and so on. Many cheminformatics algorithms, however, rely on other data which may not have a clear-cut definition. For example, there is no obvious way to specify a van der Waals radius – not all elements are perfectly spherical and multiple definitions exist including those taken from crystal structures, gas-phase measurements, and molecular mechanics force fields [25, 26, 27, 28, 29].

To address these issues, the Blue Obelisk Movement has established the Blue Obelisk Data Repository [30]. Software can use and refer to this repository when it needs standardized data for a wide range of chemical properties and other facts, of which an overview is given in Table 7.2. It is anticipated that over the next year the repository will considerably increase in the amount of available data.

The repository uses CML and dictionaries to allow explicit markup of data types, units, and the experimental errors, as well as metadata like bibliographic sources, creation dates and indications of authority. An example entry in the Blue Obelisk Data Repository is presented in Listing 7.3, and lists properties for hydrogen. For example, it states that the ionization energy is 13.5984 eV, and that the mass is 1.00794 a.m.u. It does not explicitly state which mass is meant, but refers for the definition to the Blue Obelisk Dictionary (see Section 7.3).

<table>
<thead>
<tr>
<th>property type</th>
<th>property</th>
<th>sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>physical</td>
<td>isotope abundances</td>
<td></td>
</tr>
<tr>
<td>properties</td>
<td>isotope masses</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>atomic masses</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>ionization energies</td>
<td></td>
</tr>
<tr>
<td>chemical</td>
<td>affinities radii</td>
<td></td>
</tr>
<tr>
<td>properties</td>
<td>electronegativities</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>element densities</td>
<td></td>
</tr>
<tr>
<td>discovery</td>
<td>year of discovery</td>
<td></td>
</tr>
<tr>
<td></td>
<td>name and etymology</td>
<td></td>
</tr>
<tr>
<td>other</td>
<td>atom type definitions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2D and 3D coloring</td>
<td></td>
</tr>
<tr>
<td>schemes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: The current content of the data repository, with a few of the used sources.
Listing 7.3: An example of a Blue Obelisk Data Repository entry

```xml
<elementType id="H">
  <scalar dataType="xsd:Integer" dictRef="bo:atomicNumber">1</scalar>
  <label dictRef="bo:name" xml:lang="en">Hydrogen</label>
  <scalar dataType="xsd:float" dictRef="bo:mass" unit="boUnits:amu" errorValue="7">1.00794</scalar>
  <scalar dataType="xsd:float" dictRef="bo:exactMass" unit="boUnits:amu">1.007825032</scalar>
  <scalar dataType="xsd:float" dictRef="bo:ionization" unit="boUnits:electronVolt">13.5984</scalar>
  <scalar dataType="xsd:float" dictRef="bo:electronAffinity" unit="boUnits:electronVolt" errorValue="3">0.75420375</scalar>
  <scalar dataType="xsd:float" dictRef="bo:electronegativityPauling" unit="boUnits:paulingScaleUnit">2.20</scalar>
  <scalar dataType="xsd:float" dictRef="bo:radiusCovalent" unit="boUnits:angstrom">0.37</scalar>
  <scalar dataType="xsd:float" dictRef="bo:radiusVDW" unit="boUnits:angstrom">1.2</scalar>
  <array title="color" dictRef="bo:elementColor" size="3" dataType="xsd:float">1.00 1.00 1.00</array>
  <scalar dataType="xsd:float" dictRef="bo:boilingpoint" unit="boUnits:kelvin">20.28</scalar>
  <scalar dataType="xsd:float" dictRef="bo:meltingpoint" unit="boUnits:kelvin">13.81</scalar>
  <scalar dataType="xsd:String" dictRef="bo:discoveryDate">1766</scalar>
  <scalar dataType="xsd:String" dictRef="bo:discoverers">C. Cavendish</scalar>
  <scalar dataType="xsd:int" dictRef="bo:period">1</scalar>
  <scalar dataType="xsd:int" dictRef="bo:acidicbehaviour">1</scalar>
  <scalar dataType="xsd:int" dictRef="bo:group">1</scalar>
  <scalar dataType="xsd:String" dictRef="bo:electronicConfiguration">1s1</scalar>
  <scalar dataType="xsd:String" dictRef="bo:family">Non-Metal</scalar>
</elementType>
```
Chapter 7 Interoperability

7.5 Web Services

The preceding material has described how chemoinformatics data can be managed and accessed in a collaborative manner. Another aspect of collaboration is the use of distributed functionality. That is, the use of function implementations that are not necessarily on the local machine. An example of this type of approach is the use of web services. Though Web based applications are ubiquitous, they are generally full fledged applications that are monolithic in nature. The term web services refers to functionality that can be accessed over the Internet in a programmatic manner. In the context of chemoinformatics, this means that a programmer can access functions, that for example calculate binary fingerprints, over the Internet without having to understand what language the underlying function is written in or whether the function is up to date. Of course, this implies that the calling mechanism for the given function is well-defined and that the maintainer has kept it up-to-date. This approach is useful on a smaller scale, say at the organizational level. The advantage of having web based services implies that updates and modifications can be made on a single server, rather than requiring updates on individual machines.

We have used the CDK to provide web services for molecular similarity and descriptor calculations, available at http://blue.chem.psu.edu/~rajarshi/code/java/cdkws.html. Access to these services can be programmatic (using the SOAP [34] protocol) or by a web based interface which simply calls the service and presents the results. Since the algorithms are well documented and the calling mechanism is well defined, the service provides a relatively transparent method to obtain chemoinformatics functionality in a distributed manner.

The downside of web service functionality is that the user does not have control. This can be a problem if the service is not documented but at the same time it can be an advantage in that it relieves the user of the maintenance of yet another library. Furthermore, with the advent of Open Source and Open Data, a user is free to investigate the inner workings of a web service if he so wishes. This would allow the user to ensure that the a web service does indeed do what it advertises. Once again, this depends on the fact that the maintainer of the web service actually assigns an open license to the web service (in terms of access as well as code). Clearly, increased usage of web services is dependent on the transparency of the service. That is, a user must be able to ensure that a web service does indeed do what it says and should be able to rely on the provider of the service. We believe that the open principles underlying the Blue Obelisk movement are conducive to the development of transparent web services which provide easy access to a variety of functionality in a distributed manner.

7.6 Social Aspects

It has been mentioned previously that the Blue Obelisk movement is a communal effort. Given the three goals of the movement it is obvious why such an endeavor must be
a community effort rather than that of an individual. In this sense, the Blue Obelisk movement characterizes the nature of Open Source development in general and serves as an example of how this mode of development can be applied to problems in the field of chemical algorithms, standards and data. A striking feature of the Blue Obelisk movement is the wide variety of contributors to the individual projects that make up the movement. Contributors range from full professors to graduate students to commercial employees. The contributions themselves range from things as large as entire programs or frameworks to things as small as small amounts of data (e.g., to the data repository) or bug reports. However, it should be understood that though a bug report may appear to be a minor contribution compared to a whole framework, each contribution plays a vital role in the communal development and peer review of these projects.

At the same time it is important to realize that Open Source efforts represented by the Blue Obelisk movement do not always involve renumeration. Thus in many cases, the contributors work on the respective projects in their spare time. This leads to the situation where some areas in a project do not get as much attention as others, simply because it has not caught the attention of a contributor or due to lack of expertise amongst the contributors. In many cases, contributions to these projects are the result of a developer having “an itch” that needed to be “scratched.” Thus compared to commercial projects, it may appear that the projects represented by the Blue Obelisk movement lack in certain areas. Given the open nature of these projects, it is a simple matter for anybody with the interest and expertise to contribute to such an area, thus filling the gap.

The above discussion paints a picture of many people contributing whatever they feel like. Naturally this would lead one to think of a chaotic development process. How is all this managed? This is an important question as the contributors to the Blue Obelisk projects are located all over the world. Furthermore most projects are large enough that a single person cannot always manage the contributions from a large user community.

The fundamental mechanism for distributed communal development are mailing lists, i.e., via email. Mailing lists are the mode by which the majority of decisions are made the community for a given project, both in terms of use and development. Decisions are made by consensus, although sometimes the “benevolent dictator” model of development is followed. Mailing lists also serve as archives of discussion, in addition to the use of traditional web pages and collaborative web pages (Wiki) for the development of documentation. A more real time mode of communication is the use of Internet Relay Chat (IRC) which allows multiple people to “convene” in a virtual room and communicate in real time. In general this is restricted to text, but current Instant Messaging (IM) services allow for the use of both audio and video based communication. This type of interaction is very fruitful, as contributors can discuss current problems and decisions in real time as they are working on the projects themselves.

These methods represent approaches to communication between the contributors. But how are the contributions (such as code or documents) themselves managed? Once again this is a very important question as multiple people will be working on a program or document and manually managing individual contributions does not scale for projects of
even moderate size. The workhorses for managing actual contributions are version control systems such as CVS or Subversion. These allow multiple contributors to submit changes to a program file or a document to a centrally located repository. If multiple contributors make changes to the same document, the system allows them to intelligently merge the resultant conflicts. These systems also allow developers to track changes and essentially view the “history” of a project. Workflows and web services can also be used in the development process and the utility of such types of applications have been mentioned previously.

Many of the Blue Obelisk projects make use of services provided by Sourceforge.net which is a community effort to provide Open Source projects with a set of tools and functionality for efficient code maintenance and communication. The site supports a number of features such as CVS, mailing lists, bug trackers and so on, all of which are freely available to Open Source projects.

Clearly, current Internet based technology allows for easy and efficient management of contributions to the various Blue Obelisk projects from contributors located all over the world. In a sentence, the Blue Obelisk movement is an example of the use of Open Source technology and methods to customize tools and social practices for the development of chemical information services.

### 7.7 Conclusion

We have described a communal effort to realize interoperability in chemical informatics, which we call the Blue Obelisk movement, named after the first meeting place of our community. The BO movement currently consists of more than ten open source and open data projects all related to chemoinformatics. We identify concepts and algorithms, codify them in a collaborative dictionary and link them to concrete implementations in Blue Obelisk projects and beyond to make those machine-searchable. We have started a public repository of chemical data of general interest, including data for chemical elements and isotopes, (boiling points, colors, electron affinities, masses, covalent radii, etc.), definitions of atom types, and more. All the data is augmented with documentation, citations of origin and bibliography. We are working on a system of web services to provide access to chemoinformatics functionality without the knowledge of the details of the individual implementation and without the need to master the installation and programming interface of yet another chemoinformatics library. We emphasize that this work in progress, which due to its emphasis on interoperability has a value beyond that of open source and open data efforts. While standardization efforts in chemistry have a long history, modern computing and data processing, the Internet and the World Wide Web have for the first time created the possibility of effortlessly searchable and reusable data and computer programs. Thus this article addresses the “old guard” of developers to contribute their wisdom and their work. The result can be the survival of a work of a lifetime which otherwise might not survive the emeritation or the next sale of the company. This article is also addressed to newcomers to adopt the ideas of open data and software from the very beginning. We
welcome those in commercial organizations. What is prized are contributions that help support the communal vision (e.g., Raymond [35]) Our approach is not incompatible with commercial systems, though the preservation of authorship moral rights is taken very seriously.
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Chapter 8

Discussion and Outlook

The main requirements for successful data analysis in molecular chemometrics are that results are properly validated and give the user new insights in the chemistry behind the data. A prerequisite to this is the appropriate formulation of the problem. This calls for suitable machine representations of the molecular systems, and statistical methods that are able to give meaningful feedback. For example, QSAR studies require molecular descriptors that contain information relevant to the biological activity, and modeling methods that indicate which molecular features are important in predicting the activity. This chapter discusses the principal problems in molecular chemometrics, and how they might be addressed.

8.1 Information Content

The information content of a representation determines what problems can be studied: while the chemical graph is suitable for exploring the molecular diversity of a set of potential drugs, 3D geometrical information is required to model and predict their binding affinities with the biological target. While such expert knowledge suggests a certain representation, for each application the question should be raised which molecular representation contains the most relevant information. Additionally, it must be studied if the representation allows the modeling method to use the information, which is not necessarily the case.

For example, it was recently proposed to use NMR and IR spectra to describe molecules in QSAR studies. These spectra contain information on the molecular connectivity and 3D geometries, and describe features relevant to physical properties like solubility and boiling point. PLS models have shown, however, unable to predict various properties from the $^1$H NMR spectra of the molecules. It can be concluded that containing relevant information is not a sufficient requirement for yielding optimal models: the modeling method is not able to use the information experts use to deduce structural and geometrical properties of the molecule.
Capturing relevant information is indeed not straightforward, which becomes even more complicated when not just molecules are involved, but complex molecular systems such as organic crystal structures and enzymatic reactions. For multimolecular systems, the representation not only needs to describe molecular features, but also the interactions that define how the molecules aggregate. For example, while (some) packing features for molecular crystal structures can be represented by properties of the unit cell, this representation does not allow to quantify similarity: a small structural change can lead to large differences in the unit cell parameters. The relevant information is present in the description, but the analysis method is unable to use it.

Consequently, although this classic representation of crystal structures is suitable for crystallographic databases, it is inappropriate for statistical analysis. Instead, powder diffraction patterns or RDF-based descriptors can be used. These describe the same molecular information, only in a different form. The advantage of the RDF over the diffraction pattern is that it may be tuned to capture additional information relevant to intermolecular interactions. For example, a RDF might be defined with more focus on hydrogen bonding, potentially leading to better clustering according to expert knowledge. The diffraction pattern in itself, however, can directly be compared to experimental data and is, as such, easier to interpret.

8.2 Representation Characteristics

The representation of the molecular system strongly determines the outcome of the analysis. For example, PLS requires a fixed-length and numerical representation of the objects and properties of interest. Chemoinformatics has provided a plethora of numerical descriptors that fulfill this need. They may be derived from 3D geometry, chemical graph and otherwise, and represent certain molecular features and allow to describe more complex molecular systems.

Even though the number of available representations is huge, each has specific characteristics that may make statistical analysis challenging. For example, collinearity and a high variable-to-object ratio are two often encountered problems. Methods like MLR are known to become unstable when the representation contains a high number of collinear variables. With a growing number of variables, the chance of overfitting increases too, though internal validation can address this problem.

Specific statistical methods may have additional requirements. For example, kNN estimates the property of a new object by averaging those of the $k$ nearest neighbors, and needs an appropriate similarity measure. A similarity is not always easily defined and strongly depends on characteristics of the representation. Peak-like spectra are interesting examples, where shifts need to be approached differently from one application to another. When searching for the molecular structure in a database of NMR spectra using a query spectrum, one should realize the peak shifts do not contain relevant information and should be neglected. This can be achieved by using a binning scheme or a more sophisticated
alignment procedure, after which a normal difference measure can be used.

On the other hand, in other applications these peak shifts can be used to express similarity. An example of this is the use of the weighted cross-correlation for comparing crystal structures, both for powder diffraction patterns and $R_D$ and $R_{DF}$. Hierarchical clustering algorithms and self-organizing maps (SOMs) can use similarities to find groups of structures. The representation also affects how the similarity changes when the molecular system changes; it is preferred here that the similarity shows a smooth transition when going from highly similar systems, to more dissimilar systems. This smoothness, or lack thereof, affects how well statistical methods are able to reproduce expectations.

8.3 Validation

Chemoinformatics provides many methods to represent molecules and molecular systems, while chemometrics offers a wide range of statistical methods to process the resulting data. Statistical methods are even used to define better representations, such as MOLMAPs for representing enzymatic reactions, as explained in the introduction. Because the choice of both representation and modeling methods depends strongly on the combination of the two, validation is a very important tool to ensure that conclusions are scientifically sound.

Validation can be split up into two complementary types: one is statistical in nature and expresses model and analysis quality in numerical estimates, such as the root mean squared error of prediction; the other is expert validation, where the analysis is (visually) examined and the results are compared against expert knowledge. Both have advantages and disadvantages, which are discussed now.

Of these two methods, statistical validation provides the means to compare alternative models in an objective manner. The big advantage here is that the use of such statistics allows automated model building, as it does not require time-consuming human intervention: if the quality parameter is favorable for one model, then that one is chosen. This is used in modeling methods for parameter optimization, such as choosing the number the latent variable in PLS modeling, and selecting kernel parameters in kernel methods, such as SVM. However, the error margins on these statistics make it difficult to prefer one model over another if the difference is only small. For example, in QSAR studies the squared correlation coefficient between predicted and real activity is used; this statistic has a range of 0 to 1, and the error margin for small data sets (less than 100 molecules) might go up to 0.05. Consequently, one is unable to distinguish models with $R^2 = 0.85$ and $R^2 = 0.90$.

For situations like these, visual validation becomes important: where statistical validation is no longer able to make decisions, expert knowledge is needed as complement. While prior knowledge should be incorporated into the process as early as possible, capturing a sufficiently large and relevant knowledge base has shown to be difficult. Therefore, expert validation of models remains critical. This kind of validation can be as simple as plotting predicted versus real activities in QSAR studies, or plotting a clustering of ob-
jects using PCA or non-linear mapping methods. It is often also useful to visualize model features itself; for example, the regression vector in PLS indicates which variables are important for the prediction. This, for example, can be used with \(^{13}\text{C}\) NMR to indicate which chemical shift ranges correlate with the modeled property.

SOMs are interesting as tools to give visual feedback. Objects can be mapped onto units of the map which visualizes their grouping into clusters. This can be matched against expert knowledge: objects mapped onto the same unit show a high similarity, while objects mapped onto neighboring units show similarity of lower but significant degree. The map units themselves have associated weight vectors which resemble the representations of the objects mapped onto that unit. These vectors can be explored and indicate which features in the representation are typical for the objects that map onto that unit. Supervised SOMs have additional possibilities and allow to visualize the relation between the cell volumes for crystal structure classes, by creating a SOM where the map units are colored according to the cell volume and where the objects are mapped according to their unit assignment and color-coded by the classification scheme.

An interesting feature of the SOM is not explored in this thesis: while the prediction of a property of interest is principally based on the property value associated with the winning unit, the map really returns an array of more (and less) likely property values. Consider mapping a crystal structure on one of the maps trained in Chapter 5 which has unit cell volume as property of interest: the structure will have similarities with all units; the unit with the highest similarity, the winning unit, has the most likely cell volume. However, a second unit may have an almost equally high similarity, but with a rather different cell volume. The map does not exclude the second option, and only an expert may be able to decide on the difference. Indeed, for the crystal structures maps it was observed that volumes were predicted which were twice or half to true volume, caused by occurrence of structurally similar crystal structures in the training data set with a different number of molecules in the unit cell.

This feature can be translated to other applications too, such as QSAR. The method may now be able distinguish two different classes of molecules, which show a high structural similarity, but different binding affinities too. Such situations can occur when the molecules exhibit different modes of action. In contrast to methods like PCR and PLS, a supervised SOM would learn to distinguish between both molecular classes, using the similarity based on both descriptor and property space. Like conventional screening methods, the SOM would still be able to predict the binding affinity, but now predict two likely affinities instead of one; the similarity of the test molecule with the units provide a likeliness for the predicted affinities. Although there is no way to decide which affinity is the true one, it is anticipated that virtual screening results may improve by making advantage of this feature.
8.4 Reproducibility

While the statistical and visual expert validation discussed above provides important ways to verify the quality of models, more is needed when validating the scientific conclusions that are drawn from the analysis. For example, the scope of a new representation or new method can only be explored if other scientists are able to apply it to their data too. This requires that both the representation and data analysis are reproducible. However, this is not straightforward and often not possible in current molecular chemoinformatics.

Molecular descriptors are good examples where this reproducibility is not easily achieved. These theoretical descriptors are derived from principal molecular representations, like chemical graphs and 3D geometries, but often also include information on atomic features, like partial charges and atomic weights. It is not always well defined how these descriptors should be calculated, resulting in a situation where these descriptors cannot be recalculated using the same software package with the same version but using different libraries or platforms. Recalculation of those descriptors is, however, the only way a published QSAR and QSPR model can be validated independently.

Reproducibility demands several things from the chemoinformatics and chemometrics involved: primarily, clear descriptions of algorithm are needed to allow alternative implementations; and, identical data should be used in those algorithms to ensure identical numerical output. For example, the molecular weight descriptor requires the algorithm to specify which atomic weights are used, e.g. the atomic weight of the most abundant isotope or the weighted atomic mass according to natural occurrence of the isotopes, and what the values for those atomic/isotopic properties are.

Such reproducibility in descriptor calculation can, for example, be achieved by using ontologies or dictionaries that describes the exact algorithms and open standards of molecular properties like isotopic weights. Communal efforts are undertaken which aim to realize such interoperability in chemical informatics. One is called the Blue Obelisk Movement. Within this project common concepts and algorithms in the field of chemoinformatics are identified, and codified into a collaborative dictionary. Implementations can link to this dictionary to specify which algorithm is used. The project also provides a repository of standard atomic properties, to increase the reproducibility between implementations of descriptors which rely on such data. A partial solution to the reproducibility problem is the use of open source, open data and open standards, where the implementation is the exact specification. It is nevertheless acknowledged that the use of these concepts requires considerable change in the way we currently do science. The Blue Obelisk promotes adoption of these ideas.

8.5 Data Storage and Communication

Additionally, accurate storage and communication of molecular data is important when aiming at reproducible data analysis: changing the data set, such as the removal of a single
object, can significantly change the results of an analysis. The complexity and interaction between the representation and the analysis method is again an important factor.

One source of problems is the lack of data exchange in an information-rich manner. Listing the SMILES of the molecules in a QSAR data set is not sufficient: it does not contain information on the conformation used in the analysis, nor does it indicate which protonation state was used. Both are important when calculating binding affinities. The loss of information may be countered by assuming likely values, but this makes reproduction of the predictive models difficult. A second problem is the format itself. For example, exchanging NMR spectra as images in Word or PDF documents makes it rather difficult to extract the data needed to verify if the spectrum supports the suggested molecular structure. This complicates, for example, dereplication, where the spectrum is matched against a database to determine if the spectrum is already associated with a molecular structures.

Such processes would be possible if semantic document formats would have been used. Method that do allow semantically-rich distribution of data provide the tools to automate validation. For example, explicitly defining measurement units and conditions for NMR or IR spectra make it easier to validate the experimental results against expert knowledge. Additionally, adding more semantics also allows automated aggregation of data from different sources. The Chemical Markup Language (CML) is such an language aimed at molecular data, and supports a wide range of chemical data, including 3D molecular geometries and crystal structures, as well as experimental data such as 1D and 2D MS spectra.

A realistic application of this technology is to distill new patterns. For example, consider a crystallographic database, such as CrystalEye, which publishes new entries using CMLRSS. A preliminary statistical analysis of the database may result in normal bond lengths and geometries. These normal conditions can then be used to validate entries in the CMLRSS feed; an entry which has geometrical properties outside the range of expected values can be highlighted as interesting in a derived CMLRSS feed, suggesting manual inspection. Moreover, the feed may also be used to update the so-far assumed normal conditions, therefore covering a more diverse range of crystal structures.

This approach has many applications. For example, supervised SOMs for crystal structures could automatically be retrained with new types of crystal structures, if suitable. And QSAR, QSPR and virtual screening methods can automatically be validated against new data, highlighting new chemistry. These integrated data flows, where molecular data is streamed and processed in an automatic way, allow scientists to detect, and react sooner on, yet unexplained chemistry.

8.6 Outlook

The research shows how effective the combination of chemoinformatics and chemometrics can be in data analysis and data mining of chemical data. Several problems, typical for
either field, are encountered and addressed. The work extends and improves on earlier work, and offers a number of new methods to analyze chemical data. Whether it is the whole data aggregation, fusion, analysis and modeling process, model validation and reproducibility, or addressing complex molecular information, important steps have been made. To indicate what can be expected in the next decade, in light of the research described in this manuscript, the following sections will illustrate some new applications.

8.6.1 Crystal Engineering

The supervised self-organizing map was shown to have favorable data mining features, allowing visualization of relations between crystal structure and one or more crystal properties. Currently, clustering crystal structures according to packing patterns is an important step in understanding how molecular features give rise to properties of the crystal. Hydrogen bonding patterns have been used on several occasions, but often require manual examination. Predicting hydrogen bond patterns using a computational method allows the processing of much larger data sets, as the expert validation is now guided by the machine-learned patterns. This approach also allows the visualization of relations between this bonding pattern and other molecular and/or crystal properties. This provides a tool to assess hypotheses on much larger sets of crystal structures.

8.6.2 Data Fusion

New technologies like CMLRSS and standardization efforts like the Blue Obelisk will increase interoperability and automation of data processing, paving the way for online library searching, data mining and analysis. For example, it is anticipated that molecules and their associated properties will automatically be extracted from new publications, stored into databases, and analyzed against normal statistics on those properties. If different from those normal conditions, it may indicate either new chemistry, or false chemistry. Because these methods can be applied to the reviewing process too, as already done partially with publications of crystal structures, an improved scientific dissemination is expected. The RSC’s Project Prospect already exemplifies this trend.

8.7 Conclusion

It is clear that molecular chemometrics shows a strong interaction between representation of objects and the methods used for data analysis. The representation does not just need to capture relevant information, it must also be compatible with the statistical methods used to analyze the data. The need for fixed-length representations is discussed, as well as the importance of understanding the data characteristics when choosing a similarity measure. Validation provides an important tool in determining the quality of the analysis. Statistical validation must be complemented with expert knowledge, putting emphasis on (visual) feedback.
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Summary

Chemometrics and chemoinformatics play important roles in the analysis and modeling of molecular data. In particular, in understanding and prediction of properties of molecules and molecular systems. Both chemometrics and chemoinformatics apply statistics, machine learning and informatics methodologies to chemical questions, though originating from a different background. Where chemometrics had its origins in the extraction of information from chemical experiments, chemoinformatics had roots in the representation of chemical data for storage in databases. The technological advances in chemistry and biochemistry in the past decades have led, however, to a flood of data and new questions, and the data analysis and modeling have become more complex. The standing challenge in data analysis and data exchange, is how to represent the molecular features relevant to the problem at hand. This representation of molecular information is the topic of this thesis.

Chapter 1 introduces the field of data analysis and modeling of molecular data and describes the aforementioned importance of representation of relevant features. It discusses different approaches to molecular representation, such as line notations, chemical graphs, and quantum chemical models. Each of these have limitations when used in data analysis and modeling. Numerical representations are then introduced, which allow the application of statistical and mathematical modeling approaches. These numerical representations are commonly derived from chemical graph and quantum chemical representations. CoMFA and the classification of enzyme reactions are examples were the choice of molecular representation as well as the analysis method are important.

The term *molecular chemometrics* is coined in Chapter 2 for the field that applies statistical modeling methods to molecular structure. It reviews the advances made in this field in recent years. New numerical descriptors for molecules are discussed, as well as approaches to represent molecules in more complex systems like crystal structures and reactions. Molecular descriptors are used in similarity and diversity analysis. The applications of new methods for structure-activity and structure-property modeling, and dimension reduction are described. An overview of recent approaches in model validation show new insights and approaches to estimate the performance of classification and regression models. The last section of this chapter lists new databases and introduces new methods that improve the extracting of chemical data from database and repositories. Semantic markup languages improve the exchange of data, and new methods have been
introduced to extract molecular properties from text documents.

Chapter 3 studies the in literature proposed use of 1D $^{13}$C and $^1$H NMR spectra as molecular descriptor. These spectra are known to describe features relevant to physical properties like solubility and boiling point. The NMR representation is studied for the predictive powers of its PLS models for three structure-property data sets. The results indicate that proton NMR is not suitable for building QSPR models in combination with PLS. Carbon NMR-based models, however, do give reasonable QSPR models, and the regression vectors for the carbon NMR data, correlate with spectral regions relevant to molecular fragments. Nevertheless, the predictive power of the carbon NMR-based spectra is still less than models based on common molecular descriptors. It is concluded that NMR spectra should not be considered first choice when making predictive models in general, and that proton NMR should probably not be used at all.

A computational method to calculate similarities between crystal structures based on a new representation is introduced in Chapter 4. While a reference method is perfectly able to identify structures with high similarity, it fails to recognize the different similarities between two similar structures and two completely different structures. This makes it very difficult for clustering algorithm to organize small clusters of identical and highly similar structures into larger clusters. The new representation of crystal structures introduced in this chapter shows a much smoother transition in similarity values when crystal structures go from identical, via similar, and finally to dissimilar structures. Clustering a set of simulated polymorphic structures of estrone, and classification of a set of experimental cephalosporin structures reproduce expected clustering and classification.

Chapter 5 uses supervised self-organizing maps to cluster crystal structures represented by their powder diffraction pattern and one or more properties. The topological structure of the resulting maps not only depends on the similarity of the diffraction data, but also on the properties of interest, such as cell volume, space group, and lattice energy. This approach is used to analyze and visualize large sets of crystal structures, and the results show that these supervised maps not only give a better mapping, they can also be used to predict crystal properties based on the diffraction patterns, and for subset selection in polymorph prediction. The two applications in crystallography show that suitable representations and similarity measures that allow data analysis and modeling of molecular crystal data are now available. Both approaches are flexible enough to open up a new field of research; especially combinations with other classification schemes for crystal structures, such as those based on hydrogen bonding patterns, come to mind.

Chapter 6 introduces and discusses a method that allows information rich distribution of molecular data between machines, such as measuring devices and computers. Existing approaches often imply not or badly documented semantics which may lead to information loss. CMLRSS is proposed and combines two existing web standards: Rich Site Summaries (RSS), also known as RDF Site Summaries, and the Chemical Markup Language (CML). Here, RSS is used as transport layer, while CML is used to contain the chemical information. CML supports a wide range of chemical data, including molecular (crystal) structures, reaction schemes, and experimental data such as NMR spectra. It is
shown that this semantic representation allows automated dissemination of chemical data, and is increasingly used to exchange data between web resources.

Chapter 7 describes a communal effort to realize interoperability in chemical informatics, which is called the Blue Obelisk movement. This movement currently consists of more than ten smaller and larger, open source and open data projects all related to chemoinformatics and chemistry in general. To increase the reproducibility of molecular representations, this chapter introduces a collaborative dictionary of chemoinformatics algorithms, and a public repository of chemical data of general interest, including data for chemical elements and isotopes, (boiling points, colors, electron affinities, masses, covalent radii, etc.), definitions of atom types, and more. The availability of a standard set of atomic properties, open source algorithms and open data (for example via CMLRSS feeds), it is much easier to reproduce and validate published results in molecular chemometrics. Results from Chapter 3 show that such ability is no luxury.

The last chapter summarizes the efforts in this thesis and how they address the challenges in molecular chemometrics. This thesis shows the strong interaction between representation and the methods used for data analysis: molecular representation need to capture relevant information and be compatible with the statistical methods used to analyze the data. The chapters review molecular representations and put focus on model validation using statistics, visualization methods, and standardization approaches.
Samenvatting

Chemometrie en chemoinformatica hebben belangrijke rollen bij de analyse en het modelleren van moleculaire data. Met name bij het begrijpen en voorspellen van eigenschappen van moleculen en moleculaire systemen. Zowel chemometrie als ook chemoinformatica gebruiken statistiek, wiskundige en informatietechnologisch methoden om chemische vraagstukken op te lossen; maar beide hebben een verschillende achtergrond. Chemometrie, bijvoorbeeld, komt voort uit de tak van wetenschap die informatie haalt uit natuurchemische experimenten, terwijl chemoinformatica begonnen is als wetenschap zich bezig houdt met het representeren van chemische eigenschappen en structuren in databases.

Echter, de technologische ontwikkelingen in de chemie en biochemie in de afgelopen twintig tot dertig jaar hebben geleid tot een tsunami aan nieuwe meetmethoden die elke steeds meer data geeft en daarmee ook nieuwe vragen, terwijl ook de analyse van die data steeds complexer wordt. Het is nog steeds een uitdaging in de data analyse en data uitwisseling om de voor een probleem meest relevante informatie accuraat te weer te geven. De representatie van moleculaire informatie is het onderwerp van deze studie.

Hoofdstuk 1 introduceert het wetenschapsveld van data analyse en het maken van modellen voor het beschrijven van moleculaire data. Het beschrijft het belang van een goede representatie van relevante aspecten en geeft een overzicht van de verschillende methoden om moleculaire structuren te representeren: de lijnnotatie, chemische graven, en de quantumchemische modellen. Elk kent zijn specifieke beperkingen bij het gebruik in data analyse en modelleren. Numerieke representaties worden daarna geïntroduceerd als benadering die het mogelijk maakt veelgebruikte statistische en wiskundige methoden te gebruiken met het beschrijven van moleculen en moleculaire systemen. Deze representaties zijn normaliter afgeleid van de chemische graaf en quantumchemische representatie. Het maken van een juiste keuze in de representatie bepaalt het succes van de analyse zoals gellustreerd met de toepassingen CoMFA en de classificatie van enzymereacties.

De term moleculaire chemometrie wordt in hoofdstuk 2 geïntroduceerd als naam voor het wetenschapsveld dat statistische methoden toepast op moleculaire structuren. Het geeft een overzicht van de ontwikkelingen in dit veld in de afgelopen jaren. Nieuwe numerieke descriptoren voor moleculen worden beschreven, maar ook hoe moleculen in een kristal of andere complexe systemen beschreven kan worden. Deze moleculaire descriptoren worden gebruikt in similariteits- en diversiteitsstudies, en vinden hun toepassing in het modelleren van structuur-activiteits en structuur-eigenschaps relaties en dimensie
Samenvatting

Het hoofdstuk geeft ook een overzicht in recente ontwikkelingen op het gebied van modelvalidatie, zoals nieuwe inzichten en methoden om de voorspellingskracht van regressie en classificatiemodellen te beschrijven.

Moleculaire descriptoren worden gebruikt bij de vergelijken van moleculen, bijvoorbeeld om hun gelijkenis te bepalen, of de diversiteit binnen een set van moleculen te bepalen. Nieuwe toepassingen van descriptoren binnen het modelleren van structuur-activiteits- en structuur-eigenschapsrelaties worden besproken. Een overzicht van recente benaderingen voor het valideren van classificatie- en regressiemodellen wordt ook besproken. Het laatste stuk van dit hoofdstuk geeft een lijst van nieuwe databases en introduceert methoden die het halen van informatie uit databases en opslagmedia verbeteren. Semantische opmaaktalen maken het uitwisselen van chemische informatie eenvoudiger, terwijl nieuwe methoden het makkelijker maken om gegevens te extraheren uit bestaande tekstdocumenten.

Hoofdstuk 3 beschrijft een analyse van het in de literatuur voorgestelde gebruik van 1D 13C en 1H NMR-spectra als moleculaire descriptor. Het is bekend dat deze spectra moleculaire eigenschappen beschrijven die van invloed zijn op fysische eigenschappen zoals oplosbaarheid en kookpunt. De NMR-representatie wordt getest of deze gebruikt kan worden in voorspellende PLS-modellen voor drie structuur-eigenschaps datasets. De resultaten geven echter aan dat proton NMR geen geschikte descriptor is. Koolstof NMR-modellen geven redelijke QSPR-modellen geven, waarbij de regressievector zelfs relevante moleculaire fragmenten aanwijst die de fysische eigenschap benvloeden. Maar zelfs deze vorm van NMR-descriptor geeft slechtere modellen dan eenvoudig te berekenen numerieke descriptoren afgeleid van de moleculaire structuur. De conclusie is dan ook dat koolstof NMR-spectra niet de eerste keus moeten zijn bij het maken van voorspellende structuur-eigenschap modellen, en dat proton NMR helemaal niet gebruikt moet worden.

Een wiskundige methode gebaseerd op een nieuwe representatie van kristalstructuren wordt in Hoofdstuk 4 geïntroduceerd om de similariteit tussen twee kristalstructuren te berekenen. Een oudere methode is als referentie gebruikt die wel in staat was identieke maar niet op elkaar lijkende kristalstructuren te herkennen. Deze laatste eigenschap is belangrijk bij het clusteren van kristalstructuren in kleine groepen van kristalstructuren met een gelijke pakingspatroon. De nieuwe representatie voor kristalstructuren die in dit hoofdstuk beschreven is, kan wel gelijkende structuren herkennen. Het clusteren van met de computer geseimuleerde kristalpolymorfen van estron en de classificatie van een set experimenteel gemeten cefalosporine kristalstructuren laten zien dat deze methode in staat is om juiste clusters te vinden.

Hoofdstuk 5 beschrijft het gebruik van gestuurd-getrainde zelf-organiserende kaarten voor het in kaart brengen van kristalstructuren die zijn gerepresenteerd via hun poederdiffractiepatronen en een of meer eigenschappen. De topologische structuur van de kaarten zijn afhankelijk van zowel de representatie als ook van de getrainde eigenschappen, zoals celinhoud, ruimtegroep en de energie van het kristalrooster. Met deze kaarten is het mogelijk grote sets van kristalstructuren te analyseren. De resultaten laten zien dat de kristalstructuren zich beter verdelen over de kaart en dat ze ook gebruikt kunnen...
worden om eigenschappen te voorspellen uitgaande van het diffractie patroon en om een representatieve subset van kristalstructuren te selecteren. De twee toepassingen laten zien dat het gebruik van een goede representatie en similariteitsmaat het mogelijk maakt om grote hoeveelheden kristalstructuren te analyseren.

Hoofdstuk 6 introduceert en bespreekt een methode die het mogelijk maakt om data op een informatie-rijke manier tussen twee apparaten te verzenden, zoals tussen een meetapparaat en een computer. Bestaande technieken vereisen vaak kennis van niet of slecht gedocumenteerde details over het formaat, dat tot informatieverlies kan leiden. De CMLRSS-techniek is beschreven en combineert twee bestaande web-standaarden: Rich Site Summaries (RSS), ook bekend als RDF Site Summaries, en de Chemical Markup Language (CML). RSS wordt in CMLRSS gebruikt als transportlaag, terwijl CML gebruikt wordt als drager van de chemische informatie. CML ondersteund veel soorten chemische data, waaronder kristalstructuren, reactieve vergelijkingen en -schemas, en experimentele data zoals NMR-spectra. De resultaten laten zien dat deze semantische representatie het mogelijk maakt geautomatiseerd chemische data te verspreiden.

Het zevende hoofdstuk introduceert de gezamenlijke inzet van een internationale groep wetenschappers om interoperabiliteit binnen informatische chemie te realiseren. Het noemt zichzelf de Blue Obelisk. Deze beweging omvat op dit moment meer dan tien kleinere en grotere open broncode en open data projecten op het gebied van chemoinformatica en chemie in het algemeen. Om de reproduceerbaarheid van moleculaire representaties te vergroten, is een woordenboek van chemoinformatica algoritmes en een database van chemische en fysische informatie opgesteld, die in dit hoofdstuk beschreven worden. De database bevat informatie over de chemische elementen en hun isotopen, zoals kookpunten, electronaffiniteiten, massa’s, en radii. De beschikbaarheid van deze standaardlijst van atomaire eigenschappen en het gebruik daarvan door meerdere programma’s, maakt het reproduceeren en valideren van gepubliceerde resultaten in de moleculaire chemometrie eenvoudiger. De conclusies uit hoofdstuk 3 laten zien dat dit geen overbodige luxe is.

Het laatste hoofdstuk vat de resultaten die in dit proefschrift beschreven staan samen, en laat zien hoe deze gebruikt kunnen worden bij nieuwe uitdagingen in de moleculaire chemie. Dit werk laat de sterke interactie tussen representatie en analysemethode zien: de representatie moet relevante informatie bevatten, maar de methode moet tevens in staat zijn deze informatie uit de representatie te halen om het effectief te kunnen gebruiken. De hoofdstukken beschrijven voorbeelden van deze interactie en gebruikt modelvalidatie op basis van statistische en visuele methoden als middel om een goede interactie tussen representatie en analysemethode zichtbaar te maken.
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