Theta and Gamma Oscillations Predict Encoding and Retrieval of Declarative Memory
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Although studies in animals and patients have demonstrated that brain oscillations play a role in declarative memory encoding and retrieval, little has been done to investigate the temporal dynamics and sources of brain activity in healthy human subjects performing such tasks. In a magnetoencephalography study using pictorial stimuli, we have now identified oscillatory activity in the gamma (60–90 Hz) and theta (4.5–8.5 Hz) band during declarative memory operations in healthy participants. Both theta and gamma activity was stronger for the later remembered compared with the later forgotten items (the “subsequent memory effect”). In the retrieval session, theta and gamma activity was stronger for recognized items compared with correctly rejected new items (the “old/new effect”). The gamma activity was also stronger for recognized compared with forgotten old items (the “recognition effect”). The effects in the theta band were observed over right parietotemporal areas, whereas the sources of the effects in the gamma band were identified in Brodmann area 18/19. We propose that the theta activity is directly engaged in mnemonic operations. The increase in neuronal synchronization in the gamma band in occipital areas may result in a stronger drive to subsequent areas, thus facilitating both memory encoding and retrieval. Alternatively, the gamma synchronization might reflect representations being reinforced by top-down activity from higher-level memory areas. Our results provide additional insight on human declarative memory operations and oscillatory brain activity that complements previous electrophysiological and brain imaging studies.
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Introduction

Declarative memory is a type of explicit memory for facts and events. Declarative memory formation has been studied by comparing brain activity during encoding of items that subsequently were retrieved versus those that were forgotten (“subsequent memory effect”) (Sanquist et al., 1980; Paller et al., 1987; Rugg, 1990). Declarative memory retrieval has been investigated by comparing the brain activity recorded during correctly recognized old versus correctly identified new items (the “old/new effect”) (for review, see Rugg, 1995).

Previous functional magnetic resonance imaging (fMRI) and positron emission tomography (PET) studies have shown an increased activation in the medial temporal lobe (MTL) and inferior prefrontal areas associated with memory formation (Brewer et al., 1998; Wagner et al., 1998; Kirchhoff et al., 2000; Otten et al., 2001; Davachi and Wagner, 2002; Strange et al., 2002; Weis et al., 2004), whereas anterior prefrontal cortex, parietal cortex, and medial-frontal areas were activated during the old/new effect (Henson et al., 1999; Konishi et al., 2000; Donaldson et al., 2001; Weis et al., 2004) (for review, see Rugg and Henson, 2002; Wagner et al., 2005).

To investigate the brain dynamics on a faster timescale, electroencephalography (EEG) and magnetoencephalography (MEG) have been applied to characterize, respectively, event-related potentials and fields (ERPs and ERFs) (Rugg, 1995; Friedman and Johnson, 2000; Tendolkar et al., 2000; Takashima et al., 2006). These studies have shown that the differential effects with respect to encoding and retrieval start relatively late (~0.3 s) after stimulus onset. Unfortunately, given that these ERP/ERF effects are spatially very distributed, reliable localization of the involved sources has been problematic.

Relatively late oscillatory responses (~0.2 s) that are induced by but not phase locked to the stimulus like ERPs/ERFs can reflect important cognitive processing as well (Tallon-Baudry and Bertrand, 1999). Strong arguments support the case that oscillatory neuronal synchronization plays an essential role in neuronal processing in general (for review, see Singer, 1999; Salinas and Sejnowski, 2001). Indeed, successful declarative encoding of words was first shown to be associated with changes in EEG theta (4–8 Hz) power (Klimesch et al., 1996) and coherence (Weis et al., 2000); however, the sources of the theta activity in these studies were not identified. A study using intracranial EEG (iEEG) recordings in epileptic patients reported an increase in the frontal and right temporal theta activity and widely distributed gamma
Materials and Methods

Subjects. Thirteen healthy subjects (mean age, 25 ± 4.8 years; nine females) participated in the experiment. None of the subjects had a history of neurological or psychiatric disorders. All participants had normal or corrected-to-normal vision and were right-handed according to the Edinburgh Handedness Index. The study was approved by the local ethics committee, and a written informed consent was obtained from the subjects according to the Declaration of Helsinki.

Experimental paradigm. Four hundred eighty real-life photographs of either buildings or landscapes (240 in each category) were used as stimuli. Pictures were obtained from websites and had resolutions exceeding 640 pixels. Pictures of well-known buildings and landscapes were avoided. Each subject participated in an encoding session, followed by a retrieval session.

In the encoding session, 120 images of buildings were presented randomly intermixed with 120 images of landscapes. Stimuli were projected onto a screen with a visual angle of 8.5° vertically and 10.8° horizontally. Each trial started with a fixation cross displayed with a random duration of 1.2–1.8 s (mean, 1.5 s), followed by the actual stimulus presented for 1 s (Fig. 1). A question mark was displayed for 1 s after the stimulus offset, followed by the next fixation cross. During the presentation of the question mark, the subjects were instructed to make a building/landscape decision by a button press with the left or right index finger, respectively. Note that no motor responses were given during the presentation of pictures. The response time of the subject had no influence on the duration of each trial. The subjects were instructed to memorize the images for the subsequent memory test in the retrieval session.

The retrieval session followed 5–10 min after the encoding session (Fig. 1). The 240 stimuli from the encoding session were randomly intermixed with 240 new pictures. The timing of the retrieval session was similar to the encoding session. Subjects were instructed to respond with a left index finger button press when they were highly confident that the presented picture had been shown previously in the encoding session. When subjects were highly confident that the picture was new, they were instructed to give a right index finger button press. To avoid guessing, subjects were asked not to respond when they were uncertain. The stimuli in the encoding session were counterbalanced across subjects such that the set of old pictures for one subject corresponded to the set of new pictures for another subject. All investigations were performed between 9:00 A.M. and 6:00 P.M.

MEG measurement. Ongoing brain activity was recorded (low-pass filter, 150 Hz; sampling rate, 600 Hz) using a whole-head MEG system with 151 axial gradiometers (VSM/CTF Systems, Port Coquitlam, British Columbia, Canada). Head localization was done before and after the experiment using marker coils that were placed at the cardinal points of the head (nasion, left and right ear canal). The magnetic fields produced by these coils were used to measure the position of the subject’s head with respect to the MEG sensor array. In addition to the MEG, the electrooculogram was recorded from the supraorbital and infraorbital ridges of the left eye for the subsequent artifact rejection.

Data analysis. All data analysis was performed using the FieldTrip toolbox developed at the F. C. Donders Centre for Cognitive Neuroimaging (http://www.ru.nl/fcdonders/fieldtrip) using Matlab 7.0.4 (MathWorks, Natick, MA). The trials from the first session were divided into two categories: later remembered (LR) and later forgotten (LF), depending on the response given in the recognition session. Trials in the recognition session were classified as correctly identified previously seen pictures (HIT), correctly rejected new stimuli (CR), not recognized old pictures (MISS), and new pictures incorrectly identified as old, i.e., false alarms (FA). The number of FA trials was too low for the analysis. The performance rates are presented at Table 1.

Partial artifact rejection was performed by rejecting segments of the trials containing eyeblinks, muscle, and superconducting quantum interference device (SQUID) sensor artifacts. By this procedure, smaller segments of a trial, rather than a whole trial, can be rejected. This is advantageous when calculating time–frequency representations (TFR) based on sliding time windows because fewer full trials have to be rejected (in the subsequent averaging, the number of segments applied is of course taken into account). To ensure that segments were sufficiently long for the subsequent analysis, segments shorter than 0.6 s were discarded as well. On average, the fraction of data segments rejected because of artifacts were 16.4 ± 9.2% (LR), 16.8 ± 10% (LF), 21.9 ± 13.1% (HIT), 20.0 ± 19.9% (CR), and 19.9 ± 10.4% (MISS). For the sensor-level TFRs, we estimated the planar gradient (sensed by MEG systems with planar gradiometers). The planar field gradient simplifies the interpretation of the sensor-level data because the maximal signal power is located above the source (Hämäläinen et al., 1993).

TFRs of power were calculated for each trial using a fast Fourier transform (multi)taper approach applied to short sliding time windows (Percival and Walden, 1993). The data in each time window were multiplied with a set of orthogonal Slepian tapers. The Fourier transforms of the tapered time windows were then calculated, and the resulting power estimates were averaged across tapers. The power values were calculated for the horizontal and vertical component of the estimated planar gradient and then summed. The planar gradient power estimates were subsequently averaged over multiple trials for a given condition. For the frequencies 5–34 Hz, we applied an adaptive time window of three cycles for each frequency ($\Delta T = 3/f$) and an adaptive smoothing of $\Delta f = 1/\Delta T$. This resulted in one taper being applied to the data from the sliding time window. In the higher-frequency bands (35–180 Hz), we used a fixed time window of $\Delta T = 0.2$ s and a frequency smoothing of $\Delta f = 10$ Hz, resulting in three tapers being applied to the sliding time window. The change in power was calculated with respect to a baseline period −0.5 to −0.3 s before the presentation of the stimulus.

The significance of the difference between the two trial types in the
encoding session (LR and LF) and the three trial types in the retrieval session (HIT, CR, and MISS) was established using a nonparametric randomization test (Nicholls and Holmes, 2002) (E. Maris and R. Oostenveld, unpublished work). This test effectively controls the type I error rate in a situation involving multiple comparisons (such as 151 sensors) by clustering neighboring sensor pairs that exhibit the same effect. Time points were averaged within the 0.3–1 s interval, which is in agreement with the time course of memory effects indicated in ERP studies (for review, see Friedman and Johnson, 2000). This window of analysis also results in little interference from early visual evoked responses. Data points were also averaged within frequency bands. The frequency boundaries of theta, alpha, and beta bands were based on those widely accepted in EEG/MEG literature (Niedermeyer, 2005). The frequency boundaries of the gamma band were based on visual inspection of the TFRs for the averaged conditions. The randomization method identified sensors whose t statistics exceeded a critical value when comparing two conditions sensor by sensor (p < 0.05, two-sided). Note that the goal of this step is to identify sensors with effects exceeding a threshold for the subsequent cluster analysis, i.e., it is not required that the power values to be tested are normally distributed. To correct for multiple comparisons, the sensors that were exceeding the critical value and neighboring in the sensor array (separated by <5 cm) were grouped as a cluster. This approach is justified by the fact that a physiological source produces the strongest planar gradient field in a contiguous group of sensors right above the source (Hämäläinen et al., 1993). The cluster-level test statistic was defined from the sum of the t values of the sensors in a given cluster. The cluster with the maximum sum was used as the test statistics. The type I error rate for the complete set of 151 sensors was controlled by evaluating the cluster-level test statistic under the randomization null distribution of the maximum cluster-level test statistic. This was obtained by randomizing the data between the two conditions across multiple subjects calculating t statistics for the new set of clusters. A reference distribution of cluster-level t statistics was created from 3000 randomizations. The p value was estimated according to the proportion of the randomization null distribution exceeding the observed maximum cluster-level test statistic (the so-called Monte Carlo p value). It should be emphasized that we assessed significance using a nonparametric statistical test (and not a t test). This nonparametric statistical test uses a test statistic (the maximum of the cluster-level statistics) whose calculation is based on thresholded sample-specific t statistics. For a nonparametric test, it is irrelevant whether these sample-specific t statistics have a T distribution under the null hypothesis.

A frequency-domain beam-forming approach [Dynamic Imaging of Coherent Sources (DICS)] was used to identify sources of oscillatory activity. Note that, for source reconstruction, we used the data from the true axial sensors and not the planar gradient estimate. The DICS technique uses adaptive spatial filters to localize power in the entire brain (Gross et al., 2001; Liljestroem et al., 2005). The filter uses the cross-spectral density matrix that is calculated separately in the prestimulus and poststimulus periods of the individual trials and averaged. The data length of the segmented trials for the theta sources was no less than 0.5 s and for the gamma sources no less than 0.2 s. Multipole forward models were fitted to individual head shapes identified from the individual MRIs (Huang and Mosher, 1997) obtained for 12 of 13 subjects. The brain volume of each individual subject was discretized to a grid with a 0.5 cm resolution. Using the cross-spectral density matrices and the forward models, a spatial filter was constructed for each grid point, and the power was estimated for each condition in each subject. The individual subjects’ source estimates were overlaid on the corresponding anatomical MRI, and the anatomical and functional data were subsequently spatially normalized using SPM2 (Statistical Parametric Mapping; http://www.fil.ion.ucl.ac.uk/spm) to the International Consortium for Brain Mapping template [Montreal Neurological Institute (MNI), Montreal, Quebec, Canada; http://www.bic.mni.mcgill.ca/brainweb]. After spatial normalization, the beam-former source reconstructions were averaged across subjects.

**Table 1. Means and SDs of recognition performance in the retrieval phase**

<table>
<thead>
<tr>
<th></th>
<th>Old</th>
<th>New</th>
</tr>
</thead>
<tbody>
<tr>
<td>HITS</td>
<td>0.63 ± 0.07</td>
<td>0.37 ± 0.07</td>
</tr>
<tr>
<td>MISS</td>
<td>0.86 ± 0.11</td>
<td>0.14 ± 0.11</td>
</tr>
<tr>
<td>CR</td>
<td>0.57 ± 0.12</td>
<td>0.43 ± 0.12</td>
</tr>
<tr>
<td>FA</td>
<td>0.21 ± 0.14</td>
<td>0.07 ± 0.07</td>
</tr>
</tbody>
</table>

Results

**Behavioral performance**

In the encoding session, the building/landscape decision was performed with a mean accuracy of 96.5 ± 2.8%, demonstrating that subjects were attending to the stimuli. Incorrect (2.7 ± 1.8%) and no response (0.6 ± 1.0%) trials were excluded from the analysis. Notably, the d’ values were higher for buildings than landscapes. Recognition memory performance for buildings and landscapes separately is presented in Table 1. Accuracy of recognition was calculated as a difference in probabilities of a correct old judgment (HIT) and an incorrect old judgment for a new item (FA). Because of the low number of FA trials, the recognition performance substantially exceeded chance level (mean ± SD, Pr = 0.44 ± 0.12; t(12) = 12.48; p < 0.001).

**Encoding session**

The TFRs of power for the combined planar gradients were calculated for different conditions. In the gamma band (60–90 Hz), we identified strong activity over posterior areas for both later remembered and forgotten items (Fig. 2). The TFRs revealed that the gamma activity was stronger for later remembered compared with later forgotten items during the 0.3–1 s time interval of the item presentations (Fig. 2B,C). This reflects the subsequent memory effect. A randomization routine correcting for the multiple comparisons between sensors was applied to access the significance between conditions (Maris and Oostenveld, unpublished work). This routine identified two clusters of occipital sensors corresponding to a significant difference in the gamma band between the two conditions (p < 0.01 and p < 0.05) (Fig. 2A). Furthermore, we performed a beam-former analysis to identify sources of gamma activity (Gross et al., 2001; Liljestroem et al., 2005). As shown in Figure 2D, gamma sources in both conditions were located bilaterally in Brodmann areas (BA) 18 and 19. Comparison of source strength for the later remembered and later forgotten trials revealed that the source difference between the conditions was in the same areas. The location of these sources is consistent with the topographies of power in Figure 2A.

In the theta band (4.5–8.5 Hz), we observed a systematic difference in theta power when comparing the encoding period for later remembered with forgotten trials (Fig. 3). This difference was most pronounced over the right temporal areas (Fig. 3A). The TFRs over right temporal sensors showed that the difference was the strongest during the 0.3–1 s period of the presentation interval (Fig. 3B,C). In the theta band, statistics was done for 6.0 ± 2.2 Hz, in which the ±2.2 Hz smoothing was determined by our spectral estimation approach. The randomization approach identified a cluster of sensors over the right temporal cortex with a significant difference in the theta band (p < 0.05) (Fig. 3A). We attempted to identify the sources of the effect in the theta band using the beam-former approach. However, we were not successful, most likely because of an insufficient signal-to-noise ratio.

Using the same approach, we also systematically investigated
modulations in alpha (8–13 Hz) and beta (13–25 Hz) frequency bands during encoding but found no significant effects. We systematically compared the baselines period (0.5–0.3 s) in the four frequency bands (theta, alpha, beta, and gamma) between each condition in the encoding session and each condition in the retrieval session (later remembered vs hits vs misses vs correct rejections; later forgotten vs hits vs misses vs correct rejections). As for the other tests presented in this paper, the statistics were done at the sensor level using a cluster-randomization routine controlling for multiple comparisons. No significant differences were found in the baseline intervals (p values for the tests were at least p > 0.15). Thus, the significant findings we reported are explained by differences in the encoding and recall intervals, not prestimulus effects.

To test whether the differences in the stimulation material (buildings vs landscapes) can account for the present results, we compared theta and gamma power for building and landscape stimuli with respect to encoding. When comparing buildings with landscapes during encoding collapsed over LR and LF, no differences were found. This shows that there are no perceptual differences reflected in the theta and gamma bands when comparing the landscapes with the building stimuli. Furthermore, we compared LR buildings with LF buildings and LR landscapes with LF landscapes in the theta and gamma bands. Statistically significant differences were observed only for the LR versus LF landscapes over the occipital area in the gamma band (p < 0.01). In other conditions (in the theta band or for LR vs LF buildings in the gamma band), the trends were observed, but the differences remained statistically insignificant; this is most likely attributable to a lower number of trials when dividing data into buildings and landscapes. In conclusion, although there were differences in behavioral performance between landscapes and buildings (Table 1), the oscillatory encoding effects in the theta and gamma band could not be attributable to differences between buildings and landscapes.

Retrieval session

Old/new effects were identified by comparing hits with correct rejections. We observed strong gamma band activity over the posterior brain regions during retrieval (Fig. 4A). The frequency range was 60–90 Hz, similar to that observed during the encoding session. This gamma activity increased in the last part of the retrieval interval (0.3–1 s) over the occipital region for hits compared with correct rejections, reflecting the old/new effect (Fig.
The increase was weak but statistically significant ($p < 0.05$). We localized the primary sources of the gamma activity to BA18 and BA19, similar to the ones in the encoding session (Fig. 4). The difference in source strength involved parietal and occipital sources. However, because of the relatively low signal-to-noise ratio, the spatial distribution of this source power difference outside BA18/19 should be interpreted with caution.

During retrieval, we also found a modulation in theta (4.5–8.5 Hz) band when comparing hits with correct rejections (Fig. 5). As seen in the topographical plots (Fig. 5A), the difference in theta band activity was lateralized over right posterior regions; this effect was statistically significant in the time window 0.3–1 s ($p < 0.05$) (Fig. 5C). The TFRs show the effect in the theta band (Fig. 5B). Source analysis for the theta band did not produce any convincing results, probably because of an insufficient signal-to-noise ratio.

Recognition effects were identified by comparing hits with misses. No significant effects were observed in the theta band; however, the gamma band modulations were highly robust (Fig. 6A). The difference in the gamma activity was also significant between hits and misses (two adjacent clusters of $p < 0.01$ and $p < 0.05$) (Fig. 6B,C). The sources of the gamma activity were located bilaterally in BA18 and BA19, likewise the difference in source strength (Fig. 6D).

Beta power was bilaterally significantly decreased for the hits compared with correct rejections ($p < 0.01$; data not shown). For hits versus misses, beta power was also decreased bilaterally over wide areas ($p < 0.03$; data not shown). However, because hits responses were consistently given with the left index finger and correct rejections and miss responses with the right index finger, the lateralized effects in the beta band are most likely explained by motor preparation (Pfurtscheller et al., 1998). No effects were found in the alpha band in the retrieval session.

In the retrieval session, we also compared theta and gamma power for the trials divided among building and landscape stimuli. First, we compared HIT versus CR buildings and HIT versus CR landscapes. Statistically significant differences were observed only for the HIT versus CR landscapes over the occipital area in the gamma band ($p < 0.05$). In other conditions (in the theta band or for HIT vs CR buildings in the gamma band) only trends were observed, but the differences remained statistically insignificant. When comparing HIT with MISS buildings and HIT with MISS landscapes, we identified statistically significant differences for landscapes over the occipital area in the theta band ($p < 0.05$).
Two adjacent clusters of occipital sensors showed significant increase in gamma power and for both buildings and landscapes in the gamma band. The EEG/MEG literature distinguishes between evoked and induced activity (Tallon-Baudry and Bertrand, 1999). To clarify, the induced activity is not strictly phase locked to the stimuli and is not present in the ERPs/ERFs. Induced activity (Fig. 4) has very slow time courses and was sustained over several hundred milliseconds. Therefore, they would be present only in the low-frequency ranges (<2 Hz) and cannot be considered oscillatory phenomena. We conclude that the memory-related effects in the gamma and theta bands are explained by induced oscillatory activity rather than the difference in the ERPs.

**Discussion**

In this study, we applied MEG to systematically investigate oscillatory brain activity during encoding and retrieval of pictorial stimuli. Our results show that declarative memory encoding and retrieval are associated with modulations of oscillatory activity in the gamma and theta bands. Successful encoding, the subsequent memory effect, was accompanied by a large magnitude of gamma power produced in occipital areas (BA18/19). This gamma power was significantly stronger for the later remembered than for the forgotten items. The effects in the gamma band occurred in the 0.3–1 s interval with respect to stimulus onset. We also found that theta power was increased over the right temporal areas with respect to subsequent memory, but we were unable to identify the sources. In the retrieval session, the old/new effect was expressed as gamma power being significantly greater for hits compared with correct rejections. The old/new effect was also associated with a significant increase in the theta power over right parieto-temporal regions. The recognition effect was expressed as high power in the gamma band when comparing hits with misses. The gamma sources for both effects were identical to those in the encoding session. To the best of our knowledge, this is the first study demonstrating induced gamma activity in the occipital areas associated with declarative memory encoding and retrieval.

**Physiological role of theta and gamma oscillations during declarative memory encoding**

The increase in gamma band power during declarative memory encoding and retrieval most likely reflects enhanced neuronal synchronization. Experimental and theoretical work shows that a neuron receiving multiple inputs is more likely to fire if these inputs are synchronized (for review, see Salinas and Sejnowski, 2001). Thus, the increase in synchronized activity in BA18/19 is likely to lead to a stronger drive to downstream areas directly involved in memory encoding and retrieval.

Theta oscillations could play a role in synaptic plasticity. It has been shown in both *in vitro* and *in vivo* recordings that long-term potentiation in the rat hippocampus can be induced by pairing of the inducing stimulus with the peak of the hippocampal theta rhythm (Huerta and Lisman, 1993; Holscher et al., 1997). We propose that the right temporal theta activity reflects neuronal dynamics that are optimal for synaptic plasticity, which facilitates memory encoding.

**Gamma activity in the visual system in humans**

Strong sustained gamma activity in the visual system has been identified in a large number of studies on cats (Eckhorn et al., 1988; Gray and Singer, 1989) and monkeys (Kreiter and Singer, 1996; Gail et al., 2000; Fries et al., 2001). This gamma activity has been related to feature binding and selective attention. Several MEG studies have likewise shown a relationship between the
gamma band activity and visual perception (Adjamian et al., 2004; Kaiser et al., 2004; Hoogenboom et al., 2006). Interestingly, the gamma activity we identified in the memory task bears some of the same features as the gamma activity identified by Hoogenboom et al. (2006) in terms of frequency range and loci. Given these resemblances, it would be interesting to further investigate whether the physiological mechanisms accounting for gamma activity in animals underlie the occipital gamma activity in humans as well.

Does the gamma activity reflect modulations in attention?
Several studies have indicated that modulations in gamma band activity reflect attention (Gruber et al., 1999; Fries et al., 2001; Tallon-Baudry et al., 2005). This raises the possibility that the increase in gamma power that we observe reflects an increase in attention that facilitates memory encoding and retrieval. However, multiple studies have demonstrated that attention is reflected in relatively early onsets of electrophysiological responses (Anllo-Vento et al., 1998; Torriente et al., 1999). Speaking against an attention effect, we found no differences in the electrophysiological activity during the early part of the stimulus presentation (0–0.3 s) with respect to the conditions of the task. This is consistent with a previous ERP study on the same data, in which we did not find modulations in the early evoked responses (N1, P1) either (Takashima et al., 2006). This is also in line with ERP studies that showed the onset of memory-dependent effects emerging 0.3 s after stimulus onset (for review, see Friedman and Johnson, 2000). Additionally, there were no differences in pre-stimulus alpha activity. We conclude that general changes in attention, e.g., attributable to changes in arousal, are unlikely to account for the correlation between declarative memory operations and gamma band activity. Conversely, attention associated with specific features of the pictorial stimuli could be reflected in the gamma band modulations.

Relationship to working memory
It has been proposed that there are strong links between working memory and processes involved in declarative encoding and retrieval (Baddeley, 2000). Both theta and gamma activity has been reported during maintenance of working memory representations in monkeys (Pesaran et al., 2002; Lee et al., 2005) and humans (Gevins et al., 1997; Sarntthein et al., 1998; Raghavachari et al., 2001; Tallon-Baudry et al., 2001; Jensen and Tesche, 2002; Howard et al., 2003; Kaiser and Lutzenberger, 2005). Additionally, a physiologically realistic computational model that accounts for the functional interaction between these two rhythms during working memory maintenance was proposed by Lisman and Idiart (1995). Predictions from the model has been tested in several studies (for review, see Jensen, 2006). The model was later extended to account for the encoding of long-term memory representations. In particular, it was argued that synaptically dependent hippocampal encoding requires working memory maintenance (Jensen and Lisman, 2005). These ideas are consistent with a recent study by Mormann et al. (2005) who observed that declarative memory operations were modulating the theta and gamma band activity recorded from the MTL in epileptic patients. Recent neuroimaging studies support that working memory plays a role for declarative encoding (Davachi and Wagner, 2002; Ranganath et al., 2005). This leaves open the possibility that the theta and gamma activity observed during encoding and retrieval in our study is related to working memory operations required for declarative memory operations. From that perspective, the gamma activity in visual areas might reflect representations being reinforced by top-down activity from areas directly engaged in encoding and retrieval (Ranganath et al., 2004, their Fig. 6). This reinforcement might be related to working memory operations supporting successful memory performances.

Relationship to fMRI and PET studies
It is of interest to compare the modulations in oscillatory activity reported here with findings from fMRI and PET studies using related paradigms. Modulations in oscillatory activity reflect changes in local neuronal synchronization, which does not necessarily change metabolic demands. Thus, the measure of oscillatory synchrony is complementary to fMRI and PET measuring variations in blood flow resulting from changing metabolic demands. Furthermore, MEG is less sensitive to certain neuronal generators, e.g., deep sources in the MTL. These differences are likely to explain the lack of overlapping regions engaged when comparing the current study and the findings of Weis et al. (2004) using very similar stimuli. For instance, Weis et al. (2004) did not find activations in the occipital BA18/19 when comparing the memory conditions, but they did find modulations in prefrontal and hippocampal areas. However, it should be pointed out that other fMRI studies have reported activation in BA18/19 associated with subsequent memory (Ranganath et al., 2005) and the old/new effect (Wheeler et al., 2000; Vaidya et al., 2002; Kahn et al., 2004; Lundstrom et al., 2005). Additionally, these studies identified a number of regions that we did not observe in our MEG study. We conclude that, to get a fuller understanding of the networks and temporal dynamics involved in declarative memory processing, both blood flow measures and electrophysiological techniques are important because they provide truly complementary information.

Relationships to previous electrophysiological studies on brain oscillations
Our results are consistent with previous EEG studies that have demonstrated an increase in theta power for the subsequent memory effect (Klimesch et al., 1996) and old/new effect (Klimesch et al., 2000). These studies applied words, whereas we used pictorial stimuli. In addition, we show that the effects in the theta bands most likely are originating in the right temporal lobe. The effects in the theta band over right temporal cortex are consistent with findings from iEEG recordings (Sederberg et al., 2003). In addition to these results, we identified a gamma band increase in the occipital cortex. Understandably, the locations of electrodes in iEEG depend on the type of pathology or on the requirements of presurgical mapping, which often leave the occipital region uncovered. Moreover, it is difficult to differentiate pathology- or medication-related high-frequency activity from regular gamma oscillations, whereas in the present study, we measured unmedicated healthy subjects. Overall, our findings support the iEEG data suggesting a role for both theta and gamma oscillations in declarative encoding.

In conclusion, we demonstrated that successful declarative encoding and retrieval are associated with increases in occipital gamma and right hemisphere theta power in healthy unmedicated subjects. Thus, we identified new correlates of declarative memory encoding and retrieval that are complementary to the existing data from electrophysiological and brain imaging studies.
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