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Grasping an object requires processing visuospatial information about the extrinsic features (spatial location) and intrinsic features (size, shape, orientation) of the object. Accordingly, manual prehension has been subdivided into a reach component, guiding the hand toward the object on the basis of its extrinsic features, and a grasp component, preshaping the fingers around the center of mass of the object on the basis of its intrinsic features. In neural terms, this distinction has been linked to a dedicated dorsomedial “reaching” circuit and a dorsolateral “grasping” circuit that process extrinsic and intrinsic features, linking occipital areas via parietal regions with the dorsal and ventral premotor cortex, respectively. We have tested an alternative possibility, namely that the relative contribution of the two circuits is related to the degree of on-line control required by the prehension movement.

We used dynamic causal modeling of functional magnetic resonance imaging time series to assess how parieto-frontal connectivity is modulated by planning and executing prehension movements toward objects of different size and width. This experimental manipulation evoked different movements, with different planning and execution phases for the different objects. Crucially, grasping large objects increased inter-regional couplings within the dorsomedial circuit, whereas grasping small objects increased the effective connectivity of a mainly dorsolateral circuit, with a degree of overlap between these circuits. These results argue against the presence of dedicated cerebral circuits for reaching and grasping, suggesting that the contributions of the dorsolateral and the dorsomedial circuits are a function of the degree of on-line control required by the movement.
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**Introduction**

It has been suggested that, when we grasp an object, the brain needs to extract visuospatial information about the spatial location of the object relative to the subject (extrinsic features), as well as information about its size, shape, and orientation (intrinsic features) (Arbib, 1981). Kinematic data show that varying object size affects the maximum hand aperture, whereas varying object distance affects the kinematic profile of the reaching limb (Jeannerod, 1984). These findings have led to the suggestion that manual prehension is controlled through two visuomotor channels: a reach component, transporting the hand toward the object, and a grasp component, preshaping the fingers according to the size and the center of mass of the object (Jeannerod, 1988). This functional organization appears to have a physiological counterpart in two anatomically segregated parieto-frontal circuits: a dorsolateral circuit, consisting of an anterior intraparietal (AIP) area connected to the rostral part of the ventral premotor cortex (PMv; area F5), and a dorsomedial circuit, consisting of the anterior portion of the occipito-parietal sulcus (area V6A) and the caudal dorsal premotor cortex (PMd; area F2) (Tanne-Gariepy et al., 2002; Gallelli et al., 2003). The dorsolateral circuit has been linked to the grasping component of prehension (Jeannerod et al., 1995). AIP contains neurons that are selectively activated during specific grasping movements and respond to three-dimensional shape, size, and orientation of objects, while remaining insensitive to the position of an object relative to the animal (Murata et al., 2000). Disruption of AIP leads to severe impairments in the preshaping of the hand during grasping (Gallese et al., 1994; Tunik et al., 2005). Area F5 is crucially involved in planning and executing grasping movements (Fogassi et al., 2001; Davare et al., 2006). In contrast, the dorsomedial circuit has been linked to the reaching component (Burnod et al., 1999). Area V6A in macaques contains reaching cells (Fattori et al., 2001, 2005) and visuomotor neurons coding object position in space (Gallelli et al., 1999). Disruption of V6A leads to errors in
reaching (Battaglini et al., 2002; Karnath and Perenin, 2005), and area F2 is important for planning arm movements (Wise et al., 1997).

These findings could suggest a functional dichotomy between reaching and grasping organized along dorsolateral and dorsomedial pathways; yet, no double dissociation between reaching and grasping deficits in neuropsychological studies has been found (Pisella et al., 2006). Accordingly, some authors have proposed more integrated control mechanisms of prehension (Haggard and Wing, 1995; Zaal et al., 1998; Smeets and Brenner, 1999; Ulloa and Bullock, 2003), but it remains unclear how to implement these mechanisms within the segregated dorsomedial and dorsolateral parieto-frontal circuits.

Here, we explore a neglected feature of the cerebral activity supporting reaching–grasping movements, both in human and macaque studies. We used dynamic causal modeling (DCM) (Friston et al., 2003) on functional magnetic resonance imaging (fMRI) time series acquired during planning and execution of visually guided reaching-to-grasp movements toward objects of different size to explore the interregional couplings between regions of the dorsolateral (AIP and PMv) and the dorsomedial (V6A and PMd) circuits. By assessing how different hand–object interactions modulate the effective connectivity within this network, we tested the hypothesis that the involvement of the dorsolateral and dorsomedial parieto-frontal circuits is related to the degree of on-line control required by the prehension movement.

Materials and Methods

Subjects

Twenty healthy right-handed male volunteers (25 ± 4 years) were recruited to participate in the study. They all had normal or corrected-to-normal vision and gave informed consent according to institutional guidelines of the local ethics committee (Commissie Mensgebonden Onderzoek region Arnhem-Nijmegen, Netherlands). Data from three subjects were discarded because of head-movement artifacts during the magnetic resonance (MR) scanning.

Six additional right-handed volunteers were recruited to participate in a behavioral control experiment, to measure kinematics parameters of the reaching-to-grasp movements and to compare these with the kinematics of reaching-to-point movements (see supplemental material, available at www.jneurosci.org).

Experimental setup

Subjects had to perform reaching-to-grasp and place movements while lying supine in the MR scanner. Their head was fitted inside a phased-array receiver head coil. The head coil was tilted forward by 30° along the subject’s sagittal plane. This setup allowed the subjects to have a direct line of sight of the objects to be grasped and to visually control their movements. The subjects were not asked to fixate their eyes, so that they could freely explore the visual scene. An optical response button box (MRI Devices, Waukesha, WI), positioned on the upper leg (Fig. 1A, number 4), served as a home key on which subjects had to keep their hand in between trials. This device recorded subjects’ reaction and movement times.

The subjects were instructed to grasp and manipulate an object (1) consisting of a large red cube and a small green cube, attached to a supporting rail positioned in front of them. The object (1) was positioned next to a rectangular box (2) containing two cubic slots. The object was held in place through an arc-shaped device positioned over the object manipulations while lying supine in the MR scanner. Their head was fitted inside a phased-array receiver head coil. The head coil was tilted forward by 30° along the subject’s sagittal plane. This setup allowed the subjects to have a direct line of sight of the objects to be grasped and to visually control their movements. The subjects were not asked to fixate their eyes, so that they could freely explore the visual scene.

The subjects were instructed to grasp and manipulate an object consisting of a large red cube and a small green cube, attached to a supporting rail positioned in front of them. The object was held in place through an arc-shaped device positioned over the subject’s hips inside the MR scanner. The subject could comfortably perform visually guided reaching–grasping movements toward the object. An LED (3) instructed the subject on the movement to perform. Whether the small or large object was on top could be varied by means of a pneumatic mechanism. The two ellipses show the subject’s direct line of sight in both orientations of the object. C, Task. During the task, subjects grasped the object either at the large (red) or the small (green) part of the object. D, Experimental time course. During the task, in each trial, subjects had to grasp the object either at the large (LARGE) or the small (SMALL) part, remove the object from the rail to put it into one of the two slots, and reposition the object in the supporting rail. The LED switched on, subjects had to leave the home key as soon as possible, make the appropriate object manipulation, and return to the home key. After 6 s, the LED switched off, and a baseline of variable length (1.5–6 s) followed. Subjects were instructed to complete their action before the LED switched off. At the beginning of each block, the box rotated, followed by a variable amount of time (2–7 s), so that the subject could not predict cue onset. The gray areas refer to the movement planning (RT) and movement execution (MT) phases considered in the DCM.

We ensured that subjects performed the task by moving their right forearm only. This was achieved by fitting a plastic splint around the elbow and by firmly, but comfortably, strapping the arm to the scanner table. The splint constrained the rotations around the elbow to the plane between the home key and the target object, minimizing the movements around the shoulder. The subject’s head was kept in place using foam wedges.

The subjects were instructed to grasp and manipulate an object consisting of a large red cube and a small green cube, attached to a supporting rail positioned in front of them. The object was held in place through an arc-shaped device positioned over the subject’s hips inside the MR scanner (Fig. 1A). The object (Fig. 1B, number 1) was positioned next to a rectangular box (Fig. 1B, number 2) containing two cubic slots. The subject could comfortably perform visually guided reaching–grasping movements.
movements toward the object, extract the object from the supporting rail, insert the object into one of the slots, and finally reposition the object in the supporting rail. The subjects had to insert the object back into the rail to ensure that the starting position of the larger cube did not vary over trials. Whether the small or large object was on top could be varied by means of a computer-controlled pneumatic mechanism.

A light-emitting diode (LED) was installed in the middle of each of the two sides of the box (Fig. 1B, number 3). The color of the LED instructed the subject on the movement to perform. MR-compatible switches located at various positions on the device recorded the time at which the object was removed from the supporting rail, the time at which the object was inserted into one of the slots, and the time at which the object was put back into the supporting rail. Control of the pneumatic rotation mechanism and recording of the movement-related responses was performed using a personal computer running Presentation 0.81 (Neurobehavioral Systems, San Francisco, CA).

**Experimental time course and procedures**

During the task, in each trial subjects had to grasp the object at either the large (LARGE) or the small (SMALL) part (Fig. 1C), remove the object from the rail to put it into one of the two slots, and finally reposition the object in the supporting rail. When the LED switched on, subjects had to leave the home key as soon as possible, make the appropriate object manipulation, and return to the home key. After 6 s, the LED switched off, and a baseline of variable length (1.5–6 s) followed. Subjects were instructed to complete their action before the LED switched off. At the beginning of each block, the box was rotated, followed by a variable amount of time (2–7 s), so that the subject could not predict cue onset. The time course of a trial is shown in Figure 1D. Each block contained a randomized number of three to nine trials. Subjects first had a 15 min training session outside the scanner, until error-free and sufficiently fast performance was reached. After the subject had been positioned into the scanner, another short practice session followed. The experiment consisted of a total of 252 pseudo-randomized trials, subdivided into 42 blocks. Total scanning time was 45 min.

**Behavioral analysis**

For each trial, the RT (the time interval from the cue onset to the release of the home key) was measured. Given that the subject could see the object during the entire trial, but did not know which part to grasp until the LED was switched on, we consider the RT as an index of movement planning time (Fig. 1D). We also considered the following behavioral measures: movement execution time (MT; the time interval from the release of home key to the removal of the object from its support), transport time (TT; the time interval from the removal of the object to the insertion of the object into the slot), and return time (the time interval from the insertion of the object into the slot to the return of the hand on the home key). In addition, we recorded whether the object manipulation was correctly performed. Effects of object size (LARGE, SMALL) on RTs and MTs measured during the scanning session were assessed using a repeated measures ANOVA with the factors object size (large, small) and block (1–9).

**Image acquisition**

Images were acquired using a Siemens (Erlangen, Germany) 3T Trio MRI system, using the body coil for radiofrequency transmission and an eight-channel phased-array surface head coil for signal reception. Blood oxygenation level-dependent (BOLD)-sensitive functional images were acquired using a single-shot gradient echo planar imaging (EPI) sequence [repetition time (TR)/echo time (TE), 2.5 s/40 ms; 31 transversal slices; voxel size, 3.5 × 3.5 × 3.5 mm]. At the end of the scanning session, anatomical images were acquired using an MPRAGE (magnetization prepared rapid gradient echo) sequence (TE/TR, 3.93/2300 ms; 192 sagittal slices; voxel size, 1.0 × 1.0 × 1.0 mm; field of view, 256 mm).

**Imaging data analysis**

**Preprocessing.** Functional data were spatially preprocessed with SPM2 and statistically analyzed with SPM5 (Statistical Parametric Mapping, www.fil.ion.ucl.ac.uk/spm). The first five volumes of each participant’s data set were discarded to allow for T1 equilibration. The image time series were spatially realigned using rigid-body transformations and a sinc interpolation algorithm (Friston et al., 1995).

The time series for each voxel was realigned temporally to acquisition of the middle slice. Subsequently, images were normalized onto a custom Montreal Neurological Institute (MRI)-aligned EPI template (based on 24 male brains) warped on the Siemens Trio at the F. C. Donders Centre using both linear and nonlinear transformations.

Finally, the normalized images were spatially smoothed using an isotropic 10 mm full-width at half-maximum Gaussian kernel. Each participant’s structural image was spatially coregistered to the mean of the functional images (Ashburner and Friston, 1997) and spatially normalized using the same transformation matrix as applied to the functional images.

**DCM.** Effective connectivity is defined as the influence that one neural system exerts over another (Friston, 1995). DCM aims to estimate and make inferences about the causal influences or coupling among brain regions and how this coupling is modulated by the experimental manipulation (Friston et al., 2003).

The first step is to construct a biologically and anatomically plausible model of interacting cortical regions at the neuronal level (not accessible by fMRI). The dynamic causal model here is an input state–output system, modeled by bilinear differential equations (Friston et al., 2003), in which changes in the states (the neuronal population activities) are modeled on the basis of the known inputs and measured outputs:

\[
\frac{dz}{dt} = (A + \sum_{j=1}^{m} w_j B_j)z + Cu.
\]

Here, \(z\) is the state vector (with each state variable representing the population activity of one region in the model), \(t\) is continuous time, and \(w_j\) is the \(j\)th input to the modeled system (i.e., some experimentally controlled manipulation). In this state equation, the \(A\) matrix contains the “intrinsical” or “fixed” connection strengths between the modeled regions, and the \(B^{(1)}, \ldots, B^{(m)}\) matrices represent the context-dependent modulation of these connections (e.g., by task, as an additive change). The \(C\) matrix represents the strengths of direct (“driving”) inputs to the modeled system (e.g., sensory stimuli). Note that the inputs \(u\) correspond to designed causes (e.g., boxcar or \(\delta\) stimulus functions), such as those used to form design matrices in conventional fMRI analyses. The outputs correspond to the observed BOLD time series of the selected volumes of interest (VOIs). Being based on first-order differential equations, the parameters in a DCM denote the speed or rate of change of neuronal activity (in hertz) in one area as induced by an input or by the output from another area, respectively. The focus of DCM is typically on the \(B\) parameters, the modulatory effects. Estimating these parameters and making statistical inference about them enables us to investigate whether grasping objects of different size is associated with changes in coupling among the brain areas in the parieto-frontal circuits under study.

In DCM, the neuronal model described above is supplemented with a hemodynamic forward model of how neuronal activity is transformed into a measured BOLD response. Neuronal and hemodynamic parameters are estimated by Bayesian inversion using an expectation maximization algorithm and a Laplace approximation to the posterior density (for details, see Friston et al., 2003). In brief, the E-step estimates the posterior mean by a gradient ascent on the log posterior, whereas the M-step computes the hyperparameters by minimizing the variational free energy.

We used DCM as implemented in SPM5 (Statistical Parametric Mapping, www.fil.ion.ucl.ac.uk/spm). DCMs were constructed for each single subject separately.

The aim of our DCM analysis was to investigate the changes in interregional couplings associated with grasping either SMALL or LARGE objects. Accordingly, for each single subject, we isolated cortical regions that were activated during prehension movements directed to both SMALL and LARGE objects. We implemented this constraint by considering the movement execution period of correctly performed prehension movements (from movement onset to displacement of either SMALL or
LARGE objects), distinguishing these two effects from the planning phase of the movement [from cue presentation to movement onset (INPUT)]; from the movements occurring after the first object displacement; and from the few incorrect trials. The gray areas in Figure 1D show the movement planning (RT) and movement execution (MT) phases considered in the model.

**General linear model.** The relevant time series for the VOIs were extracted from the fMRI data of each individual subject on the basis of event-related analyses in the context of the general linear model. Single-subject models consisted of regressors separately describing the movement planning phase (RT) for all visual stimuli (INPUT) and the movement execution phase (MT) for object [split into distinct regressors for grasping movements directed toward the large (LARGE) and the small (SMALL) part of the object]. Trial durations were defined on the basis of the behavioral measurements during the experiment. In addition, we separately modeled the remaining part of the movement (the sum of the TTr and the return time), the rotation of the device, and the error trials. Each effect was modeled on a trial-by-trial basis as a concatenation of square-wave functions: for the RT with onsets time locked to the onset of the LED cue and offsets time locked to the release of the hand from the home key; for both MT regressors with the onsets time locked to the release of the hand from the home key and the offsets time locked to taking off the object from the rail. For the remaining part of the movement, the onsets were time locked to the taking-off of the object, and the offsets to the return of the hand on the home key. The rotation of the device was modeled as an event with zero duration. The error trials had a standard length of 6 s. Each of the six square-wave functions were then convolved with a canonical hemodynamic response function and downsamples at each scan to generate six regressors modeling the main effects described above (Friston et al., 1995).

Head-movement effects were accounted for as described by Friston et al. (1996) by including a Volterra expansion of the six rigid-body motion parameters as nuisance covariates, which consisted of linear and quadratic effects of the six realignment parameters belonging to each volume and also included spin-history effects as linear and quadratic effects of motion parameters in the previous volume, giving a total of 24 regressors (Lund et al., 2005). Three additional regressors, describing intensities in white matter, CSF, and residual compartment (section outside the brain and skull) were added. This was done to account for image intensity shifts attributable to movement of the hand within the main magnetic field of the scanner (Culham et al., 2003; Verhagen et al., 2006).

For the selection of VOIs for the DCM, we used a conjunction analysis (Nichols et al., 2005) in each single subject to isolate commonalities in cerebral activity evoked during the execution phase of grasping both SMALL and LARGE objects, and we masked this effect by the activity evoked during the presentation of the INPUT (for the details of VOI selection, see below).

To assess these commonalities in cerebral activity at the group level, we ran a random-effects analysis (RFx), which served as a guideline in the VOI selection. For this analysis, contrasts of the parameter estimates for SMALL and LARGE were calculated for each single subject and entered into a one-sample t-test, respectively. Subsequently, statistical parametric maps (SPMs) of the t statistic for the effects of SMALL and LARGE (Nichols et al., 2005) masked by the visual cues (INPUT) were created, with the degrees of freedom corrected for nonsparseness at each voxel. Inferences were drawn at the voxel level, corrected for multiple comparisons using family-wise error (FWE) correction (p < 0.05) across the whole brain. Part of these data have been previously used to address a different issue (Majdandžić et al., 2007).

**Anatomical inference.** Anatomical details of significant signal changes were obtained by superimposing the SPMs on the structural images of each subject in MNI coordinates. The atlas of Duvernoy (1991) was used to identify relevant anatomical landmarks. When applicable, Brodmann’s areas (BAs) were assigned on the basis of the SPM anatomy toolbox (Eickhoff et al., 2005) (i.e., the anatomical position of our significant clusters and local maxima was tested post hoc against published three-dimensional probabilistic cytoarchitectonic maps). When the literature used for VOI selection reported the stereotaxical coordinates in Talairach space, these coordinates were converted to coordinates in MNI space by a nonlinear transform of Talairach to MNI (http://imaging.mrc-cbu.cam.ac.uk/ imaging/MniTalairach).

**Selection of VOI: general procedures.** For each single subject, we selected VOIs corresponding to the putative human equivalent of area V3A, area V6A, the AIP area, PMv, and PMd. Despite the difficulties of defining homologies between macaque and human brain areas (Culham et al., 2006), we chose to use these specific functional labels derived from monkey electrophysiological studies to facilitate the comparison of results across species. However, given that we cannot reliably distinguish hand and arm fields within PMv (i.e., F5 and F4, respectively), or caudal/rostral portions of PMd (i.e., F2 and F7, respectively) (Geyer et al., 2000), we have chosen to use generic functional labels such as PMv and PMd (Wis, 1997).

Given that our right-handed subjects performed the task with their dominant arm, and given the left-hemispheric dominance of several aspects of motor control (de Lange et al., 2006), we restricted our analysis to the left hemisphere.

The subject-specific location of the VOIs was guided both anatomically and functionally: anatomically by the stereotaxical coordinates reported in the literature and known anatomical landmarks (see below for details) and functionally by the group maxima obtained from the random-effects conjunction analysis, if applicable. For each subject-specific VOI, we considered the first eigenvariate of all suprathreshold voxels (uncorrected, p < 0.05) within a 6 mm radius around the selected subject-specific maximum. These time series were adjusted for the rotation of the device, error trials, head-movement artifacts, and intensity shifts in the magnetic field attributable to arm movement. The time series were also adjusted for the remaining part of the movement to ensure that we only considered the coupling changes during the preparation and execution phase of the movement (Fig. 1D). Therefore, each VOI time series solely reflects the activity evoked during the period starting with the presentation of the instruction cue and ending with the removal of the object from its slot.

For the parietal and frontal VOIs, the subject-specific VOIs were extracted from the conjunction analyses of the effects evoked by both LARGE and SMALL movements, masked by the activity evoked by the INPUT. For area V3A, which served as the area in our models where the visual inputs entered, each subject-specific VOI was selected on basis of the activity evoked by the visual INPUT alone.

**Selection of VOI: anatomical details.** The VOI labeled as V3A was selected using the stereotaxical coordinates reported by (Tootell et al., 1997) as a guideline. However, given the absence of individual retinotopic maps, the V3A VOI should be considered as a general area of major visual input, rather than a precise delineation of V3A.

Area V6 and V6A together form what is called the V6 complex. Pitzalis (2006) reported human V6 to be located in or near the posterior branch of the dorsal end of the parieto-occipital sulcus (POS), centered at −11, −77, 46. On the basis of macaque anatomy, it seems reasonable to assume that area V6A would lie more dorsally than V6 along the anterior bank of the POS. Given that V6A is a well established cerebral area, defined on the basis of electrophysiological, anatomical, and hodological criteria (Matelli et al., 1998; Galletti et al., 1999; Luppino et al., 2005), we prefer to refer to this general region as V6A rather than as the parietal reach region (P RR). PRR is known to be crucially involved in reaching (Snyder et al., 2000; Andersen and Buneo, 2002; Buneo et al., 2002), and V6A was suggested to represent a portion of it (Batista et al., 1999), but more recent findings suggest that PRR is located in the medial intraparietal cortex (Calton et al., 2002; Gail and Andersen, 2006). The AIP VOI was selected on the basis of the SPM Anatomy Toolbox (Eickhoff et al., 2005). Additionally, the junction between the postcentral and the intraparietal sulci was used as a landmark on a subject-by-subject basis (Culham et al., 2006).

The ventral premotor (PMv) VOI was selected on the basis of stereotaxical coordinates from neuroimaging studies dealing with precision grasping tasks (Ehrsson et al., 2000; Kuhtz-Buschbeck et al., 2001).
The dorsal premotor (PMd) VOI was selected on the basis of stereotactical coordinates from neuroimaging studies dealing with grasping tasks (Ehrsson et al., 2000). Similar coordinates for both PMv and PMd were used in a transcranial magnetic stimulation (TMS) study (Davare et al., 2006) that confirmed the involvement of these particular precentral regions in visuomotor transformations during the performance of grasping movements.

DCM analysis and inference
We considered the anatomical model consisting of the VOI as described above with reciprocal connections between them (see Fig. 4, Original model). Table 1 provides the anatomical background for each connection of the model.

The instruction cues (INPUT) that triggered the preparation of the appropriate motor program were fed into V3A. The resulting perturbation was then allowed to propagate throughout the model via interconnections from V3A to V6a, terminating in the PMd, and from V3A to AIP, terminating in PMv. Object size (SMALL, LARGE) served as a modulatory influence on the connections but affected the forward connections only.

The central question was whether the forward connections in the model were differentially modulated by object size, especially whether they were more strongly modulated by grasping a small object (SMALL) compared with a large object (LARGE) during the execution of the movement.

To test whether the modeled processes were expressed consistently across subjects, the subject-specific intrinsic couplings and modulatory effects were entered into separate one-sample t tests (two-sided, statistical threshold, $p < 0.05$). Second, and most importantly, we tested our hypothesis that grasping a small object changed the coupling between the regions more than grasping a large object, by entering the modulatory parameters of each connection into one-sided paired t tests, testing at the group level whether the modulatory effect of SMALL was larger than the effect of LARGE. The null hypotheses were rejected at a significance level of $p < 0.05$.

Model selection
For any given research question, several alternative hypotheses (with associated models) usually exist. A model selection approach can be used to compare competing models. To test whether our original model was superior to possible alternative models, we applied Bayesian inference to the models themselves (Penny et al., 2004). Bayes factors (i.e., ratios of individual Bayes factors of the same model comparison across subjects).

The optimal model may vary across subjects. To decide about the optimal model at the group level, we computed the group Bayes factor (GBF) for each model comparison. Because Bayes factors are independent probability ratios, the GBF can be computed by multiplying the individual Bayes factors of the same model comparison across subjects. However, in case of outliers, GBFs can be delusive (for an example, see Stephan et al., 2007). Therefore, we additionally computed the positive evidence ratio (PER) [i.e., the number of subjects in whom there is positive (or stronger) evidence for model A divided by the number of subjects with positive (or stronger) evidence for model B] (Stephan and Penny, 2007).

Results
Behavioral performance
During scanning, the subjects performed the task accurately (average error rate, 1.9 ± 0.5%). RTs were shorter when subjects were instructed to grasp the large part of the object [main effect of object: RT, $T_{(1,16)} = 3.595; p = 0.002$; small, $764 ± 48$ ms (mean ± SEM); large, $729 ± 45$ ms (mean ± SEM)]. The MTs were shorter as well when subjects were instructed to grasp the large part of the object (main effect of object: MT, $T_{(1,16)} = 8.002; p < 0.001$; small, $665 ± 23$ ms (mean ± SEM); large, $560 ± 17$ ms (mean ± SEM)).

During the kinematic control experiment, subjects' performance was comparable to that measured during the fMRI scanning session. Figure 2 illustrates the movement parameters for the reaching-to-grasp and reaching-to-point trials toward small and large objects. Subjects’ RTs (Fig. 2A) and MTs (Fig. 2B) were shorter when they were instructed to grasp the large part of the object than when they grasped the small part of the object (RT,
The main effect of object size: $F_{(1,5)} = 9.38, p = 0.028$; MT, main effect of object size: $F_{(1,5)} = 43.75, p < 0.001$. This is a replication of the behavioral findings obtained in the fMRI study. Furthermore, in the control experiment, subjects’ RTs were longer when they had to make a reaching-to-point movement than when they had to make a reaching-to-grasp movement (RT, main effect of movement type: $F_{(1,5)} = 15.63; p = 0.011$). This finding indicates that, in this experimental setting, reaching to grasp the large object was not equivalent to reaching to point. Accordingly, post hoc analysis revealed longer RTs preceding reaching-to-point than reaching-to-grasp movements toward the large object. We obtained similar results when considering early kinematic parameters such as peak velocity of the hand (HPV) (Fig. 2C): HPV also differed between movement types, with faster movements during reaching-to-point trials (HPV, main effect of movement type: $F_{(1,5)} = 94.53; p < 0.001$). Furthermore, subjects’ MTs were sensitive to the size of the object to be grasped, but not to the size of the object to be pointed at (MT, interaction between object size and movement type: $F_{(1,5)} = 18.78; p = 0.007$). In addition, although the MTs of the reaching-to-grasp and reaching-to-point trials were quite similar, on average (MT, main effect of movement type: $F_{(1,5)} = 5.56; p = 0.065$), the hand trajectory (HT) (Fig. 2D) was substantially longer when subjects were reaching to grasp (HT, main effect of movement type: $F_{(1,5)} = 54.05; p < 0.001$). As seen for the movement time, the HT was also influenced by the size of the object to be grasped, but not by the size of the object to be pointed at (HT, interaction between object size and movement type: $F_{(1,5)} = 18.42; p = 0.008$).

There were also obvious and trivial differences between the finger movements evoked by the reaching-to-grasp condition: the maximal grip aperture (MGA) between thumb and index finger was sensitive to the size of the object to be grasped, with the difference in the opening of the fingers scaled to the difference in the size of the small and large parts of the object. Finally, a post hoc paired $t$ test between reaching to grasp the large and reaching to grasp the small object showed a significant difference in MGA [MGA: effect of object size, $T_{(1,5)} = -17.97, p < 0.001$; reaching-to-grasp small, 6.4 ± 0.2 cm (mean ± SEM); reaching-to-grasp large, 9.8 ± 0.2 cm (mean ± SEM)]. Together, these results clearly indicate that, in this experiment, the act of grasping the large object does not reduce to a pointing movement.

Figure 2E illustrates the end-point variability for the thumb, index finger, and middle finger measured during the reaching-to-grasp movement toward the small and the large object. This variability index was sensitive, being able to discriminate between the larger end-point variability of the index finger and the variability of the other fingers involved in the grasping movement (main effect of finger type: $F_{(2,10)} = 5.139; p = 0.029$). In contrast, the size of the object to be grasped did not influence the end-point variability of the grasping movement (main effect of object size: $F_{(1,5)} = 2.788; p = 0.156$). Therefore, we infer that, in this experimental setting, there are no significant differences in the spatial accuracy demands evoked by reaching-to-grasp movements toward objects of different size.

**Imaging data: VOI**

The random-effects conjunction analysis for the effects of SMALL and LARGE (Nichols et al., 2005) masked by the visual cues (INPUT) showed extensive common cerebral activity over occipital, parietal, and frontal regions (FWE corrected, $p < 0.05$). Figure 3A shows the common cerebral activity within the VOI used by the DCM on a three-dimensional-rendered brain.

On the basis of a priori anatomical information on the putative location of the nodes in our network, we determined subject-specific VOIs as described in Materials and Methods. For the input region V3A, regions in the left middle occipital gyrus were selected that responded strongly to the visual INPUT. The average group coordinate ($-26, -86, 18$) was slightly superior to the upper border of V3A as defined by Tootell et al. (1997) and close ($<10$ mm) to the stereotaxic coordinates reported by Pitzalis et al. (2006).

The average group coordinates for V6A ($-22, -64, 54$) fell more anteriorly, laterally, and dorsally than the average coordinates for V6, as reported by Pitzalis (2006). This spatial relationship is consistent with the relative position of V6A and V6 in the macaque brain (Galletti et al., 1999).

The AIP activity obtained in the RFX ($-40, -52, 48$) was located within the standard 40% probabilistic boundary (Eickhoff et al., 2005) of cytoarchitectonically defined hIP2 in the lower bank of the AIP sulcus, an anatomical region suggested to correspond to AIP in the macaque (Choi et al., 2006). The single-subject coordinates for AIP (average coordinates over subjects: $26, 86, 18$) were separated by $22$ and $26$ mm, respectively. 
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−44, −42, 46) varied between y = −32 [similar to the coordinates reported by Simon et al. (2002)] and y = −50 [closer to the coordinates reported by Culham et al. (2003)].

The average group coordinates for PMv (−46, 8, 30) were located within the 50% probabilistic boundary of cytoarchitectonically defined BA 44 (Eickhoff et al., 2005) and were close (<10 mm) to the coordinates reported by Kuhntz-Buschbeck et al. (2001) and Ehrsson et al. (2000) during performance of grasping tasks.

The average group coordinates for PMd (−22, −4, 58) were located within the 30% probabilistic boundary of cytoarchitectonically defined BA6 and slightly medial to the coordinates of the premotor hand area as reported by Ehrsson et al. (2000).

Figure 3B shows the average group coordinates of the VOIs (*) in the y and z directions and the between-subject variability in 95% confidence interval ellipsoids.

Effective connectivity
Table 2 (column 1) summarizes the average rate constants (in hertz) for the intrinsic connections and input over subjects. During preparation and execution of a visually guided grasp, the strength of each intrinsic connection, both forward and backward, within our model was significantly different from zero. Table 2 also shows the average rate constants over subjects for the modulatory effects of executing a grasping movement toward a SMALL (column 4) or LARGE (column 7) object. It is useful to interpret the magnitude of these modulatory changes in relation to the values of the intrinsic connections. For example, the coupling estimate for the connection from V3A to V6A increases from 0.47 to 0.57 when grasping the small object, which corresponds to an increase in coupling strength of 21% (note that the modulatory effects are additive; see Eq. 1). For completeness, the rate constants in Table 2 are expressed both in real values and in percentage change relative to the intrinsic connectivity. Figure 5 shows the percentage change in connection strength for connections in which the modulatory effect was significantly different from zero. Within the dorsomedial circuit, grasping movements toward both the SMALL (see Fig. 5A, in green) and LARGE (see Fig. 5B, in red) objects increased the coupling from V3A to V6A significantly, whereas the connection from V6A to PMd was enhanced significantly during LARGE only (see Table 2 for p values).

A contrast (SMALL vs LARGE) on each of the bilinear terms, testing for differences between modulatory effects on each connection, showed a significantly stronger modulation of the interregional coupling during SMALL than during LARGE for three of the four connections. First, the forward connection between V3A and V6A was significantly more enhanced by grasping a small object than a large object (T(11,16) = 1.8; p = 0.045). In addition, the coupling from V3A to AIP was significantly more modulated by SMALL (T(11,16) = 1.97; p = 0.032); the same was true for the connection from AIP to PMv (T(11,16) = 2.03; p = 0.03). The coupling between V6A and PMd did not significantly differ between conditions (T(11,16) = 0.17; p = 0.379).

Model selection
One might wonder whether the connectivity architecture of our model is optimal and whether alternative models might account better for the data than our model. To address this issue, we formally compared a series of alternative models (Penny et al., 2004) to select the optimal balance between accuracy and complexity of the model.

The alternative models we tested are shown in Figure 4. For instance, it might be argued that the dorsomedial and dorsolateral streams are not anatomically segregated as suggested in the literature. Recent findings in macaques indicate that V6A is interconnected with AIP (Passarelli et al., 2007). We therefore estimated an alternative model (model A1) including reciprocal connections between V6A and AIP and allowed both SMALL and LARGE conditions to modulate the couplings in both directions (model A1). Table 3 shows the GBF and the PER for each alternative model compared with our original model.

The model comparison between model A1 and the original model shows there is strong evidence (Bayes factor ≥150) in favor of the original model. The PER for our original model over model 1 was 9.2, which concurred with the GBF in suggesting that the current model accounted better for the data than the alternative model A1.

Furthermore, F2 and F5 (the monkey homologs of PMd and PMv) are mutually interconnected (Matelli et al., 1986; Marconi et al., 2001). We therefore estimated an alternative model including reciprocal connections between PMd and PMv (model A2). We allowed both SMALL and LARGE conditions to modulate the couplings in both directions between PMd and PMv. It has also been suggested that the grasping-related activity observed in V6A could constitute an efference copy of F2 activity (Galletti et al., 1997). Therefore, we tested whether considering a modulation of
object size on the feedback connection from F2 to V6A could improve the model (model A3).

Another way of allowing communication between the streams is through backward connections. In model A4, we tested whether the backward connection between AIP and V3A would be modulated by object size as well. In model A5, we allowed all the backward connections to be modulated by object size. Finally, we wanted to test whether the most complete model (model A6), which included all possible connections and modulations, would be better than our original model. Table 3 summarizes the results from all model comparisons and shows that there is strong evidence (Bayes factor $\geq 150$) that the original model is better than any of the alternative models.

Discussion
We used DCM to evaluate whether and how the inter-regional couplings of an occipito-parieto-frontal network were modulated by grasping objects of different size, while keeping the object position relatively constant. We show that performing prehension movements alters the effective connectivity between occipital, parietal, and frontal regions (Table 2), generating stronger inter-regional couplings during the prehension of smaller objects (Fig. 5). Grasping large objects increased the connectivity of the dorsomedial circuit, whereas grasping small objects increased the connectivity of a mainly dorsolateral circuit, with a degree of overlap between these two circuits (Fig. 5). These findings suggest that the specification of prehension parameters involves different portions of the parieto-frontal network. In the following sections, we elaborate on the implications of these findings for models of the neural control of prehension movements.

Behavioral performance
The experimental manipulation evoked different types of prehension movements, with different planning and execution phases for the different objects. It might be argued that grasping the large object might have minimized the grasping requirements, making this condition functionally equivalent to a pointing movement. However, the results of directly comparing the kinematics of reaching-to-grasp and reaching-to-point movements toward the large and small objects argue against this possibility. For instance, the MTs were sensitive to the size of the object to be grasped, but not to the size of the object to be pointed at (Fig. 2B). Movement planning times and early kinematics parameters like the HPV were also different during the two types of movements (Fig. 2C). These results indicate that, in this experiment, the act of grasping the large object does not reduce to a pointing movement.

It might be argued that grasping objects of different size could generate differences in movement accuracy. Control measurements of the end-point variability of the thumb, index finger, and middle finger during the reaching-to-grasp movements argue against this possibility (Fig. 2E).

Connectivity in the dorsolateral circuit (V3A–AIP–PMv)
Several imaging studies have localized neurovascular responses evoked during visually guided grasping movements, reporting increases in activity from a region located at the junction between the intraparietal and the inferior postcentral sulci [AIP (Toni et al., 2001; Culham et al., 2003)] and from a ventral portion of the precentral gyrus [PMv (Toni et al., 2001)]. Related studies found similar activities during object manipulations (Binkofski et al., 1999; Ehrsson et al., 2000; Johnson-Frey, 2004). Here, we show that there are specific, differential changes in effective connectivity between AIP and PMv during reaching-to-grasp movements. This finding fits with the general notion that the dorsolateral circuit is concerned with controlling grasping parameters of the prehension movement (Jeannerod et al., 1995). In contrast, the couplings between AIP and PMv increased more during the execution of a movement toward a small object than toward a large one. This finding is difficult to reconcile with the notion of dedicated parieto-frontal circuits for reaching and grasping. We suggest that this increased connectivity might reflect the increased online control required by grasping small objects. It is known that prehension of objects with small surfaces (relative to finger size) requires a larger degree of visual feedback (Bootsma et al., 1994), and that the kinematic profile of the hand is disproportionately altered when grasping small objects without visual guidance (Chieffi and Gentilucci, 1993). Berthier et al. (1996) also showed that as visual information and object size decreased, subjects had longer movement times, slower speeds, and more asymmetrical hand-speed profiles. We suggest that, during the prehension of small objects, AIP could increase its coupling with PMv to transform object-centered target representations (Murata et al., 2000) into motor space (Kurata and Hoshi, 2002) on the basis of incoming visual information of the moving arm (Ochiai et al., 2005). This suggestion follows the notion that the
criteria provide strong evidence in favor of the original model. Xiao et al., 2006). It has also been shown that PMv activity reflects dynamical motor parameters specifically during the execution of a movement, and not during its preparation (Xiao et al., 2006).

**Connectivity in the dorsomedial circuit (V3A–V6A–PMd)**

We found significant increases in effective connectivity between V3A and V6A during movements directed toward both small and large objects and a small but significant change in coupling strength between V6A and PMd during movements toward the large object. The involvement of area V6A in prehension movements is supported by its anatomical connectivity (i.e., direct projections to premotor regions controlling complex proximal and distal arm movements) (Raos et al., 2003). Furthermore, it is known that both V6A and PMd are involved in processes of visual-spatial information for visual control of arm-reaching movements (Fattori et al., 2001, 2005) and that patients with occipitoparietal lesions show severe impairments in both reaching and grasping (Jeannerod et al., 1994; Milner et al., 2003). Similarly, controlled lesions of V6A in monkeys provoked deficits in reaching, wrist orientation, and grasping (Battaglini et al., 2002). Fattori et al. (2004) recently showed that some V6A cells are specifically modulated during the grasping of visual objects. The increased effective connectivity we observed within the dorsomedial circuit during both types of prehension movements fits with the properties of V6A and with the general notion that the dorsomedial circuit is concerned with specifying arm movements in space (Burnod et al., 1999). In contrast, the coupling between V6A and PMd increased during reaching to grasp toward large objects but not toward small objects (note, however, that the direct comparison between the two conditions did not reveal a significant difference). This finding is not immediately compatible with the notion of a dorsomedial circuit dedicated to reaching movements. We suggest that this increased connectivity might reflect an increased reliance on advance information allowed by grasping large objects. It is known that the PMd supports movement preparation and execution on the basis of advance information (Wise et al., 1997). Under the assumption that the prehension of objects with large surfaces available for finger contact can rely to a larger degree on a prespecified motor plan (Chieffi and Gentilucci, 1993; Berthier et al., 1996), we suggest that the eye-centered, automatic motor plan generated by the superior parietal lobule irrespectively of target characteristics (Pisella et al., 2000, Medendorp et al., 2003) could be forwarded to PMd to incorporate the relative position of target, hand, and eyes (Pasanen et al., 2006) as well as associative rules, if necessary ( Toni et al., 2001).

**Interpretational limitations**

These results are to be interpreted within the limitations of our modeling approach. Rather than exploring the entire space of model configurations (given our five anatomical VOIs), we used formal model selection procedures (Penny et al., 2004; Stephan and Penny, 2007) to compare models with anatomical plausibility and parsimony. An example of the latter is the choice to feed the external visual input directly into the last common node of the dorsomedial and dorsolateral streams (i.e., V3A), rather than modeling the whole retina-geniculo-striatal pathway. Anatomically, we have chosen to avoid modeling primary motor cortex and the cortico-spinal motor output. These simplifications are necessary to make the models computationally tractable and en-
able us to focus on the most important aspects of the pathways we are interested in, but they may limit the scope of interpretation.

In our second-level analyses, we investigated multiple DCM parameters. Strictly speaking, this necessitates a correction for multiple comparisons. The conventional Bonferroni correction can be too severe a correction when applied to parameter estimates of dynamic system models, because it assumes complete independence between the entities tested. In dynamic system models, however, it is not infrequently the case that conditional dependencies exist among the parameters. Inspection of the posterior covariance matrices of our models revealed low dependencies, thus ensuring good model identifiability. Most of our significant results remained significant after applying Bonferroni correction, including the significant modulation of connections by object size (Table 2). However, the differential effect of modulation by SMALL versus LARGE did not survive correction.

**Conclusion**

We have explored the pattern of inter-regional couplings during a reaching–grasping task. Analysis of the changes in effective connectivity in an anatomically grounded occipito-parieto-frontal network during task performance revealed that dorsolateral and dorsomedial portions of the parieto-frontal network are modulated differently by prehension movements with different degrees of on-line control. These results argue against a strict dichotomy between the cerebral control of reaching and grasping in humans, as suggested by the two visuomotor channel hypotheses (Jeannerod et al., 1995). We suggest an alternative hypothesis in which the relevance of the dorsolateral and the dorsomedial circuits for prehension is a function of the degree of on-line control required by the movement.
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