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Abstract
This paper develops and tests a heterogeneous agents model for the option market. Our agents have differing beliefs about the level of volatility of the underlying stock index and trade accordingly. We consider two types of agents: fundamentalists, who are assumed to expect the conditional volatility to return to the unconditional volatility, and chartists who respond solely to noise from the level process. Agents are able to switch between groups according to a multinomial logit switching mechanism. The model simplifies to a GARCH-type specification with time-varying parameters, which depend on the distribution of agents across types. Estimation results for index options on the German DAX30 reveal that different types of traders are also actively involved in trading volatility. We find evidence that the observed patterns in option prices are the result of heterogeneity in expectations about future volatility.
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1. Introduction
Volatility is priced and traded in the options market. If market participants have diverging views about future volatility of e.g. a stock index, they engage in directional volatility bets, for example through the use of option strategies.\(^2\) If they believe that markets become more volatile, they buy at-the-money puts and calls (a long straddle), since the value usually increases with a rise in volatility. If they believe that volatility is overpriced in the market, they short a straddle. Volatility trading creates uncertainty about the ‘fair value’ of volatility. Differing expectations about future volatility implies that volatility is not constant and that volatility itself becomes volatile. In recent years, stochastic volatility models are successfully used for the purpose of option valuation. The volatility of volatility was found to be in particularly important for the pricing performance of the model (Christoffersen and Jacobs, 2004).

The evidence against the Efficient Market Hypothesis (EMH, see Fama, 1971) has been mounting in the previous decades. In a broad range of markets and using a similarly broad range of techniques, researchers have found evidence against the notion of rationality in financial markets. One area in which the notion of rationality is consistently rejected is in studies using observed (survey) expectations (see Frijns et al., 2008 for experimental evidence or MacDonald, 2000 for an overview). Most surveys focus on the foreign exchange market, but similar results are found for bond and stock markets. A second strand of observations that raises doubts on the EMH is the existence of numerous anomalies in financial markets. Phenomena like excess volatility, small firm effects, overshooting and the January effect cannot be explained by representative agent rational expectation models. Also theoretically one can cast doubt on the EMH. No trade theorems, introduced by Milgrom and Stokey (1982), hypothesize that rational agents will never trade because expectations are equal and all information is discounted in the current market price. Therefore, price changes occur without trade taking place. This is hard to combine with the observation of enormous volume in especially FOREX markets.

\(^2\) One alternative for example is to buy or sell an over-the-counter volatility contract like a volatility swap, where e.g. the buy receives the difference between the realized volatility and the fixed swap rate. Another is to trade futures and options on a volatility index. Surprisingly, the volume in these contracts has been disappointing.
One of the responses in the academic literature to the demise of the EMH is the behavioral finance literature (Kahneman and Tversky, 1979 or Barberis et al., 1998, inter alii). The behavioral finance literature steps aside from the notion of rationality and introduces elements from social psychology in economic decision making. Models of behavioral finance are usually geared towards explaining the observed market anomalies. These models can, for example, explain the excess volatility observed in financial markets (e.g. De Long et al., 1990) by the existence of different trader types.³

These models, which explain the excess volatility observed in financial markets, are based on the idea that different trader types, through their actions, affect the conditional volatility of the price process. Indeed, Avromov et al. (2006) show that the existence of both types of traders cannot only explain the differences in daily volatility, but can also explain the asymmetry observed in daily volatility.

The literature on heterogeneous expectations in volatility so far has been relatively limited. Guo (1998) assumes that option investors hold heterogeneous expectations about the parameters of the lognormal process of the underlying asset price. Estimation results for S&P500 index call options indicate that there are two groups: bulls and bears. Ziegler (2002) models two types of agents who differ in their initial beliefs on the dividend process and investigates the effect on option prices. We argue that different types of traders are also actively involved in trading volatility. Although this might not necessarily be the case in the stock market, it is the case when one turns to the option market. Being the only unobserved variable in an option pricing model, volatility plays a pivotal role in the determination of the value of an option. Hence option strategies could be a direct consequence of expectations about future volatility. If different trader types have different expectations about the future volatility of the underlying, this may induce trade and cause volatility to change (see e.g. Carr and Madan (2002)). To evaluate whether different trader types are present, we make use of the heterogeneous agents literature, which argues that due to the presence of agents with bounded rationality expectations about future values may differ. In line with this literature we assume that two different trader types are active in trading volatility, where some traders (termed

³The existence of different trader types and their impact on volatility has not only been brought forward within the behavioral finance literature, but has also been proposed within the field of market microstructure (see e.g. Kyle, 1985).
fundamentalists) trade on the long-run mean reversion of the conditional volatility to the unconditional volatility and other trader (called chartists) trade on short-run persistence in the volatility process. These traders may change their strategy based on the performance of their strategy compared to the performance of the strategy of the other traders. Interestingly, when combining the strategies of both types of traders we find that our model reduces to an asymmetric GARCH model, but with time-varying coefficients, where the time-variation is due to changes in the proportion of fundamentalists and chartists present in the market. This time variation introduces another interesting feature, namely allowing the volatility process to be locally unstable while guaranteeing global stability. When chartist traders dominate the market their persistence may cause the volatility process to become unstable. However, when the proportion of fundamentalist traders increases, their presence ensures that the volatility process remains stable in the long-run. In this manner, the process can switch between stable and unstable phases, providing an economic interpretation to the notion of volatility clustering observed in financial markets.

When empirically testing our model on option prices we find evidence that support the presence of both types of traders. Over time, the fractions of fundamentalist and chartist traders change and we find evidence that our model outperforms a standard model without switching in terms of pricing performance both in-sample and out-of-sample.

We contribute to the literature on three different grounds. First, we do not assume heterogeneity in beliefs on the price process, but on the volatility process; fundamentally different types of agents with different option strategies are introduced. Second, we allow agents to switch between different strategies instead of assuming fixed proportions and, finally, next to this novel theoretical setup we empirically assess the pricing performance of the model.

The remainder of the paper is organized as follows. Section 2 reviews some of the literature on heterogeneous agent models. In section 3 we present the econometric framework of our model. Section 4 presents the data & methodology of the estimation procedure. In section 5 we show the results, and section 6 concludes.
2. Heterogeneous Agent Models

Divergence from the assumption of rationality implies that one can introduce heterogeneity in expectations as well; there is only one way of behaving rational, while there are infinite ways of behaving irrational, or boundedly rational. Three explanations for being heterogeneous can be discerned from the literature. First is the existence of asymmetric information. Different market participants are assumed to hold different sets of information, whereby part of the information is common for all participants and part is private. The concept of asymmetric information was first introduced in the New Classical Theory of the macro economy, where agents were assumed to be unable to obtain information that is public in other parts of the economy, and where agents are rational in the Muth (1961) sense in that they use that information that is available to them in the best possible way to form their expectations of a particular variable. Second is the claim that agents might differ in the way (symmetric) information is interpreted. To argue why the difference in interpretation occurs we can follow the rational belief theory due to Kurz (1994), which assumes that heterogeneity of beliefs is caused by the fact that economic agents do not know the structural relations of the economy. Agents only have ‘information’ or ‘empirical knowledge’, which is readily observable from the economy. Third and final ground for heterogeneity in expectations is the existence of fundamentally different types of agents. DeLong et al. (1990) formally model the notion of noise traders, which do not get driven out of the market. Frankel and Froot (1986, 1990) popularize the view that the foreign exchange market is dominated by two types of market participants that differ in which information they use for forming their expectations. Fundamentalists think of the exchange rate as an economic model, while chartists predominantly use the exchange rate’s own history as input in their expectations formation process.

The literature on heterogeneous agents models, or HAMs, continues on the line of thought that there can be fundamentally different types of agents, see Hommes (2006) and LeBaron (2006) for an overview. The literature on heterogeneous agents applied to financial markets aims to describe the evolution of stock price by relaxing the assumption of homogeneity among investors. By allowing for heterogeneity among investors, different types of investors can be classified along with their potential strategies, and one
can evaluate how likely it is that these traders are active in a market and what the consequences of their trading is for the price and volatility process. Generally, traders are classified in two categories, being either fundamentalists, who trade on the basis of fundamentals, or chartists, who trade on observed patterns in past prices, as first introduced by Frankel and Froot (1986). Revolutionary in the models described in Hommes (2006) is that agents do not only differ, but that they are able to switch between types, conditional on performance. This switching introduces a non-linear model that mixes different regimes, based on economic foundations.

Up till now the majority of studies on HAMs has been conducted in experimental settings. Using either deterministic or stochastic simulation techniques, the presence of different trader types in financial markets can explain some stylized facts of returns from financial markets; see e.g. De Grauwe and Grimaldi (2005, 2006) and Lux (1998). The irregular switching between types induces volatility clustering, heavy tails, slow mean reversion, and excess volatility. To our best knowledge, there is only a handful of papers that directly attempt to estimate a HAM with full-fledged switching mechanism. Boswijk et al. (2007) examine the S&P500; Westerhoff and Reitz (2005, 2007) look at commodity markets; De Jong et al. (2007) focus on EMS exchange rates. All studies, though, find significant evidence of heterogeneity among traders, and switching between strategies.

3. The Econometric Framework

Let \( S_t \) be the value of an underlying asset at time \( t \), and \( D \) be the expected cash dividend payments over the lifetime of the option. Then, in a Gaussian discrete-time economy the (log) return of the asset at time \( t \) (\( r_t \)) is assumed to follow the following dynamics,

\[
\begin{align*}
    r_t &= \ln \left( \frac{S_t}{S_{t-1}} \right) + d_t = \mu + \sqrt{h_t} \epsilon_t, \quad (1) \\
    \epsilon_t \mid \Omega_{t-1} &\sim N(0,1) \text{ under probability measure } P
\end{align*}
\]

where \( d_t \) is the dividend yield, \( \mu \) is the (conditional) mean of \( r_t \), \( h_t \) is the conditional volatility of the asset and \( \epsilon_t \) is a standard normal random variable. It is on the process of \( h_t \) that we focus in this paper and we assume that there are two different groups of traders,
so-called fundamentalists and chartists, which have different expectations regarding the future evolution of $h_t$.

Let $h_{t+1}^F$ be the prediction of the conditional volatility for the fundamentalists. These fundamentalists are assumed to trade on the basis of mean reversion, where they expect the conditional volatility mean-reverting to the unconditional volatility. Their best prediction for the volatility process is

$$ h_{t+1}^F = h_t + \alpha( h_t - \overline{h} ) , \tag{2} $$

where $\overline{h}$ is the long-run unconditional volatility and $\alpha$ measures the speed at which the fundamentalists expect the volatility process to mean revert. Since volatility needs to remain positive with probability 1, $\alpha$ is bounded between [-2, 0], but is typically expected to be between [-1, 0]. When $\alpha \to 0$ the process becomes very persistent and little mean reversion takes place. When $\alpha \to -1$ the process reverts back to the unconditional volatility almost immediately. Equation (2) reveals that fundamentalists essentially follow a GARCH (1, 0), not taking into account any shocks in the volatility process.

The chartists do not believe in mean reversion, but trade on recently observed shocks in the market. Given the current level of volatility, they use recently observed shocks to predict the future level of conditional volatility. Given that conditional volatility behaves differently in the presence of positive or negative shock, we allow for an asymmetric impact of these shocks (Glosten, Jagannathan and Runkle, 1993). We therefore define their prediction of the volatility process as

$$ h_{t+1}^C = h_t + \beta_0 ( \sqrt{h_t} \varepsilon_t^+ )^2 + \beta_1 ( \sqrt{h_t} \varepsilon_t^- )^2 , \tag{3} $$

where $h_{t+1}^C$ is the volatility prediction of the chartists, $\varepsilon_t^+$ ($\varepsilon_t^-$) is the past positive (negative) shock in the volatility process and $\beta_0$ ($\beta_1$) measures the extent to which chartists incorporate positive (negative) shocks into their prediction.

---

4 When we empirically implement the model, we assume that $\overline{h}$ is equal to the variance of the underlying return series calculated over the previous 250 trading days with a moving window.
Because we have defined a market where only these two types of traders are present, the conditional volatility that is observed in the market \( (h_{t+1}) \) is a function of the predictions of chartists and fundamentalists and the fraction at which each trader type is represented in the market. Since both strategies involve no particular skill or information from traders, traders can switch to either strategy at any point in time without incurring transaction costs. Let \( w_t \) be the fraction of fundamentalists present in the market. Then a natural choice for \( w_t \) is a rule that considers the profitability or pricing error of following a fundamentalist strategy.\(^5\) We define \( w_t \) as a multinomial logit switching rule, as first introduced by Brock and Hommes (1997, 1998), where the switching depends on the absolute forecast error of fundamentalists versus chartists. The switching rule is given as

\[
w_t = \left\{ \frac{\gamma}{1 + e^{-\gamma \left( \frac{\ln(h_t^F) - \ln(h_t)}{\ln(h_t)} - \ln(h_t^C) - \ln(h_t) \right)}} \right\}^{-1},
\]

where \( \gamma \) measures the sensitivity of market participants (fundamentalists or chartists) to their respective percentage forecasting errors in terms of volatility and is expected to be between 0 and infinity. This sensitivity of choice parameter can be interpreted as the status quo bias of traders. With \( \gamma = 0 \) agents are distributed uniformly across types. As \( \gamma \) increases, agents become increasingly sensitive to differences in forecasting performance between the strategies. In the limiting case, as \( \gamma \to \infty \), all agents directly switch to the more profitable rule, such that \( w_t \) is either 0 or 1. Given this definition, \( w_t \) will always be strictly bounded between 0 and 1.

With the given weights and the different trading strategies we can now establish the process for the conditional volatility. Since the conditional volatility is a consequence of the proportion of market participants following each strategy it is computed as a weighted average of the fundamentalist and the chartist volatility prediction,

\(^5\) An example for the definition of \( w_t \) is the profits fundamentalists make relative to the chartist on an option strategy that involves straddles. When e.g. fundamentalists expect volatility to increase they will go long in a straddle and vice versa. If their strategy works and pays off well relative to the strategy of the chartists, more traders may be inclined to follow this fundamental strategy and hence the proportion of fundamentalists will increase. If their strategy does not work and performs poorly relative to chartists, more traders may be inclined to follow a chartist strategy in the future.
\[ h_{t+1} = w_t h_{t+1}^F + (1 - w_t) h_{t+1}^C. \]  

The particular specification of \( w_t \) ensures that more market participants follow a particular trading strategy the better the strategy performed in the previous period. Therefore, if the fundamentalist predicts volatility more accurately than the chartist, \( w_{t+1} \) increases. A better prediction of the chartists consequently reduces \( w_{t+1} \).

Equation (5) defines the process for the conditional volatility and shows that this is a weighted average of the conditional volatility predictions of chartists and fundamentalists. Subsequently, we provide an economic interpretation of (5). We start by substituting (2) and (3) into (5). After rewriting we obtain

\[ h_{t+1} = -w_t \alpha h + (1 + w_t \alpha) h + (1 - w_t) \beta_0 (\sqrt{h} \epsilon_i^+)^2 + (1 - w_t) \beta_1 (\sqrt{h} \epsilon_i^-)^2, \]  

or

\[ h_{t+1} = \bar{h} + \alpha h + \beta_0 (\sqrt{h} \epsilon_i^+)^2 + \beta_1 (\sqrt{h} \epsilon_i^-)^2, \]  

where \( \bar{h} = -w_t \alpha \bar{h} \), \( \alpha = (1 + w_t \alpha) \), \( \beta_0 = (1 - w_t) \beta_0 \), and \( \beta_1 = (1 - w_t) \beta_1 \). Equation (7) shows that the model essentially reduces to a GJR-GARCH(1,1) model with time varying coefficients. The time variation in these coefficients is driven by the profitability of being a fundamentalist or a chartist.

Apart from this time variation, there are several interesting features about our model. Firstly, since our model reduces to a standard GJR-GARCH, we can provide an economic interpretation of the GARCH model. Up till now the GARCH model has mainly been motivated by the empirical observation of time variation in conditional volatility. The model proposed provides an economic interpretation of the source of time variation in volatility and of GARCH effects. The model shows that the mean reversion of the conditional volatility is driven by the presence of fundamentalists, and that persistence in volatility is driven by the presence of the chartists. When very few chartists
are present in the market, mean reversion would occur at a faster rate than when many chartists are present. Also, the impact of news shocks on the conditional volatility is solely driven by the presence of chartists, who expect recent news to be informative about the future level of volatility. The GARCH effect and ARCH effect can therefore be explained by the presence of these two types of traders in the market.

A second interesting feature of the model concerns the stability conditions of (7). Under normal circumstances, fundamentalists follow a strategy that ensures that the conditional volatility remains bounded. However, the chartist strategy is an unstable strategy when $\beta_0$ and $\beta_1$ are positive and volatility predicted by chartists will not remain bounded. However, the fact that both types of traders are present and $w_t$ fluctuates over time allows the volatility process (7) to be locally unstable, while guaranteeing stability of the GARCH process in the long run. Whether (7) is stable in the long run depends on the parameter values for $\alpha$, $\beta_0$ and $\beta_1$ and is an issue that will be addressed in the empirical section.

A third feature about the model is the time varying unconditional volatility. This time variation in unconditional volatility is not caused by slow-moving change in the underlying unconditional volatility (as suggested by Engle and Lee, 1999), but is also driven by the amount of fundamentalists or chartists present.

The model presented above represents the most simplistic form fundamentalist and chartist behavior. There are several extensions possible to the strategies for both types of traders. Firstly, we can extend the fundamentalist strategy by allowing for dynamics in the “unconditional volatility”. Such types of model follow from Engle and Lee (1999) and are often referred to as two-component GARCH models. Allowing for such additional dynamics can be done straightforwardly, and would imply that (4) takes the form of a GJR-GARCH(2, 2). Secondly, chartists may also consider other stochastic variables, such as trading volumes, number of transactions, etc. The stochastic variables can be added to the model.

The model presented in section 3 could essentially be applied to any type of security in financial markets. However, in the current paper we estimate the model on
option prices. From Black and Scholes we know that the only unknown variable in the option pricing model is the volatility. Hence trading in options is essentially trading on the expectations about the future volatility of the underlying. The following section discusses the data and methodology followed in estimating the model and subsequently we summarize the empirical results.

4. Data and Methodology
We use daily closing DAX 30 index options and futures prices for a one year period from January 2000 until December 2000. The raw data set is directly obtained from the EUREX, European Futures and Options Exchange. The market for DAX index options and futures is the most active index options and futures market in Europe.

For index options the expiration months are the three nearest calendar months, the three following months within the cycle March, June, September and December, as well as the two following months of the cycle June, December. For index futures, the expiration months are the three nearest calendar months within the cycle March, June, September and December. The last trading day is the third Friday of the expiration month, if that is an exchange trading day; otherwise on the exchange-trading day immediately prior to that Friday.

We exclude options with less than one week and more than 25 weeks until maturity and options with a price of less than 2 Euro to avoid liquidity-related biases and because of less useful information on volatilities. We filter the available option prices and include all options that are actively traded, inside or outside the 10% absolute moneyness interval. In practice, in volatile periods deep out-of-the money options are highly informative if they are actively traded. As a result, each day we use a minimum of 3, but typically 4 different maturities for the calibration.

_____________________
Insert Table 1 Here
_____________________
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The DAX index calculation is based on the assumption that the cash dividend payments are reinvested. Therefore, when calculating option prices, theoretically we do not have to adjust the index level for the fact that the stock price drops on the ex-dividend date. But the cash dividend payments are taxed and the reinvestment does not fully compensate for the decrease in the stock price. Therefore, in the conversion from e.g. futures prices to the implied spot rate, one empirically observes a different implied dividend adjusted underlying for different maturities. For this reason, we work with the adjusted underlying index level implied out from futures or option market prices.

In a nutshell, the option pricing procedure boils down the following. First of all, the dividend adjusted value for the underlying is determined for a certain day; in our case, that is the DAX30 on January 1st 2000. Next, a set of options is observed with different times to maturity and different strikes for that same day. Using Monte Carlo simulations, the model generates a certain forecasts for all the different expiration dates. In other words, it starts off from the observed dividend-adjusted underlying of today, and iterates forward until expiration. Next, option prices are calculated with these forecasts using the standard Black and Scholes approach, and compared with the empirically observed option prices. The optimisation procedure then consists of minimizing the root-mean-squared pricing error of the total set of options per day. The equilibrium set of coefficients is then used as starting values for the optimization procedure for the next day. This whole procedure is repeated for each trading day in the dataset. In particular we are using the following procedure for one particular day to price options on the following trading day:

First, we compute the implied interest rates and implied dividend adjusted index rates from the observed put and call option prices. We are using a modified put-call parity regression proposed by Shimko (1993). The put-call parity for European options reads:

\[ c_{i,j} - p_{i,j} = [S_t - PV(D_{j,t})] - X_t e^{-r_s(T_j-t)} \] (8)

where \( c_{i,j} \) and \( p_{i,j} \) are the observed call and put closing prices, respectively, with exercise prices \( X_t \) and maturity \((T_j-t)\), \( PV(D_{j,t}) \) denotes the present value of dividends to be paid
from time \( t \) until the maturity of the options contract at time \( T_j \) and \( r_j \) is the continuously compounded interest rate that matches the maturity of the option contract. Therefore, we can infer a value for the implied dividend adjusted index for different maturities, \( S_t - PV(D_j) \), and the continuously compounded interest rate for different maturities, \( r_j \). To ensure that the implied dividend adjusted index value is a non-increasing function of the maturity of the option, we occasionally adjust the standard put-call parity regression. Therefore, we control and ensure that the value for \( S_t - PV(D_j) \) is decreasing with maturity, \( T_j \). Since we are using closing prices for the estimation, one alternative is to use implied index levels from DAX index futures prices assuming that both markets are closely integrated.

Second, we estimate the parameters of the particular models by minimizing the loss function. Parameters of the model are calibrated by minimizing the root mean squared absolute pricing error between the market prices and the theoretical option prices:

\[
RMSE = \sqrt{\frac{1}{N} \min \sum_{i=1}^{n} \sum_{j=1}^{m} (\hat{c}_{i,j} - c_{i,j})^2}
\]  

(9)

where \( N \) is the total number of call options evaluated, the subscript \( i \) refers to the \( n \) different maturities and subscript \( j \) to the \( m_i \) different strike prices in a particular maturity series \( i \).

Given reasonable starting values, we price European call options with exercise price \( X_i \) and maturity \( T_j \). Using well-known optimization methods (e.g. Newton-Raphson method), we obtain the parameter estimates that minimize the loss function. The goodness of fit measure for the optimization is the mean squared valuation error criterion.

Third, having estimated the parameters in-sample, we turn to out-of-sample valuation performance and evaluate how well each day’s estimated models value the traded options at the end of the following day. We filter the available option prices according to our criteria for the in-sample calibration. The futures market is the most liquid market and the options and the futures market are closely integrated, therefore it can also be assumed that the futures price is more informative for option pricing than just
using the value of the index. For every observed futures closing price we can derive the implied underlying index level and evaluate the option. Given a futures price \( F_j \) with time to maturity \( T_j \), spot futures parity is used to determine \( S_t - PV(D_j) \) from

\[
S_t - PV(D_j) = F_j e^{-r T_j}
\]

where \( PV(D_j) \) denotes the present value of dividends to be paid from time \( t \) until the maturity of the options contract at time \( T_j \) and \( r_j \) is the continuously compounded interest rate (the interpolated EURIBOR rate) that matches the maturity of the futures contract (or time to expiration of the option). If a given option price observation corresponds to an option that expires at the time of delivery of a futures contract, then the price of the futures contract can be used to determine the quantity \( S_t - PV(D_j) \) directly.

The maturities of DAX index options do not always correspond to the delivery dates of the futures contracts. In particular for index options the two following months are always expiration months, but not necessarily a delivery month for the futures contract. When an option expires on a date other than the delivery date of the futures contract, then the quantity \( S_t - PV(D_j) \) is computed from various futures contracts. Let \( F_1 \) be the futures price for a contract with the shortest maturity, \( T_1 \) and \( F_2 \) and \( F_3 \) are the futures prices for contracts with the second and third closest delivery months, \( T_2 \) and \( T_3 \), respectively. Then the expected future rate of dividend payment \( d \) can be computed via spot-futures parity by:

\[
d = \frac{r_3 T_3 - r_2 T_2 - \log(F_3/F_2)}{(T_3 - T_2)}
\]

Hence, the quantity \( S_t - PV(D) = S_t e^{-dT} \) associated with the option that expires at time \( T \) in the future can be computed by\(^6\)

\[
S_t e^{-dT} = F_1 e^{(-r - d)T_1 - dT}.
\]

---

\(^6\) See e.g. the appendix in Poteshman (2001) for details.
This method allows us to perfectly match the observed option price and the underlying dividend adjusted spot rate. Given the parameter estimates and the implied dividend adjusted underlying we can calculate option prices and compare them to the observed option prices of traded index options. For the out-of-sample part the same loss functions for call options are used. The prediction performance of the various models are evaluated and compared by using the root mean squared valuation error criterion. We compare the predicted option values with the observed prices for every traded option. We repeat the whole procedure over the out-of-sample period and conclude, which model minimizes the out-of-sample pricing error.

In order to evaluate options, the physical process has to be transformed to a risk-neutral process. We make use of the Local Risk Neutral Valuation Relationship (LRNVR) developed in Duan (1995). Under the LRNVR the conditional variance remains unchanged, but under the pricing measure $Q$ the conditional expectation of $r_t$ is equal to the risk free rate $r_f$:

$$E^Q[\exp(r_t) | \Omega_{t-1}] = \exp(r_f),$$

The risk-neutral Gaussian process reads:

$$r_t = \ln \left( \frac{S_t - PV_t(D)}{S_{t-1} - PV_{t-1}(D)} \right) = r_f - \frac{1}{2} \sigma_t^2 + \sqrt{h_t} \epsilon_t,$$

$$\epsilon_t | \Omega_{t-1} \sim N(0,1) \text{ under the risk-neutralized probability measure } Q$$

In Equation (14), $\epsilon_t$ is not necessarily normal, but to include the Black-Scholes model as a special case we typically assume that $\epsilon_t$ is a Gaussian random variable. The locally risk-neutral valuation relationship ensures that under the risk neutral measure $Q$, the volatility process satisfies
A European call option with exercise price $X$ and time to maturity $T$ has at time $t$ price equal to:

$$ c_t = \exp(-rT)E_t^Q\left[\max(S_t - X, 0)\mid \Omega_{t-1}\right] $$

For this kind of derivative valuation models with a high degree of path dependency, computationally demanding Monte Carlo simulations are commonly used for valuing derivative securities. We use the recently proposed simulation adjustment method, the empirical martingale simulation (EMS) of Duan and Simonato (1998), which has been shown to substantially accelerate the convergence of Monte Carlo price estimates and to reduce the so called ‘simulation error’.

In the empirical part of the paper, we model the expectations of conditional volatility of fundamentalists (and chartists) in an EGARCH setting, which is motivated by the empirical data fitting (see Lehnert (2003)). Applying a standard GARCH framework resulted in numerous violations of parameters in their permissible parameter space. The EGARCH setting resolves these issues, as it imposes no restrictions on the parameter space (see Nelson, 1991).

### 5. Results

This section presents the empirical results of the option pricing application of our heterogeneous agents model for the second moment. First, we present one specific path from the Monte Carlo simulations in order to gain somewhat more feeling on the behaviour of the proposed model. Second we focus on both the estimation results and the stability of the estimates through time. Finally, we look at the pricing errors of our model, both in-sample and out-of-sample. The estimation exercises are conducted in a setting with and without switching. This allows us to examine the direct effect of introducing more flexibility in the model; in other words, it allows us to see the advantage of our model over a standard GARCH.
Figure 1 presents a close-up of a one simulation path out of 10,000 in the Monte Carlo setup; it uses the (optimized) coefficients from a random day, May 5th in this case\(^7\). A number of observations can be made. As one would expect, the volatility \(h\) lies between the expectations of the fundamentalists \(h^F\) and chartists \(h^C\). The distance between the three is governed by the weight \(w_t\). Weights fluctuate continuously around the benchmark of one half with a minimum of 0.14 and maximum of 0.81. The nature of the two groups is clearly illustrated by the course of the volatility process. High spikes in volatility always coincide with low weights; i.e., a relatively high volatility is caused by the fact that the market is dominated by chartists. The most clear example of this can be seen around observation number 40 where \(w\) reaches its minimum and \(h\) its maximum. The reverse is true as well; when fundamentalist make up over 80% of the market around period 70, volatility drops towards its long-run value. Therefore, fundamentalists are stabilizing, and chartists destabilizing. None of the groups gets driven out of the market, and both groups experience periods of dominance.

\(^7\) The coefficients are given by \(\alpha=-0.087; \beta_0=-0.365; \beta_1=0.337; \text{ and } \gamma=40.450.\)
Table 2 presents the estimation results of the option pricing application of the heterogeneous agents model; the distributional characteristics of the estimates over time are depicted. Overall, we observe that all coefficients have the sign and magnitude as hypothesized by the model. Both fundamentalists and chartists appear to be active on the market; their individual effects on the variance process are as expected (stabilizing and destabilizing, respectively). Also, we find significant evidence of switching between the two rules.

Focusing on the static setup first (Panel A); the mean-reversion parameter $\alpha$ is negative throughout the sample, implying that fundamentalists consistently apply a stabilizing expectation formation rule. They therefore introduce a mean reverting dynamics into the variance process, as they expect the variance to return to the long run volatility. The absolute magnitude of the mean estimate of $\alpha$ indicates that fundamentalists expect on average 4% of the excess volatility to disappear in the next period. The average estimated local volatility, i.e. the starting value for the volatility dynamics, is estimated to be equal to 27% (annualized), which is very much in line with the time series volatility of the DAX index in that period.

Parameter estimates for the chartist expectation formation rule in the model, $\beta_0$ and $\beta_1$, have the expected sign as well. The results for this asymmetric setup imply that there is a clear leverage effect: Positive shocks in the level result in a reduction of the variance $\beta_0<0$; negative shocks in the level result in an increase of the variance $\beta_1>0$. Therefore, negative shocks in the level have a destabilizing effect to the variance process because of the chartists’ expectation formation rule.

The results for the switching setup, in Panel B, are generally consistent with the static setup. The difference, the sensitivity of choice parameter $\gamma$, is positive throughout the sample. This implies that the switching mechanism functions as a positive feedback rule. In other words, the positive sign of the coefficient indicates that agents switch towards the group with the smallest forecasting error. The magnitude of $\gamma$ is conditional on the functional form of the profit function (in our case, a loss function consisting of the percentage forecasting error). Therefore, it is not possible to make any statements about the sensitivity to profit differences of traders in the option market at this time. We will,
however, be able to say something about the evolution of individual’s behaviour over time in the sensitivity analysis below.

As additional empirical evidence for our model, we examined both the in-sample and out-of-sample pricing errors. The results for the models with and without switching are depicted in the final two columns of Table 2. Results suggest that the assumption that agents always switch to the more profitable forecasting rule is very much supported by the data. Comparing Panel A and B reveals that our most sophisticated model outperforms the benchmark with on average € 0.92 for the in-sample and € 0.49 for the out-of-sample pricing error. In other words, next to introducing a more intuitive appeal to volatility models, our heterogeneous agents setup for the second moment also proves to be more effective in explaining and forecasting option prices.

To our best knowledge, a heterogeneous agents model has never been applied to the options market. We can, however, compare our results with related literature. First of all, the signs and magnitudes of the chartist expectation formation function are directly comparable to the standard EGARCH-results, due to Nelson (1991). The relative impact of positive versus negative shocks corroborates previous findings; the typical results for the leverage effect indicate that the relative effect of negative shocks on the variance process is larger than the positive shocks. Second, our results are directly in line with previous findings on estimates of heterogeneous agents models for alternative markets. Boswijk et al. (2007) find significant evidence of the co-existence of chartists and fundamentalist for the S&P500 from 1870 to 2006; De Jong et al. (2007) present similar results for the British Pound during the EMS crisis. Our results on the switching mechanism, however, are stronger compared to Boswijk et al. (2007) and De Jong et al. (2007); evidence for switching is limited given their estimate of the switching parameter. This implies that traders in the options market are more prone to change their strategy in response to a difference in profits compared to traders in the S&P500 or foreign exchange market.

Given that the model is estimated for different maturities and levels of moneyness for each day of the year, we can examine the stability of the estimated coefficients during the estimation process. By following the evolution of the estimated coefficients, we will
be able to say something about the conditional behaviour of heterogeneous traders. Figure 2 depicts the development of the coefficient estimates over time.

---

Insert Figure 2 Here

---

Figure 2 displays the development of the two expectation formation functions, fundamentalists and chartists, and the intensity of choice parameter. Overall, the parameters of the fundamentalist and chartist expectation formation functions are relatively stable; $\alpha$, $\beta_0$ and $\beta_1$ move in a relative small band within the region you expect them to be.

At around two-thirds of the sample $\alpha$, $\beta_0$ and $\beta_1$ start moving towards zero, while $\gamma$ becomes larger and more volatile. This evolution of the parameters can be directly explained by the logic of the underlying heterogeneous agents model. Apparently, the volatility in the underlying is relatively constant in this middle period, which can be seen from the fact that the coefficients of the expectation formation functions go to zero. Both groups form their expectation as the most recently observed volatility, plus some correction term; as the correction term goes to zero, agents expect a constant volatility. As both fundamentalists and chartists expect small innovations to the volatility process, the profit difference between the two strategies as well as the forecasting error itself will be small. As the forecasting errors are small, large shifts in $\gamma$ will not induce large shifts in the distribution of weights over strategies (see Equation 4). This is exactly why the estimate of $\gamma$ shows large shifts in this period.

---

Insert Figure 3 Here
Figure 3 presents the evolution of the estimated local volatility and the in-sample pricing error of our model. There is a clear positive correlation between the estimated fundamental volatility and the pricing error. Consistent with previous literature, we find that volatility shows distinctive periods of high and low volatility. Interestingly, the local volatility estimates exactly fluctuate around the long-run volatility level estimated from return data.

6. Conclusions
In this paper we introduce a model of behavioral volatility trading. Being the only unobserved variable in an option pricing model, volatility plays a pivotal role in the determination of the value of an option. Our market consists of two types of agents that have different views on volatility and trade accordingly. Fundamentalists are expecting the conditional volatility to mean revert to a long-run volatility level. Chartists on the other hand respond solely on noise from the level process and bid up (down) volatility if they receive a negative (positive) signal from the stock market. Depending on the profitability of their strategy, agents are able to switch between groups according to a multinomial logit switching mechanism. The model is shown to reduce to a GJR-GARCH(1,1) with time varying coefficients. The difference, however, lies in the fact that we provide a behavioral underpinning; also, time variation in the coefficients is dependent on trader behavior.

In an application of the model to DAX index options, using the GARCH option pricing model, we find evidence that different types of traders are actively involved in trading volatility. Both fundamentalists and chartists are shown to be active in the options markets, and both groups are consistently present. Hence, we find evidence that observed option prices are the result of heterogeneity in expectations about future volatility. Also, we find evidence of switching between the groups; that is, at certain points in time the market is dominated by mean-reverting fundamentalists, at other points by destabilizing chartists. Introducing the possibility to switch gives a substantial reduction in both in- and
out-of-sample pricing errors. In other words, volatility traders indeed change their forecasting behavior dependent on the relative profitability.

Extensions to the current results are both possible and necessary. Our current dataset only comprises of call-options for a limited time span. More data will obviously yield more confidence in the results. The estimation procedure as it is now estimates the model daily; using the data as a panel, so using both the time-series as the cross-sectional variation, would make it possible to construct standard errors around the estimates.

It would also be interesting to experiment with alternative specifications of the model. Think of alternative profit functions, as is common in the heterogeneous agents literature. Also, the expectation formation functions are flexible to incorporate numerous different specifications, including ones with exogenous information.
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Tables and Figures

Table 1: Number of Observations

<table>
<thead>
<tr>
<th>Moneyness</th>
<th>Total</th>
<th>Moneyness</th>
<th>Total</th>
<th>Moneyness</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>&lt; 21</td>
<td>[21,63]</td>
<td>&gt; 63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Daily</td>
<td>Median</td>
<td>Daily</td>
<td>Median</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 0.92</td>
<td>909</td>
<td>3</td>
<td>634</td>
<td>3</td>
<td>1712</td>
</tr>
<tr>
<td>[0.92,0.96)</td>
<td>2918</td>
<td>9</td>
<td>1017</td>
<td>5</td>
<td>728</td>
</tr>
<tr>
<td>[0.96,1.00)</td>
<td>2034</td>
<td>7</td>
<td>1816</td>
<td>7</td>
<td>1074</td>
</tr>
<tr>
<td>[1.00,1.04)</td>
<td>753</td>
<td>7</td>
<td>818</td>
<td>3</td>
<td>2791</td>
</tr>
<tr>
<td>&gt; 1.04</td>
<td>1444</td>
<td>6</td>
<td>1030</td>
<td>5</td>
<td>1728</td>
</tr>
<tr>
<td>Total</td>
<td>8058</td>
<td>32</td>
<td>5315</td>
<td>23</td>
<td>8033</td>
</tr>
</tbody>
</table>

Notes: This Table reports the number of observations for different moneyness and maturities during the period January 2000 until December 2000. ‘Moneyness’ is defined in the following way: a call option is said to be deep in-the-money if X/F < 0.92, in-the-money if X/F ∈ [0.92,0.96), near- or at-the-money if X/F ∈ [0.96,1.00] or X/F ∈ [1.00,1.04) and out-of-the-money if X/F > 1.04, where X is the strike price and F is the forward price. ‘Total’ is the total number of options of a particular moneyness and/or maturity category. ‘Max’ is the maximum number of options priced on one trading day of the particular moneyness and/or maturity category.
Table 2: Parameter Estimates

<table>
<thead>
<tr>
<th></th>
<th>Alpha</th>
<th>Gamma</th>
<th>Beta0</th>
<th>Beta1</th>
<th>Local Volatility</th>
<th>Pricing Error (In-sample)</th>
<th>Pricing Error (Out-of-Sample)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.04</td>
<td>0.00</td>
<td>-0.33</td>
<td>0.30</td>
<td>0.27</td>
<td>3.72</td>
<td>9.12</td>
</tr>
<tr>
<td>SD</td>
<td>0.01</td>
<td>0.00</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
<td>0.69</td>
<td>5.03</td>
</tr>
<tr>
<td>Min</td>
<td>-0.07</td>
<td>0.00</td>
<td>-0.53</td>
<td>0.19</td>
<td>0.22</td>
<td>2.29</td>
<td>2.39</td>
</tr>
<tr>
<td>Max</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.20</td>
<td>0.41</td>
<td>0.34</td>
<td>5.44</td>
<td>24.77</td>
</tr>
<tr>
<td>1. quartile</td>
<td>-0.05</td>
<td>0.00</td>
<td>-0.37</td>
<td>0.27</td>
<td>0.25</td>
<td>3.18</td>
<td>5.16</td>
</tr>
<tr>
<td>3. quartile</td>
<td>-0.03</td>
<td>0.00</td>
<td>-0.28</td>
<td>0.33</td>
<td>0.29</td>
<td>4.19</td>
<td>11.47</td>
</tr>
<tr>
<td><strong>Panel B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.05</td>
<td>59.04</td>
<td>-0.29</td>
<td>0.28</td>
<td>0.27</td>
<td>2.80</td>
<td>8.63</td>
</tr>
<tr>
<td>SD</td>
<td>0.02</td>
<td>18.24</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td>0.81</td>
<td>5.20</td>
</tr>
<tr>
<td>Min</td>
<td>-0.09</td>
<td>23.48</td>
<td>-0.44</td>
<td>0.18</td>
<td>0.22</td>
<td>1.56</td>
<td>1.99</td>
</tr>
<tr>
<td>Max</td>
<td>-0.01</td>
<td>118.52</td>
<td>-0.18</td>
<td>0.36</td>
<td>0.35</td>
<td>5.27</td>
<td>24.40</td>
</tr>
<tr>
<td>1. quartile</td>
<td>-0.06</td>
<td>46.65</td>
<td>-0.32</td>
<td>0.26</td>
<td>0.25</td>
<td>2.23</td>
<td>4.30</td>
</tr>
<tr>
<td>3. quartile</td>
<td>-0.04</td>
<td>70.43</td>
<td>-0.26</td>
<td>0.31</td>
<td>0.29</td>
<td>3.35</td>
<td>11.42</td>
</tr>
</tbody>
</table>

**Notes.** The table presents the average parameters estimates, standard deviation, min, max, 1. and 3. quartile of the daily estimations of the model during the period January 2000 until May 2000. Additionally, we report in-sample and out-of-sample pricing errors. Panel A shows the results without switching and Panel B with switching.
Figure 2: Parameter Estimates over time
Figure 3: Estimated Volatility and in-sample Pricing Error over time