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We reformulate the cavity approximation (CA), a class of algorithms recently introduced for improving the Bethe approximation estimates of marginals in graphical models. In our formulation, which allows for the treatment of multivalued variables, a further generalization to factor graphs with arbitrary order of interaction factors is explicitly carried out, and a message passing algorithm that implements the first order correction to the Bethe approximation is described. Furthermore, we investigate an implementation of the CA for pairwise interactions. In all cases considered we could confirm that CA[k] with increasing k provides a sequence of approximations of markedly increasing precision. Furthermore, in some cases we could also confirm the general expectation that the approximation of order k, whose computational complexity is $O(N^k)$ has an error that scales as $1/N^{k+1}$ with the size of the system. We discuss the relation between this approach and some recent developments in the field.
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I. INTRODUCTION

The Bethe approximation (BA) is one of the major ingredients leading to the important advances in combinatorial optimization made by the statistical physics community in recent years. The starting point of this line of research can be traced back to (a) the inclusion of the replica-symmetry-breaking scheme in the context of the Bethe approximation [1,2] and (b) the application of the method to single instances [3]. On the other hand, the Bethe approximation has become a key issue in the context of information theory after it was recognized that the well known belief-propagation (BP) algorithm is tightly related to it [4]. This algorithm was introduced in the context of Bayesian networks and has gained interest after the discovery that the fast decoding of Turbo codes and Gallager codes is indeed an instance of BP [5]. Currently the problem of computing the corrections to the BA is attracting increasing attention (see [6–8] for recent literature), not only for the applications mentioned above but also because the BA is the only way of obtaining a mean-field-like solution to many unsolved physical problems, notably Anderson localization.

In this work we reinvestigate the cavity approximation (CA), a tool recently introduced in [6] to study graphical models. The CA is a sequence of approximations defined iteratively such that the BA corresponds to the zeroth order. Its main features are the following for graphical models consisting of $N$ variables: (i) It can be implemented on a given sample (much as the Bethe approximation and at variance with the Replica method), therefore to each approximation corresponds a BP-like algorithm; (ii) the expansion at order $k$ (CA[k]) is correct on graphs with $k$ loops, much as the Bethe approximation is correct on trees; (iii) the computational complexity of the corresponding algorithm grows as $N^{k+1}$; (iv) when averaged over the samples the CA reproduces the results of the Replica method; indeed, it corresponds to computing the $1/N^k$ corrections within the cavity method. In [6] it was argued that the CA is the natural approximation scheme on locally treelike structures, in the sense that CA[k] yields the $O(1/N^k)$ corrections for models defined on random graphs. In this paper we confirm this expectation by implementing algorithmically the CA; in particular, we apply CA[0] (i.e., BA), CA[1], and CA[2] to instances of graphical models defined on random graphs. We conclude that the CA is an efficient tool to improve (with polynomial complexity) the BA on this class of models that includes notably the error-correcting codes mentioned above. We also formulate the theory in a representation that allows for straightforward generalization to factor graphs with arbitrary order of the interaction factors. Message passing equations for the implementation of such a generalization are given explicitly. We discuss the relationship between this approach and other approaches to go beyond the BA.

II. CAVITY APPROXIMATION: BASIC IDEAS

In [6] the approach was illustrated in the case of binary variables with pairwise interactions. In the following, for the sake of completeness, we present the case of multivalued variables with generic pairwise interactions $H_{ij}(x_i,x_j)$. The same ideas and methods can be applied to models with multiple interactions (factor graphs).

The basic assumption of the BA is that, once a node (say $\sigma_0$ in Fig. 1) is removed from the system, the nodes that were connected to it ($\sigma_1$, $\sigma_2$, and $\sigma_3$) become uncorrelated. This is true on a tree but it is not true in general if loops not shown in Fig. 1 are present. From this assumption one can obtain estimates of local averages of the variables. We consider two questions.

(1) How can we estimate the correlation between node $\sigma_2$ and $\sigma_3$ when node $\sigma_0$ is removed from the system?
(2) How can we use these correlations to improve the estimates of the local averages?

In order to answer these questions local cavity distributions are introduced and equations are derived for them. The equations will not be sufficient to compute all the cavity distributions and they will be partially estimated through a Bethe-like approximation. For each node i we define $\partial_i$ the
FIG. 1. The marginals of nodes 0 and 1 in the absence of link (01) can be expressed in terms of the joint probabilities of nodes 0, 4, 5 in the absence of node 1 or of the joint probabilities of nodes 1, 2, 3 in the absence of node 0. The equality of the results yields the cavity equations.

neighbors of \( i \) and \( x_\partial = \{ x_j : j \in \partial i \} \). For each node \( i \) we consider its cavity distribution, defined as the distribution \( P^0(i)(x_i) \) of its neighbors in the graph, obtained by removing the variable \( i \) from the original graph. Note that the knowledge of \( P^0(i)(x_i) \) (the Markov blanket of \( i \)) is sufficient to determine \( P(x_i, x_\partial) \) through the formula

\[
P(x_i, x_\partial) = c P^0(i)(x_i) \prod_{j \in \partial i} \psi_j(x_i, x_j),
\]

where \( \psi_j(x_i, x_j) = \exp(-\beta H_j(x_i, x_j)) \) and \( c \) is a normalization constant. Now we consider the effect of adding to the system without node \( x_0 \) all the interactions but \( \psi_{i0} \). We can express the marginal of site \( x_0 \) in this system in terms of \( P^0(0)(x_0) \):

\[
P^0(0)(x_0) = c \left\{ \sum_{\{x_{\partial0}\}} \prod_{j \neq 01} P^0(x_j) \psi_{j0}(x_0, x_j) + \prod_{j \neq 01} \epsilon^0(x_{\partial0}) \right\},
\]

where \( c \) is a normalization and we have introduced the cavity connected correlation of the set \( x_{\partial0} \). \( \epsilon^0(x_{\partial0}) = P^0(0)(x_0) - \prod_{j \neq 01} P^0(x_j) \). The same object may be calculated starting from the system without the variable node \( x_i \) and inserting all interactions but \( \psi_{i0}(x_i, x_0) \):

\[
P^0(1)(x_0) = P^0(0)(x_0) + \frac{\sum_{\{x_{\partial1}\}} \prod_{j \neq 01} \epsilon^1(x_0, x_{\partial1}) \prod_{i \neq \partial1} \psi_{i0}(x_i, x_j)}{\sum_{\{x_{\partial0}\}} \prod_{i \neq \partial0} \psi_{i0}(x_i, x_j)},
\]

where we have introduced another cavity connected correlation \( \epsilon^1(x_0, x_{\partial1}) = P^0(1)(x_0, x_{\partial1}) - P^0(1)(x_0) P^0(1)(x_{\partial1}) \) and the suffix means that quantities are computed in the system without node \( x_1 \). Equating the right-hand-side of Eqs. (2) and (3), we obtain an equation that connects the cavity distributions of neighboring nodes:

\[
P^0(1)(x_0) = c \left( \sum_{\{x_{\partial1}\}} \prod_{j \neq 01} P^0(x_j) \psi_{j0}(x_0, x_j) + \prod_{j \neq 01} \epsilon^0(x_{\partial0}) \right) + \frac{\sum_{\{x_{\partial1}\}} \prod_{j \neq 01} \epsilon^1(x_0, x_{\partial1}) \prod_{i \neq \partial1} \psi_{i0}(x_i, x_j)}{\sum_{\{x_{\partial0}\}} \prod_{i \neq \partial0} \psi_{i0}(x_i, x_j)}.
\]

We note that this equation is exact and is valid also if some of the nodes connected to \( x_0 \) coincide with those connected to \( x_1 \). We have \( 2L \) such equations, two for each link (the other equation for link (01) is obtained exchanging indices in Eq. (4) according to \( \{0 \rightarrow 1, 2 \rightarrow 3, 4 \rightarrow 5\} \)). Unfortunately these equations are not sufficient to determine the full set of cavity distributions, which is easily seen noticing that if we knew all the connected cavity correlations \( \epsilon^0(x_j, x_{\partial j}) \) and \( \epsilon^0(x_{\partial j}) \) for each link \( (i, j) \) then the \( 2L \) cavity equations should be in principle sufficient to determine the remaining \( 2L \) unknown cavity distributions \( P^0(i)(x_i) \). The Bethe approximation assumes that the variable nodes on the cavity of node \( i \) are uncorrelated in the absence of node \( i \). As a consequence, the corresponding probability distributions are factorized and the connected correlations are zero \( \epsilon^0(x_j, x_{\partial j}) = 0, \epsilon^0(x_{\partial j}) = 0 \) for each link \((i, j)\); therefore Eq. (4) reduces to the standard belief-propagation equation.

### III. ESTIMATING THE CAVITY DISTRIBUTION

In general, if we have an estimate of \( P^0(j)(x_j) \) for any node \( j \) we can compute the various connected correlations in Eq. (4) and solve the cavity equations obtaining an improved estimate of \( P^0(j)(x_j) \). In the following we argue that to estimate the joint probability distribution \( P^0(j)(x_j) \) it is sufficient to have an algorithm (e.g., BP) that estimates single site marginals \( P(x_i) \). Indeed suppose that we have such an algorithm, then in order to get an estimate of \( P^0(j)(x_j) \) we remove node \( j \) from the graph and evaluate \( P^0(j)(x_j) \) through the given algorithm, where \( \{x_{j1}, \ldots, x_j\} = \partial j \). Then we fix the value of \( x_{j1} \) and compute \( P^0(j)(x_{j1}, x_j) \) through the same algorithm, and so on. In the end the distribution can be reconstructed from the formula

\[
P^0(j)(x_j) = P^0(j)(x_j) \prod_{i=2}^{k} P^0(j)(x_{j1}, x_{j2}, \ldots, x_{j_{i-1}}),
\]

where \( k \) is the number of nodes on the cavity of \( j \). In other words, in order to determine \( P^0(j)(x_j) \) we have to run the approximate algorithm removing site \( j \) and fixing sequentially the values of \( x_{j1} \). In the following sections we will refer to this procedure to estimate the cavity connected correlations by sequentially fixing the values of the cavity spins as the “clamping” procedure. Note that this is easier to implement than the use of the fluctuation-dissipation-theorem originally proposed in [6] since the latter requires taking derivatives of Eq. (4).

Any algorithm may be used to obtain a first estimate of \( P^0(j)(x_j) \); in particular, we can use the BA and obtain an im-
proved cavity approximation of order 1 (CA[1]). The procedure can be iterated yielding CA[k] (with CA[0] = BA) as follows.

1. Write the exact cavity equations for the system.
2. For each variable node $i$:
   (a) remove $x_i$;
   (b) express $P^{(0)}(x_i)$ in terms of conditional probabilities through Eq. (5);
   (c) use CA[k−1] to compute the conditional probabilities, compute $P^{(0)}(x_i)$ and then $\epsilon^{(0)}$.
3. Substitute the estimates of $\epsilon^{(0)}$ into the exact equations and recompute the 2L cavity distributions $P^{(0)}(x)_j$.

In practice the procedure can be implemented through a message-passing algorithm of which the computational complexity grows with order $k$ as $N^{k+1}$.

IV. PERTURBATIVE APPROACH FOR PRACTICAL IMPLEMENTATIONS

We note that the use of Eq. (5) requires the application of the algorithm CA[k−1] a number of times exponential in the size of the cavities, therefore it may be convenient to use an approximate expression of Eq. (5). In the following we discuss one such approximation. For a given set of nodes $A$ we define the connected correlation functions as usual, in particular we have: $c(x) = P(x)$, $c(x, y) = P(x, y) − P(x)P(y)$ and so on. The probability distribution of a set of nodes $A$ can be written as

$$P(x_A) = \sum_{[A_1, \ldots, A_n]} c(x_{A_1}) \cdots c(x_{A_n}),$$

(6)

where $[A_1, \ldots, A_n]$ runs over the partitions of $A$. Under some conditions one can assume that $P(x)$ is $O(1)$ while $c(x, y)$ is small, say $O(\epsilon)$ (where $\epsilon$ is some small parameter), $c(x, y, z) = O(\epsilon^2)$, etc. For instance, in the representation $P(x_A) \approx \exp[\sum_{i < j} \psi_i(x_i, x_j) + \sum_{i < j < l} \psi_{ijl}(x_i, x_j, x_l) + \cdots]$ this approximation is valid if the interaction terms between $k$ variables are proportional to $\epsilon^{k-1}$. As before the connected correlation functions can be expressed through conditional probabilities, i.e., $c(x, y) = [P(x|y) − P(x)]P(y)$ and can be determined through any algorithm that yields the local distributions $P(x)$. These observations can be used to reduce the number of quantities to be estimated at each cavity, in particular, steps 2(b) and 2(c) can be modified in the following way:

(b) Express $P^{(0)}(x_i)$ through Eq. (6) assuming that all connected correlation functions of more than $k + 1$ nodes vanish.

(c) Use CA[k−1] on the corresponding system to determine the connected correlations through conditional probabilities.

In the following we call CA[k] the approximation scheme that includes the previous assumption. It was shown in [6] that CA[k] is exact on graphs with $k$ loops, much as the Bethe approximation is exact on trees. It can be argued that this approximation scheme yields the perturbative expansion in powers of $1/N$ on models defined on random graphs of size $N$, roughly speaking it means that the CA[k] yields the local marginals with an error $O(1/N^{k+1})$. Indeed in the large $N$ limit random graphs are locally treelike, the loops typically being large. On a locally treelike portion of a random graph the two-point cavity connected correlations are determined by large loops and therefore are small; the three-point cavity correlations depend on the correlations between these large loops and are even smaller, in general we expect that the cavity correlations of $k$ nodes yield an effect $O(1/N^{k-1})$. Therefore, in such a region we expect that CA[k] is really a perturbative expansion. On the other hand, small loops ($l < \ln N$) are definitely present in random graphs; see [9] and references therein. The typical graph contains a finite number of small loops and in general graphs with a finite number of small structures of $k$ near loops have probability $O(1/N^{k-1})$. Using the exactness of CA[k] on graphs with $k$ loops [6] mentioned above it can be argued that the presence of these small loops does not destroy the perturbative nature of the expansion.

V. GENERALIZATION TO ARBITRARY FACTOR GRAPHS

The above strategy, which up to now has been restricted to two-variable interaction models, may be generalized surprisingly easily for factor graphs with arbitrary number of variables in each factor. We will write down exact equations, as before, for a definition of epsilon functions that corresponds to an expansion around totally factorizing cavity distributions, and later we will neglect higher order terms. The resulting equations explicitly yield a message passing algorithm that takes into account the first order correction (CA[1]) to belief propagation. In our notation, roman indices ($i, j, k, \ldots$) will denote variables and greek indices ($\alpha, \beta, \gamma, \ldots$) denote factors. The factor indices are understood to simultaneously represent the subset of roman indices corresponding to the variables in the factor.

A. Exact equations

The exact equations for the marginal of variable $x_i$ in the absence of factor $\alpha$ reads

$$P^{(0)}(x_i) = c \left( \sum_{x_\beta, x_\alpha} \prod_{\beta \in \partial \alpha} \psi_{\beta}(x_\beta) \prod_{\beta \in \partial \alpha} P^{(0)}(x_j) \right) + \sum_{x_\beta, x_\alpha} \epsilon^{(0)}(x_\beta) \prod_{\beta \in \partial \alpha} \psi_{\beta}(x_\beta),$$

(7)

$$P^{(0)}(x_i) = \frac{\sum_{x_\beta, x_\alpha} \epsilon^{(0)}(x_\beta) \prod_{\beta \in \partial \alpha} \psi_{\beta}(x_\beta)}{\sum_{x_\beta, x_\alpha} \sum_{x_\beta, x_\alpha} \epsilon^{(0)}(x_\beta) \prod_{\beta \in \partial \alpha} \psi_{\beta}(x_\beta)},$$

(8)

where the expansion parameters are given by

$$\epsilon^{(0)}(x_\beta) = P^{(0)}(x_\beta) - \prod_{\beta \in \partial \alpha} P^{(0)}(x_j),$$

(9)

$$\epsilon^{(0)}(x_j, x_\beta) = P^{(0)}(x_j, x_\beta) - P^{(0)}(x_j)P^{(0)}(x_\beta).$$

(10)
B. Truncated expansion

In the following, we will assume that \( \forall i, \forall \alpha_1, \alpha_2 \in \partial_i \) and we have that \( \alpha_1 \cap \alpha_2 = \{ i \} \). Up to first order in two-point connected correlations, we may write

\[
\epsilon^{(j)}(x_i, x_j) = \sum_{\beta \in \partial_i} \sum_{k \in \beta} c^{(j)}(x_i, x_k) \prod_{l \in \beta \setminus k} [P^{(j)}(x_l)]
\times \prod_{\gamma \in \partial_i(\alpha, \beta)} \prod_{m \in \gamma} P^{(j)}(x_m),
\]

up to first order read

\[
P(x_i) = \frac{G(x_i)}{\sum_{x_j} G(x_j)},
\]

where

\[
G^{(a)}(x_i) = \left[ \prod_{\beta \in \partial_i} \mu_{\beta \rightarrow -i}(x_i) + \sum_{\beta \in \partial_i} \lambda_{\beta \rightarrow -i}(x_i) \prod_{\gamma \in \partial_i(\alpha, \beta)} \mu_{\gamma \rightarrow -i}(x_i) \right] + \sum_{\beta \in \partial_i} \rho_{\beta \rightarrow -i}(x_i) \prod_{\eta \in \partial_i(\alpha, \beta)} \mu_{\eta \rightarrow -i}(x_i).
\]

The true marginals

\[
P(x_i) = c \sum_{x_j} P^{(a)}(x_a) \prod_{\beta \in \partial_i} \psi_{\beta}(x_{\beta})
\]

up to first order read

\[
P(x_i) = \frac{G(x_i)}{\sum_{x_j} G(x_j)}.
\]

From these equations the pair-interaction case may straightforwardly be recovered: The \( \lambda \) messages do not appear, and the remaining messages are given by

\[
\mu_{\alpha \rightarrow -i}(x_i) = \sum_{x_j} P^{(a)}(x_k) \psi_{\alpha}(x_{\alpha}),
\]

\[
\rho_{\alpha, \beta \rightarrow -i}(x_i) = \sum_{x_j} c^{(a)}(x_k, x_j) \psi_{\alpha}(x_{\alpha}) \prod_{l \in \alpha(\alpha, j)} P^{(a)}(x_l)
\]

\[
\nu_{\alpha \rightarrow -i}(x_i, x_j) = \sum_{x_k} c^{(a)}(x_i, x_k) \prod_{l \in \alpha(\alpha, l)} P^{(a)}(x_l).
\]

C. Complexity issues

In the above form, we can nicely distinguish the dependence of the complexity of the algorithm on factor size versus size of the cavities. The computation of the messages looks exponential in the quadratic factor size, but this cost may be reduced by storing quantities of the form

\[
\phi_{\alpha}(x_i, x_j) = \sum_{x_k} \prod_{l \in \alpha(\alpha, l)} P^{(a)}(x_l) \psi_{\alpha}(x_{\alpha}).
\]

Using these quantities, the computation time scales slightly worse than exponential in the factor size. The dependence on the number of factors in a cavity is found from Eq. (17), from which it is obvious that this dependence is quadratic.

VI. RESULTS: CONFIRMING SCALING OF THE ERROR WITH \( N \)

In [6] the perturbative nature of the expansion on random graphs has been confirmed by computing the average of the
energy density in the paramagnetic phase of a spin-glass defined on a random graph. In particular it has been checked that the first order approximation yields the $O(1/N)$ correction to the energy that was computed independently through the replica method.

Currently we report tests of the approximation and the corresponding algorithms on specific instances of random graphs. We have applied the algorithms CA[0] (i.e., BP), CA[1], and CA[2] to systems of binary variables (spin $\sigma_i = \pm 1$, $i \in \{1, \ldots, N\}$) described by the microstate probability distribution

$$P(\sigma) = \sum_{\sigma} e^{\beta \sum_{i<j} J_{ij} \sigma_i \sigma_j + \sum_i h_i \sigma_i}.$$  \hspace{1cm} (26)

The nonzero entries of the matrix $J_{ij}$ form a random graph of fixed connectivity equal to three, and we subsequently investigated ferromagnetic interactions ($J_{ij} = 1$ for all nonzero entries) and spin-glass interactions ($J_{ij} = \pm 1$ with equal probability for all nonzero entries).

The use of binary variables allows us to write Eq. (4) in terms of magnetizations and connected correlation functions (see [6]; as explained in Sec. IV, it is assumed that all connected cavity correlations of more than $k+1$ spins vanish when applying the CA[$k$-1] algorithm in the intermediate step of the CA[$k$] algorithm. In Fig. 2(a) we report the results for a ferromagnet with $H_i = 0$ for all $i$ at $\beta = 0.3$, corresponding to a paramagnetic phase [note that for $N \rightarrow \infty$ the critical temperature is given by $\beta_c = \frac{1}{\pi} \ln(3)$]. We compared the various estimates obtained with CA[0], CA[1], and CA[2] with the exact result obtained through a junction tree algorithm [10]; thus we were forced to consider systems sizes up to $N=120$, although the algorithms we are considering can be applied to much larger systems. For the current ferromagnetic model, a first order loop correction algorithm based on linear response took approximately 110 s to run for a graph of $10^3$ nodes, and three hours for $10^4$ nodes, on a 2 GHz machine with 1 GB memory (note that the time difference is indeed roughly a factor $10^2$ as should be expected). For different sizes of the system we place the average over more than 100 random instances of the error of the estimate of the total energy and of the average mean-squared error of the energy of each link. As expected we see that the three algorithms give results of increasing precision; furthermore, we see that the error of the BP (CA[0]) total energy scales with the systems size as $1/N$ while those of CA[1] and CA[2] scale respectively as $1/N^2$ and $1/N^3$.

In Fig. 2(b) we report analogous results for a spin-glass again with $H_i = 0$ at $\beta = 0.3$ and with random interactions $J_{ij} = \pm 1$. We note that both cases correspond to a paramagnetic phase (the critical temperature for the $N \rightarrow \infty$ spin glass is given by $\beta_c = \frac{1}{\pi} \ln[(\sqrt{2}+1)/\sqrt{2}-1])$, although the algorithm can be applied also in the ferromagnetic region. In the paramagnetic region, however, one may exploit the fact that odd moments of all (marginal) distributions are zero, significantly reducing the complexity of the algorithm. The results for the spin glass model naturally display more fluctuations than the ones for the ferromagnet, since the interaction values are drawn from a distribution, whereas for the ferromagnet they are all equal and thus identical for each of the 100 instances. Since large deviations dominate the average errors for small error values, we plotted error averages in the log domain for the spin glass, i.e., $\exp(\ln(\Delta E))$. Although the correspondence is less convincing than for the ferromagnet, the scaling of errors roughly follows the same exponents. The deviation from this behavior should disappear for larger $N$. Note that we have used linear response as proposed in [6] to estimate the cavity connected correlations. Details regarding the corresponding update equations for the algorithm are given in the Appendix.

Figures 3 illustrate the $\beta$ dependence, where in (a) the total energy is plotted, and in (b) the root mean square error of link energies, both as a function of $\beta$, for a ferromagnet with $N=120$. Clearly the CA[1] and CA[2] methods outperform the BA in all but a small region around the “phase transition,” where correlation lengths diverge and consequently the connected correlation terms blow up. Naturally perturbative approaches do not result in improved estimates of marginals in this regime, in fact the CA[1] and CA[2] methods cease to converge around $\beta = 0.55$. Note that the most difficult part is not estimating the connected correla-
When the symmetry of the model is already broken by a larger external field, a situation which is common in statistical inference applications, where the external fields may originate from Bayesian priors or represent evidence from measurement data (see, e.g., [11]), this phenomenon does not occur. The CA[1] algorithm consistently improves the marginal estimates over the whole range of \( \beta \), as illustrated in Fig. 4. When the average external field is relatively small, symmetry breaking might again prevent convergence [Fig. 4(b) for \( \beta > 0.9 \)].

In the “magnetized” regime of this model, one may do a similar scaling analysis as displayed in Fig. 2. Results are reported in Fig. 5 for a model with ferromagnetic interactions and different values of the external field average, where we plot the error of the first order CA[1] algorithm as a function of \( N \). Although the results display more fluctuations, the behavior is similar, in the sense that one observes on average a scaling with showing that indeed as long as the parameters correspond to regions not in the vicinity of a phase transition, and the correlation lengths remain typically small compared to the loop length, the approach is promising.

**VII. DISCUSSION**

The implemented approach is intrinsically perturbative around the BA, in the sense that the BA gives accurate results if the correction terms in Eq. (4) are small and therefore it is natural to guess that CA[1] will produce better results. At the same time if the corrections turn out not to be small, this hints at poor BP estimates, and the whole approach is in trouble [see Fig. 3(b)]. Furthermore we cannot compute CA[1] if BP does not converge. However, we recall that any algorithm can be used as the starting point CA[0] of the sequence of approximations. The models for which we produced our proof of principle allow for the implementation of an algorithm in an efficient way, such that averaging over multiple instances of graphs is possible. An algorithmic implementation for more general type of models along the
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extra time. We are working on such an algorithmic imple-
mation, but we believe that the results obtained so far are
lines of Sec. V is more involved, and would require some
extra time. We are working on such an algorithmic implement-
but we believe that the results obtained so far are
worth publication. Furthermore, the hardest obstacle in this
current context is the presence of an exponentially large number
large loops, i.e., a nonlocal effect. This crucial problem is
already present in the models we considered while consider-
valuised variables and interactions modifies the prob-
ately local level and does not change its nature. In
conclusion we expect that whenever BP converges and yields
good estimates, \(\text{CA}[k]\) yields a series of approximations of
increasing precision. In particular, for graphical models de-
defined on random graphs where small loops are rare, \(\text{CA}[k]\)
gives estimates with an error \(O(1/N^{k+1})\) and with computa-
tional complexity \(N^{k+1}\). Note that this last class of models
includes some of the most important present-date error-
correcting codes for which the decoding scheme is BP. The
reason why BP is so efficient in these cases is precisely that
in the corresponding graphical models small loops are rare.
Therefore, we expect that by the application of \(\text{CA}[k]\) the
marginals can be computed with any precision in polynomial
time. It is important to realize that this does not completely
solve the problem of the \(1/N\) finite-size effect in error-
correcting codes, indeed even if we know the exact margin-
als, there is still the possibility that some of them are not
consistent with the encoded original message.

VIII. RELATION WITH OTHER APPROACHES

The previous comments should help the reader to under-
stand what is the natural context of the present approach and
to clarify the relationship with different approaches. A well-
known generalization of the BA is Kikuchi’s cluster variation
method (CVM) [12] which is particularly suitable for finite-
dimensional models and in general for models where many
small loops are present, indeed this approach amounts to
treating loops up to a certain length exactly. On the other
hand, on random graphs the corrections to the BA are deter-
dined not by small loops (which are rare) but by many large
loops. The CVM does not apply to such cases since, in order
to include the effect of the large loops, the size of the basic
clusters that it treats exactly should be of the order of the
total system size, with prohibitive computational complexity.
On the other hand, it is natural to expect that CVM performs
much better than \(\text{CA}[k]\) on graphical models defined on
structures with many small loops like lattices. Thus the cav-
ity approaches are complementary to CVM, in the sense that
both methods have their own well-defined range of applica-
tions, although one can imagine applications that could best
be studied through a mixture of them.

In a recent publication Chertkov and Chernyak (CC) [7]
obtained the free energy of a generic graphical model as an
expansion around the BA written in terms of diagrams cor-
responding to subgraphs with one loop, two loops and so on.
In spite of their claim that this represents an improvement
with respect to the approach presented here we believe that
the two approaches have different motivations and capabili-
ties. The present approach addresses the problem of improv-
the computation of marginals with polynomial algo-
ithms for models defined on random graphs (with error
correcting codes being a notable example of this class of
models) and it is as yet not clear if similar results are achiev-
able within the CC approach. Indeed we know that the \(1/N\)
corrections computed by \(\text{CA}[1]\) with \(N^2\) complexity are de-
determined by exponentially many large loops (each one yield-
ing a small contribution), therefore it seems likely that in
order to obtain results of the quality of \(\text{CA}[1]\) (i.e., the \(1/N\)
corrections) one should consider all graphs with one loop in
the CC expansion, yielding an exponential number of terms,
which is computationally prohibitive unless some resumma-
tion scheme is supplemented. Recently [13] an algorithm
was tested based on truncation of the series, which may work
in cases where one is able to identify the most important
loops that contribute to the BP error, when there are not too
many.

In a very recent paper [14], a number of different algo-
rithms based on similar ideas as the above have been de-
scribed, and have been applied to some real-world problems.
Given an estimate of the cavity distributions, the update re-
lations in [14] are based on an adjustment of external fields,
(keeping higher order interactions in the cavity distribution
fixed, whereas, we keep the higher order connected correla-
cavity marginal
true marginal
spin-glass phase with the inclusion of replica-symmetry-breaking effects.
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1. CA [1] updates

The update equations for the first moment \( M_i^{(1)} \) of a cavity marginal \( P^{(1)}(x_i) \) may be written out in terms of connected correlation functions, i.e., \( M_i^{(1)} = \sum_j c_i^{(1)}(x_i, x_j) \), \( c_i^{(1)} = \sum_j c_i^{(1)}(x_i, x_j) x_i x_j \) and \( C_{kl}^{(1)} = \sum_j c_i^{(1)}(x_i, x_j, x_k) x_i x_j x_k \) (see [6]):

\[
M_i^{(1)} = \frac{t(H)_i + \sum_{l \in \partial i} t_{lj} M_j^{(1)} - L_{ij} + t(H)_j \sum_{k \in \partial j} t_{ik} C_{jk}^{(1)}}{K_{ij} + t(H)_j \sum_{l \in \partial j} t_{lj} M_l^{(1)} - K_{ji} + t(H)_i \sum_{k \in \partial i} t_{ik} M_k^{(1)}},
\]

(A1)

where

\[
K_{ij} = 1 + \sum_{k < l \in \partial ij} t_{jk} t_{kl} M_k^{(1)} M_l^{(1)} + C_{kl}^{(1)},
\]

(A2)

\[
L_{ij} = \sum_{k < l \in \partial ij} t_{kl} t_{lm} [C_{jl}^{(1)} M_l^{(1)} + C_{jl}^{(1)} + C_{kl}^{(1)}].
\]

(A3)

The solution of these equations leads to the moment of the true marginal \( P(x_i) \) via

\[
M_i = \frac{T_{\text{odd}}^{(1)} + t(H)_i T_{\text{even}}^{(1)}}{t(H)_i T_{\text{odd}}^{(1)} + T_{\text{even}}^{(1)}},
\]

\[
T_{\text{odd}}^{(1)} = \sum_{l < i} t_{il} M_l^{(1)} + \sum_{(k, m) \in \partial i} t_{ik} t_{lm} M_l^{(1)} C_{km}^{(1)}
+ \sum_{l < k < m \in \partial i} t_{ik} t_{lm} t_{lm} M_l^{(1)} M_k^{(1)} + C_{klm}^{(1)}).
\]

(A4)

Correspondingly, the nearest neighbor correlations read

\[
\sum_{x_i x_j} P(x_i, x_j) x_i x_j = \frac{F_{ij}}{T_{\text{even}}^{(1)} + t(H)_i T_{\text{odd}}^{(1)}},
\]

(A5)

where

\[
F_{ij} = t(H)_j [M_j^{(1)} + L_{ij}] + \sum_{l \in \partial j} t_{lj} C_{jl}^{(1)} + M_j^{(1)} M_k^{(1)} + t_{ij} \left[ K_{ij} + t(H)_j \sum_{l \in \partial j} t_{lj} M_l^{(1)} + \sum_{l > k \in \partial ij} t_{ik} t_{lj} M_j^{(1)} M_k^{(1)} + C_{ik}^{(1)} \right].
\]

(A6)

In the CA[1] approximation, the two-point connected correlations are estimated by some algorithm, possibly CA[0] (another option is to use response propagation, see [6]), and the three-point connected correlations are neglected.

2. CA[2] updates

The CA[2] algorithm in turn uses improved estimates of the two-point connected correlations of which the accuracy corresponds to CA[1], together with CA[0] (or response propagation) three-point estimates. We used response propagation to compute the CA[1] accurate two-point cavity connected correlations. This implies we exploit

\[
C_{ijk}^{(1)} = \beta^{-1} \frac{\partial M_{ijk}^{(1)}}{\partial H_k},
\]

(A7)

but \( M_i^{(1)} \) is computed with CA[1] accuracy, i.e., from Eq. (A4) on the graph from which variable \( j \) has been removed. This may be achieved by simply taking the derivative of the right-hand side of Eq. (A4). In this expression, we encounter \( \partial M_k^{(1)} / \partial H_l \) and \( \partial C_{ik}^{(1)} / \partial H_m \). The first may be found from the iterative equation resulting from taking the derivative of Eq. (A1), the second may be estimated with a CA[0] or response propagation algorithm, since it is of the order of \( C_{km}^{(1)} \).

In the paramagnetic phase of pair interaction networks without external field, simplifications occur since we may exploit the fact that odd moments of distributions are zero. Consequently, all terms \( M_i, M_i^{(1)}, C_{ikl}^{(1)} \) and \( \partial C_{ik}^{(1)} / \partial H_k \) vanish and the recursive update relations for the derivatives of Eq. (A1) reduce to

\[
\frac{\partial M_{ijk}^{(1)}}{\partial H_l} = \left[ \sum_{k < l \in \partial il} t_{lk} t_{kl} \left[ \frac{\partial M_{ijk}^{(1)}}{\partial H_l} + \frac{\partial M_{ijk}^{(1)}}{\partial H_l} \right] \right] + \delta_{ijl} \beta \sum_{k < l \in \partial il} \sum_{k < l \in \partial il} t_{lk} t_{kl} C_{ijkl}^{(1)},
\]

(A8)

The solution of these equations is to be substituted in
on the graph without variable $i$, yielding a CA[1] computation of $C_{jn}^{(\ell)}$. This results in improved CA[2] estimates of correlations via Eq. (A6) which simplifies greatly due to the vanishing of odd moments, i.e.,

$$\sum_{s_i,s_j} P(x_i,x_j) x_i x_j = t_{ij} + \sum_{k<l} t_{ik} t_{lj} C_{kl}^{(\ell)}.$$  

(A10)

---