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Introduction

A central goal in systems neuroscience is to understand how the brain encodes the intensity of sensory features. We used whole-head magnetoencephalography to investigate whether frequency-specific neuronal activity in the human visual cortex is systematically modulated by the intensity of an elementary sensory feature such as visual motion. Visual stimulation induced a tonic increase of neuronal activity at frequencies above 50 Hz. In order to define a functional frequency band of neuronal activity, we parametrically investigated which frequency band displays the strongest monotonic increase of responses with strength of visual motion. Consistently in all investigated subjects, this analysis resulted in a functional frequency band in the high gamma range from about 60 to 100 Hz in which activity reliably increased with visual motion strength. Using distributed source reconstruction, we found that this increase of high-frequency neuronal activity originates from several extrastriate cortical regions specialized in motion processing. We conclude that high-frequency activity in the human visual motion pathway may be relevant for encoding the intensity of visual motion signals.

Materials and Methods

Subjects, Stimuli, and Task

Seven subjects participated in the study (6 males and 1 female, mean age: 28.6 years, age range: 23–30 years). The study was conducted in accordance with the Declaration of Helsinki, approved by the local ethics committee, and informed consent was obtained from all subjects prior to the recordings. Two of the subjects are authors, whereas all other subjects were naïve to the purpose of the experiment and were paid for their participation. All subjects were in good health, had no past history of psychiatric or neurological illness, and had normal or corrected-to-normal vision. All subjects participated in at least 6 recording sessions of a 2-alternative forced choice motion discrimination paradigm (subjects M.S. and T.H.D.: 7 sessions, remaining 5 subjects: 6
sessions), resulting in a minimum of 3600 recorded trials per subject. This large amount of trials was recorded to allow for a detailed single-subject analysis.

In each recording session, subjects performed 600 trials during which upward or downward motion had to be distinguished. Each trial was started by the onset of a red fixation cross on a uniform black background. After a random delay (1000-1500 ms), a dynamic random dot pattern of white dots on a black background was presented at 1 out of 6 levels of motion coherence (0%, 6.125%, 12.5%, 25%, 50%, and 100% motion coherence; 100 trials per level of motion coherence). On each trial, the coherent fraction of dots was moving in either upward or downward direction (50% upward motion and 50% downward motion). Dynamic random dot patterns were constructed using "random-position" noise according to a "different rule" (Scase and others 1996), as used previously (Britten and others 1993; Bair and others 1994, 2001; Bair and Koch 1996; Rees and others 2000). In short, for each frame, the level of motion coherence determined the fraction of dots that was displaced according to a common motion vector, whereas all other dots were displaced randomly (dot diameter: ~0.2 degrees, dot density: 1.7/degrees^2, motion speed: 11.5 degrees/s, local dot contrast: 100%). The set of coherently moving dots was randomly selected anew on each frame. That is, the coherent dots had limited "lifetime." All stimuli were confined to a circular central aperture in randomized sequence (aperture diameter: ~43 degrees). The start position of dots was randomized uniformly over the entire aperture for each stimulus. Subjects were instructed to report the perceived direction of motion by a button press with either the left or the right index finger as accurately as possible but not to waste time until delivering the response. The stimulus-response mapping was counterbalanced across subjects. Stims were turned off immediately after the subject's response or 3 s after onset if no response was given until then. These stimuli of variable duration were used in order to minimize the effect of top-down factors on the recorded neuronal signals. By presenting the stimuli only until the subjects' response, it was ensured that subjects actively processed all stimuli during the used analysis interval (see below), irrespective of the level of motion coherence. Each trial was followed by a blank intertrial interval (1500 ms). All stimuli were constructed off-line using MATLAB (MathWorks Inc., Natick, MA), and stimulus presentation was controlled using the "Presentation" software (Neurobehavioral Systems, Albany, CA). All stimuli were presented via a mirror system on a back projection screen at a frame refresh rate of 60 Hz using a calibrated LCD projector positioned outside the recording chamber. The stimulus refresh rate induced narrow band signals that can be noted as sharp but weak 60-Hz bands in some of the presented spectra. As the spectral signature of the reported effects demonstrates that these are unrelated to the projector frequency, we did not make an attempt to remove or conceal these signal components.

Data Recording and Preprocessing

MEG was recorded continuously using a 151-channel whole-head system (Omega 2000, CTF Systems Inc., Port Coquitlam, Canada) in a magnetically shielded room. The electro-oculogram was recorded simultaneously for offline artifact rejection. The head position relative to the MEG sensors was measured before and after each recording session. For all analyzed data sets, head displacements within a recording session were below 7 mm. Averaged across subjects, the standard deviation (SD) of head placements relative to the MEG dewar across recording sessions was 2.9 mm. MEG signals were low-pass filtered online (cutoff: 300 Hz) and recorded with a sampling rate of 1200 Hz.

Trials containing eyeblinks, saccades, muscle artifacts, and signal jumps were rejected off-line from further analysis using semiautomatic procedures. Line-signal removal was performed by selecting data segments from the continuously recorded data that contained the epochs of interest in the center. These epochs were Fourier transformed, the 50-, 100-, 150-, and 200- Hz Fourier components of the spectra were set to 0, and the time course of each epoch was finally reconstructed as the real part of the inverse Fourier transform of the corresponding spectrum. The epochs of interest were then cut out of these denoised 10-s data segments. This method exploits the fact that the line-signal artifact is of an almost perfectly constant frequency (below 0.1-Hz variability for the present data). Therefore, for the 10-s epoch, all the artifact energy is contained in the 50-Hz Fourier component and its harmonics. Subtracting these Fourier components on the segments of 10-s length results in a spectral notch of only 0.1-Hz width. As the actual spectral analyses used the multitaper method, with a spectral smoothing of more than 5 Hz, this notch typically becomes invisible. All preprocessed data were resampled at 600 Hz for data reduction.

Sensor-Level Analysis

In order to characterize the temporal profile of spectral responses, we performed a time-frequency transformation of the MEG data using a sliding window multitaper analysis. A window of 200-ms length was shifted over the data with a window step size of 5 ms. Spectral smoothing of 10 Hz was achieved by using 3 slepian tapers. To derive the response according to equation (1), the baseline spectrum was estimated as the average spectrum of the time-frequency transform across the interval from 500 ms before up to stimulus onset averaged across all trials and levels of motion coherence for each recording session. Spectral amplitudes were computed as the square root of the spectral power estimate.

Spectral Analysis and Response Quantification

All spectral analyses of the MEG data were performed using "multitaper" spectral estimates (Mitra and Pesaran 1999). In short, the data were multiplied by N > 1 orthogonal tapers and Fourier transformed, and the N spectral estimates were finally averaged. In case of power estimation, the spectra for each individual taper were magnitude squared after Fourier transformation. In case of cross-spectral density estimation for source reconstruction (see below), the autospectrum of each channel was multiplied with the complex conjugate spectra of all other channels for each individual taper before averaging across tapers. As data tapers, we used the leading 2TW-f prolate spheroidal (slepian) sequences, where T denotes the length of the tapers and W the half bandwidth. These tapers optimally concentrate the spectral energy of the signal over the desired half bandwidth W (Mitra and Pesaran 1999). All transformations to the frequency domain were performed on the single-trial level, and averaging across trials was finally performed in the frequency domain. Thus, all spectral estimates contained signal components phase locked and non phase locked to stimulus onset (Tallon-Baudry and Bertrand 1999).

We characterized spectral responses δR(f) as the percentage of change in signal amplitude at frequency f relative to the blank prestimulus baseline:

\[ \delta R(f) = \left( \frac{S(f) - B(f)}{B(f)} \right) \times 100\% \]  

where S(f) denotes the spectral amplitude in the temporal interval of interest and B(f) denotes the spectral amplitude during the blank prestimulus baseline (500 ms before up to stimulus onset) averaged across all trials and levels of motion coherence for each recording session. Spectral amplitudes were computed as the square root of the spectral power estimate.
**Source-Level Analysis**

To estimate the spectral amplitude of responses at the cortical source level, we used an adaptive spatial filtering technique known as "linear beamforming" (Van Veen and others 1997; Gross and others 2001). In short, for each frequency $f$ and source location $r$, a linear filtering matrix $A$ was computed that passes activity from location $r$ with unit gain while maximally suppressing activity from other sources. Formalization of these constraints yields the following solution:

$$A(r, f) = \left( \mathbf{L}^T(r) \mathbf{C}(f)^{-1} \mathbf{L}(r) \right)^{-1} \mathbf{L}(r) \mathbf{C}(f)^{-1},$$

(2)

where $\mathbf{C}(f)$ denotes the complex cross-spectral density matrix of all 151 simultaneously recorded MEG signals at frequency $f$. The columns of $L(r)$ contain the leadfield for 2 orthogonal tangential dipoles at location $r$. The complex cross-spectral density matrix $\mathbf{C}(f)$ for the individual functional gamma band of each subject was computed independently for the stimulus (100-500 ms past stimulus onset) and baseline (500 ms before up to stimulus onset) period using multitaper spectral estimates with 20-Hz spectral smoothing and 15 slepian tapers. The leadfield matrix $A$ was computed for each subject and recording session using a multisphere head model constructed from the individual structural MRIs and the measured head position relative to the MEG sensors. Based on the linear filtering matrix $A$, the power $p$ at frequency $f$ and location $r$ is derived according to

$$p(r, f) = \lambda_1(A(r, f) \mathbf{C}(f) A^T(r, f)), \quad (3)$$

where $\lambda_1$ denotes the largest singular value operator that derives the power of a dipole in the dominant spatial direction. The linear beamformer exhibits a spatial bias, projecting more power to deeper sources. This bias is corrected for by normalizing the projected power with the projected noise (Van Veen and others 1997), which was computed according to equation (3), with replacement of the cross-spectral density matrix of the signals by the noise cross-spectral density matrix. We estimated the noise cross-spectral density matrix as the smallest singular value of the original cross-spectral density matrix times the identity matrix. As for all sensor-level analysis, source-level responses were characterized as the percentage of change in spectral amplitude during the stimulus period relative to the prestimulus baseline according to equation (1). The beamforming method cancels out distant and perfectly linearly correlated sources. However, experimental assessments of cortical correlation strength (Leopold and others 2003) as well as simulations (Van Veen and others 1997; Gross and others 2001; Sekihara and others 2002) show that this does not cause a problem in the physiological range of source correlation.

All source reconstructions were performed on a regular 3-dimensional grid of 6-mm resolution covering the entire cortical volume and were then linearly interpolated on a regular grid of 1-mm resolution. For each resulting voxel, the average responses and the modulation of response by motion coherence were analyzed using the method of sequential polynomial regression (see below). This analysis resulted in functional source-level images that were projected onto the individually reconstructed and Talairach-transformed cortical surfaces using BrainVoyager (Brain Innovation B.V.). Functional maps of the response modulation were thresholded at $P = 10^{-4}$ and $P = 10^{-7}$ for the individual data and group average, respectively. For the group average, source-level responses were pooled across all subjects after spatial normalization of all individual data to the International Consortium for Brain Mapping template (Montreal Neurological Institute, Montreal, Canada) based on the individual structural MRIs using the SPM2 toolbox (http://www.fil.ion.ucl.ac.uk/spm).

**Analysis of Response Modulation**

To statistically assess the modulation of responses by the strength of visual motion, we used sequential polynomial regression as described previously for the analysis of BOLD fMRI responses (Büchel and others 1998; Rees and others 2000). In short, the response $y$ was modeled as a linear combination of basis functions of the stimulus variable $c$ (motion coherence) equivalent to a polynomial expansion:

$$y = p_0 + p_1 c + p_2 c^2 + \ldots + p_n c^n,$$

(4)

with $p$ as polynomial coefficients. To independently assess the amount of accounted variance for each order of $c$, the different regressors of $c$ were orthogonalized, and starting with the zero-order (constant) model, each model was sequentially tested in a serial hierarchical analysis based on $F$-statistics (Draper and Smith 1998). This analysis characterizes whether adding the next higher order model yields a significantly better description of the response than the respective lower order model. We tested models up to the order of 4. The same algorithm of sequential polynomial regression was used to characterize the spatiotemporal profile of response modulation, the spectral specificity of response modulation, the modulation of responses in the individual functional gamma band, and the spatial distribution of modulation at the cortical source level. In all single-subject analyses, the variance was assessed over recording sessions. For the analyses of population averages, the variance was assessed across subjects.

In order to derive a functional frequency band of visual motion, we determined for each subject a 40-Hz-wide frequency band in the range from 10 to 200 Hz that had the maximum average first-order (linear) coefficient of response modulation. This was achieved by convolving the spectrum of first-order polynomial coefficients with a 40-Hz-wide boxcar kernel and selection of the frequency of the global maximum of the resulting spectrum.

All analyses were performed in MATLAB (MathWorks Inc.) using the “FieldTrip” open source toolbox (http://www.ru.nl/fcdonders/fieldtrip) and with additional custom software.

**Results**

**Psychophysics**

The relationship between neuronal activity and visual motion strength was investigated in a 2-alternative forced choice motion direction discrimination paradigm (Fig. 1). With increasing motion coherence, the proportion of correctly performed trials increased monotonically, whereas response latency decreased (Fig. 1C). The mean threshold (82% correct performance) was at 13.9% motion coherence (standard error of the mean [SEM]: 2.6%). The mean response latency at threshold was 1.6 s (SEM: 0.1 s).

**Visual Stimulation Induces Tonic High-Frequency Responses over Visual Cortex**

In all subjects, visual stimuli induced a tonic increase in MEG signal amplitude in the high-gamma-frequency range (>50 Hz) at sensors overlying visual cortex (Fig. 2 and Supplementary Fig. 1). This tonic high-frequency response was complemented by a stable decrease in signal amplitude at frequencies below 30 Hz. These tonic visual responses were preceded by a transient response from about 50 to 100 ms at frequencies below 50 Hz. The sensor-level topography of the tonic high-frequency response induced by visual stimulation was similar across subjects, mainly confined to posterior sensors overlying the visual cortex. Therefore, for all subsequent sensor-level analyses and each individual subject, we averaged the responses over those 30 sensors with the strongest individual overall visual response, that is, those 30 sensors with the strongest 60- to 100-Hz response from 100 to 500 ms after stimulus onset averaged over all levels of motion coherence (Fig. 2B, see Supplementary Fig. 1 for all single-subject data).

To further analyze the spectral profile of the tonic response and its modulation by the strength of visual motion, we computed response spectra for the stimulus period (100–500 ms past stimulus onset) separately for each level of motion coherence (Fig. 3). Restricting the analysis up to 500 ms past stimulus onset ensured equal analysis windows for all levels of motion coherence irrespective of the different response latencies. These responses showed a consistent spectral profile across all subjects. In the frequency range below 30 Hz, visual
stimulation led to a pronounced decrease in signal amplitude. This decrease showed 2 local minima at about 12 Hz (alpha band) and 25 Hz (beta band). At frequencies above 30 Hz, a broadband increase in signal amplitude was observed up to frequencies well above 100 Hz. In the frequency range from about 60 to 100 Hz, responses increased monotonically with strength of visual motion, whereas there was a decrease in responses to stimuli of the highest motion coherence at frequencies above about 110 Hz.

Responses Are Modulated by Visual Motion Strength

If frequency-specific activity plays a role in encoding visual motion, it should increase monotonically with visual motion strength. To determine the frequency ranges in which this criterion was met, we parametrically analyzed the motion-dependent response modulation by applying a sequential polynomial regression to the response at each single time and frequency ( Büchel and others 1998; Draper and Smith 1998; Rees and others 2000). Each order of the polynomial model was then independently tested for a significant account of variance. Plotting the first- and second-order coefficients of the polynomial regression as a function of time and frequency depicts the full spectrotemporal evolution of the linear and quadratic modulation of neuronal activity by motion coherence (Fig. 4A and Supplementary Fig. 1). Across all subjects, this analysis revealed that the strongest linear increase (first-order coefficient) of activity with strength of visual motion indeed occurred in the frequency band from about 60 to 100 Hz, started 100 ms past stimulus onset and was then sustained. In the same temporal window, a significant positive linear
modulation was also observed at about 40 Hz. A significant negative linear and quadratic (second-order coefficient) modulation was found at about 130 Hz.

To further investigate the spectral profile of these tonic response modulations in the stimulus period, we applied the same method of sequential polynomial regression to the average response at each single frequency in the window from 100–500 ms post stimulus onset. We visualized the spectral profile of the tonic response modulation by plotting the corresponding polynomial coefficients and their significance as a function of frequency (Fig. 4B). For all individual subjects as well as the group average, this analysis displayed a high intersubject reliability of the positive first-order modulation in the high gamma band from about 60 to 100 Hz. Three subjects displayed a significant positive second-order modulation in this frequency range. A smaller significant positive linear modulation in the lower gamma band at about 40 Hz was observed in 3 subjects. A significant negative first-order modulation in the low-frequency range (<30 Hz) was found in 3 subjects. In accordance with the frequency-dependent response functions (Fig. 3), a significant negative second-order effect was identified in the frequency range from about 100 to 150 Hz in 6 subjects.

Strongest Response Modulation Is Expressed in a Consistent High Gamma Band

Based on the above analysis, we next aimed at defining for each individual subject and for the average across all subjects a functional frequency band of visual motion. To this end, we determined which continuous 40-Hz-wide band displayed the maximum linear increase of activity with strength of visual motion (Fig. 4B, gray bands). Across all subjects, this analysis resulted in highly reliable frequency bands in the high gamma range with center frequencies at about 80 Hz (mean center frequency: 81 Hz, SD: 3.6 Hz).

To depict the modulation of responses by visual motion strength in these functional bands, we plotted the average response of activity across these frequency bands as a function of motion coherence (Fig. 5). In all investigated subjects, as well as in the grand average, gamma-band activity was strongly modulated by visual motion strength. To parametrically characterize the linearity of these response modulations, we again applied sequential polynomial regression. In all subjects as well as in the group average, the linear (first order) model described the data significantly better than a constant model ($P < 10^{-4}$). Two subjects displayed a significant positive quadratic (second order) modulation ($P < 0.01$). Across all subjects, the mean additional variance accounted for by the quadratic compared with the linear model was 3%. Higher order models were not significant ($P > 0.05$). Whereas overall response magnitudes substantially differed across subjects, the magnitude of the modulation by motion strength showed a remarkable intersubject reliability. On average, the magnitude of response to stimuli of 100% motion coherence was about 1.7 times the magnitude of response to 0% motion coherence (mean response ratio: 1.71, SD: 0.26).

We conclude that the modulation of high-frequency responses by visual motion strength is very consistent across subjects. More specifically, the magnitude of response modulation as well as its spectral distribution is remarkably similar in all investigated subjects.

High-Frequency Activity Increases with Visual Motion Strength in Motion-Responsive Cortical Regions

The above analyses were based on the MEG spectral amplitude averaged across a group of 30 sensors overlaying large portions of the occipital, parietal, and temporal cortex. In order to investigate the cortical specificity of the above-described modulations in the high gamma band, we next applied a distributed source reconstruction technique termed linear beamforming (Van Veen and others 1997; Gross and others 2001). In addition to the source-level analysis of the modulation of responses...
by visual motion strength, we investigated the cortical distribution of the average visual responses across all levels of motion coherence. The latter analysis allowed us to validate the performance of the applied beamforming method against previous results that demonstrate strongest high-frequency responses near the calcarine sulcus (Hall and others 2005; Hoogenboom and others 2006). Moreover, it allowed us to investigate if the modulation of high-frequency activity is simply found in those regions with the strongest response or if it occurs specifically in regions involved in the processing of visual motion.

For each individual subject and level of motion coherence, cortical responses in the individually defined functional frequency band were reconstructed from the sensor-level data on a 6-mm grid covering the entire cortical volume. Sequential polynomial regression was then applied to the response at each cortical voxel. This analysis results in functional maps that depict the cortical distribution of the average gamma-band response across all levels of motion coherence (Fig. 6, red overlay, zero-order effect) and the positive linear modulation of gamma-band activity by visual motion (Fig. 6, blue overlay, first-order effect). In addition to the single-subject analysis, we computed the functional maps of the group average by pooling the responses across all subjects after spatial normalization of the individual source-level data to the Montreal Neurological Institute template brain (Fig. 6, lower right panel).

In all subjects, the global maximum of the visual gamma-band response across all levels of motion coherence was located near the occipital pole in pericalcarine cortex. This localization suggests a neural source in striate or early extrastriate visual cortex (V1, V2, V3) and accords well with previous reports (Hall and others 2005; Hoogenboom and others 2006). This localization of the average visual responses was contrasted by the pattern of regions that displayed a significant positive linear modulation of gamma-band activity by visual motion strength. Local maxima of this gamma-band modulation were located in the occipitoparietal and lateral occipitotemporal cortex (depicted as OP and LOT, respectively, in Fig. 6). All subjects as well as the group average showed a maximum in the occipitoparietal cortex. Six out of 7 subjects and the group average displayed a maximum in the lateral occipitotemporal cortex. The position of lateral occipitotemporal peaks with respect to the individual sulcal and gyral patterning corresponded to the typical location of human MT+, as defined by functional imaging: the junction of the ascending limb of the inferior temporal sulcus with the lateral occipital sulcus (Dumoulin and others 2000). Its average coordinates were also in accordance with those of fMRI-defined MT+ (average Talairach coordinates: x = 46, y = -67, z = 0, SD = 5, 5, 5, respectively) (Watson and others 1993; Tootell and others 1995; Dumoulin and others 2000).

Discussion

To characterize how the strength of visual motion modulates frequency-specific neuronal activity, we recorded MEG in human subjects performing a visual motion discrimination task. Our results show that activity in a high gamma band from about 60 to 100 Hz increases with strength of visual motion with a high reliability across individuals. Whereas strongest visual responses in this band originate from pericalcarine cortex, the strongest modulation of responses by visual motion strength was found in several motion-responsive regions remote from the pericalcarine cortex.

The stimulus-induced increase of gamma-band activity was accompanied by a pronounced decrease of low-frequency activity. Moreover, the positive correlation of gamma-band activity with visual motion strength was in some subjects complemented by a negative correlation in low-frequency ranges. This asymmetric behavior of activity in high- and low-frequency bands is consistent with previous experimental findings in visual cortex of cats, monkeys, and humans (Gray and others 1989; Roelfsema and others 1997; Tallon-Baudry and others 1998; Tallon-Baudry and Bertrand 1999; Fries and others 2001).

The large amount of data recorded in each subject (≥3600 trials) allowed us to analyze the modulation of responses independently for each single subject. Remarkably, the magnitude of response modulation as well as the derived functional frequency band from about 60 to 100 Hz was highly consistent across all investigated subjects. The derived frequency range agrees well with several recent studies that describe stimulus-induced activity in the high gamma band in nonhuman primates (Eckhorn and others 1993; Logothetis and others 2001; Henrie and Shapley 2005) and humans (Crone and others 2001; Kaiser and others 2002; Edwards and others 2005; Hall and others 2005; Lachaux and others 2005; Tanji and others 2005; Hoogenboom and others 2006). Moreover, the frequency range derived here based on the modulation of responses by the intensity of a sensory feature accords well with previously defined bands based on the feature specificity of responses in visual cortex of alert cats and monkeys (Frien and others 2000; Siegel and König 2003; Kayser and König 2004). Thus, activity particularly in the high gamma band may be related to the processing and encoding of sensory information.
As strength of visual motion increases with an increasing fraction of coherently moving dots, there is a concomitant decrease of stimulus transients due to random dot displacements. Recordings in primary visual cortex of alert cats suggest that feature selectivity and responses to stimulus transients prevail in different frequency ranges of the LFP, the former being prominent between 30 and 110 Hz and the latter dominating above 110 Hz (Siegel and König 2003; Kayser and König 2004). In accordance with these findings, the reduced responses to stimuli of the highest motion coherence at frequencies above 110 Hz could thus reflect a functional differentiation within the high-frequency range.

Employing the same paradigm as used here, a previous study has demonstrated a linear modulation of BOLD fMRI responses by visual motion strength in several extrastriate cortical regions and in particular in area MT+ (Rees and others 2000). We observed a corresponding modulation of gamma-band activity in a similar set of cortical regions including several extrastriate visual areas. Although the spatial resolution of MEG even in combination with adaptive distributed source reconstruction techniques is low compared with fMRI (Gross and others 2003; Liljestrom and others 2005), this set of areas accords roughly with areas found to be motion responsive by means of fMRI. Specifically, the regions characterized by the gamma-band modulation (occipitoparietal and lateral occipitotemporal cortex) have also been found to show an increase of the BOLD response with visual motion coherence (Rees and others 2000; Braddick and others 2001). Motion responsiveness is well documented in area MT+ in the lateral occipitotemporal cortex (Watson and others 1993; Tootell and others 1995; Rees and others 2000), in occipitoparietal regions, specifically in area V3A in the junction of the intraparietal with the transverse occipital sulcus (Tootell and others 1997), and in a not yet classified area located in the ventral part of the intraparietal sulcus (Sunaert and others 1999). The correspondence between feature-specific activity in the high gamma band demonstrated here and the corresponding modulations of BOLD responses accords well with recent invasive studies that demonstrate a close coupling of high-frequency LFP activity and the BOLD response (Logothetis and others 2001; Logothetis and Wandell 2004; Mukamel and others 2005; Niessing and others 2005).
Of particular interest in the present context is the prevalence of the gamma-band modulation in an area consistent with the human motion complex MT+ because previous studies investigating the temporal structure of spiking activity in the macaque analogue yielded substantially diverging results (Kreiter and Singer 1992, 1996; Bair and others 1994, 2001; de Oliveira and others 1997). Two studies had used moving bar stimuli and observed stimulus-induced synchronization of spiking activity in the gamma band that was correlated with stimulus properties (Kreiter and Singer 1992, 1996). By contrast, another study that employed drifting square wave gratings reported a stimulus-induced decrease in spike synchronization (de Oliveira and others 1997). Two other studies (Bair and others 1994, 2001) employed random dot stimuli, very similar to the ones used here, and found neither a modulation of the spectral signature of MT spiking activity nor a modulation of synchronization by visual motion strength. The discrepancy of the present results to these previous measurements could be due to several factors. Whereas typical extracellular recordings of spiking activity are weighted toward the output of the recorded units, the MEG signal measures, similar to the LFP, dendrosomatic currents, primarily reflect the neuronal input and local computation in a cortical region. Furthermore, the MEG signal reflects coordinated activity in large neuronal populations and may, therefore, be particularly well suited to detect changes in the frequency-specific neuronal synchronization.

Invasive recordings in macaque area MT have demonstrated a tight link between single-neuron firing rates and perception of visual motion (Britten and others 1996; Parker and Newsome 1998). In contrast, in the present data, the population average showed no increase of gamma-band activity over the first 3 levels of motion coherence, whereas motion direction discrimination performance increases steeply over this motion coherence range. This dissociation between psychophysical performance and the neuronal response suggests that gamma-band activity may not encode visual motion strength at very low levels of motion coherence and may thus not be the limiting factor for the motion discrimination task at hand. Moreover, the dissociation between psychophysical data and neuronal responses rules out that the observed modulations are simply caused by neural activity related to the behavioral response in combination with different response latencies. If such response-related activity caused the observed modulation, the increase of high-frequency activity with increasing motion coherence should exactly parallel the decrease in response latencies. In contrast, although response latencies are effectively identical for 50% and 100% motion coherence, there is a strong increase in high-frequency responses over that coherence range. Thus, the present modulations cannot be explained by response-related activity and variation of response latencies.

It is important to note that the reported frequency-specific modulation of MEG amplitude does not provide a direct measure of neural synchronization and could in principle reflect a change in the degree of neural synchronization and a change in synaptic activation levels. For the following reasons, the observed modulation of MEG amplitude most likely reflects both of these aspects: Several invasive recordings demonstrate that a spectrally specific enhancement of LFP amplitude is associated with increased synchronization of neuronal spiking and also enhanced spike-LFP synchronization in the same frequency range (Eckhorn and others 1988, 1993; Gray and Singer 1989; Herculano-Houzel and others 1999; Fries and others 2001; Siegel and König 2003). Moreover, a mere change of synaptic activation level without changes in the temporal patterning of activity (Britten and others 1993; Bair and others 1994) would result in a spectrally unspecific modulation of MEG amplitude, that is, similar modulation should be observed over the entire spectrum. In contrast, the present data show frequency-specific modulations in MEG amplitude with opposite effects in low- and high-frequency ranges. Taken together, these considerations suggest that the observed modulations reflect both a change in synaptic activation level and a frequency-specific change in the correlation structure of the contributing neural populations.

The increased spiking of neurons driven by a sensory feature might thus be accompanied by an increase in high-frequency synchronization among this neuronal population. In particular, in a regime of balanced excitation and inhibition (Salinas and Sejnowski 2000), this synchronization could enhance the impact of spiking activity on downstream neurons (König and others 1996; Engel and others 2001; Salinas and Sejnowski 2001; Azouz and Gray 2003; Sejnowski and Paulsen 2006). With increasing stimulus intensity, such stimulus-induced synchronization could dynamically enhance the gain of sensory representations. In contrast to a coding scheme based only on spike rate, this would provide a flexible and energy-efficient mechanism (Laughlin and Sejnowski 2003) to widen the dynamic range of neural representations as measured by their post-synaptic effect.

An interesting question is whether the response modulations described here are attributable to specific neuronal subpopulations as defined by their preferred direction of visual motion. Invasive recordings have demonstrated a strong correlation of neuronal high-frequency synchronization with the similarity of receptive field properties such as spatial overlap, preferred orientation, or preferred direction of motion (Gray and others 1989; Frien and Eckhorn 2000; Bair and others 2001; Palanca and DeAngelis 2005). The frequency-specific increase in activity measured at the population level by means of MEG may thus reflect an increase in synchronization specifically among the responsive subpopulation of neurons whose preferred direction of motion matches the visual stimulus. Whether such a population-specific increase in synchronization is paralleled by a decrease of synchronization among neurons with opposing direction preference, as has been demonstrated for MT firing rates (Britten and others 1993), remains to be studied in further investigations.

To conclude, our data demonstrate that the strength of visual motion correlates with gamma-band activity in the human visual motion pathway. This suggests that high-frequency activity in the human visual system may play a functional role in encoding the intensity of sensory features.

**Supplementary Material**

Supplementary figures can be found at: http://www.cercor.oxfordjournals.org/.

**Notes**

We thank Markus Bauer for helpful discussions. This study was supported by grants from the Deutsche Forschungsgemeinschaft (AKE), the European Commission (AKE), the Danish Research Council (RO), Netherlands Organization for Scientific Research (PF), Human Frontier Science Program (PF), and the Lungwitz-Foundation (AKE, MS, THD). Conflict of Interest: None declared.
References


