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Abstract

A sequence of Galton–Watson branching processes with immigration is investigated, when the offspring mean tends to its critical value one and the offspring variance tends to zero. It is shown that the fluctuation limit is an Ornstein–Uhlenbeck type process. As a consequence, in contrast to the case where the offspring variance tends to a positive limit, the conditional least squares estimator of the offspring mean turns out to be asymptotically normal. The norming factor is \( n^{3/2} \), in contrast to the subcritical case where it is \( n^{1/2} \), and in contrast to the nearly critical case with positive limiting offspring variance, where it is \( n \).
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1 Introduction

Let \( \{ \xi_{k,j}, \varepsilon_k : k, j \in \mathbb{N} \} \) be independent, nonnegative, integer valued random variables such that \( \{ \xi_{k,j} : k, j \in \mathbb{N} \} \) and \( \{ \varepsilon_k : k \in \mathbb{N} \} \) are identically distributed.
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Define recursively
\[
\begin{cases}
X_k = \sum_{j=1}^{X_{k-1}} \xi_{k,j} + \varepsilon_k & \text{for } k \in \mathbb{N}, \\
X_0 = 0.
\end{cases}
\] (1.1)

The sequence \((X_k)_{k \in \mathbb{Z}_+}\) is called a branching process with immigration. We can interpret \(X_k\) as the size of the \(k\)th generation of a population, where \(\xi_{k,j}\) is the number of offsprings of the \(j\)th individual in the \((k-1)\)st generation and \(\varepsilon_k\) is the number of immigrants contributing to the \(k\)th generation. Assume that
\[
m := \mathbb{E}[\xi_{1,1}] < \infty, \quad \lambda := \mathbb{E}[\varepsilon_1] < \infty, \quad \sigma^2 := \text{Var} \xi_{1,1} < \infty, \quad b^2 := \text{Var} \varepsilon_1 < \infty.
\]
The cases \(m < 1, m = 1, m > 1\) are referred to respectively as subcritical, critical and supercritical.

For \(k \in \mathbb{Z}_+\), let \(F_k\) denote the \(\sigma\)-algebra generated by \(\{X_0, X_1, \ldots, X_k\}\). Then by (1.1),
\[
\mathbb{E}(X_k | F_{k-1}) = mX_{k-1} + \lambda, \quad k \in \mathbb{N}.
\] (1.2)

Clearly,
\[
M_k := X_k - \mathbb{E}(X_k | F_{k-1}) = X_k - mX_{k-1} - \lambda, \quad k \in \mathbb{N},
\]
defines a martingale difference sequence \((M_k)_{k \in \mathbb{N}}\) with respect to the filtration \((F_k)_{k \in \mathbb{Z}_+}\). Moreover, we obtain the regression equation
\[
X_k = mX_{k-1} + \lambda + M_k, \quad \text{for } k \in \mathbb{N}.\] (1.3)

In the critical case, \(m = 1\), Wei and Winnicki [17] proved that for the random step functions
\[
\mathcal{X}^{(n)}(t) := X_{[nt]} \quad \text{for } t \in \mathbb{R}_+, \quad n \in \mathbb{N},
\]
which can be considered as random elements taking their values in the Skorokhod space \(D(\mathbb{R}_+, \mathbb{R}_+)\), we have
\[
\frac{1}{n} \mathcal{X}^{(n)} \xrightarrow{D} \mathcal{X} \quad \text{as } n \to \infty,
\] (1.4)
that is, weakly in the Skorokhod space \(D(\mathbb{R}_+, \mathbb{R}_+)\), where \((\mathcal{X}(t))_{t \in \mathbb{R}_+}\) is a (non-negative) diffusion process with generator
\[
Af(x) = \lambda f'(x) + \frac{1}{2} \sigma^2 x f''(x), \quad f \in C_c^\infty(\mathbb{R}_+),
\]
and \(\mathcal{X}(0) = 0\), where \(C_c^\infty(\mathbb{R}_+)\) is the space of infinitely differentiable functions on \(\mathbb{R}_+\) which have compact support. The process \((\mathcal{X}(t))_{t \in \mathbb{R}_+}\) can also be characterized as the (unique) solution of the stochastic differential equation
\[
\begin{cases}
d\mathcal{X}(t) = \lambda dt + \sigma \sqrt{\mathcal{X}(t)} dW(t), & t \in \mathbb{R}_+, \\
\mathcal{X}(0) = 0,
\end{cases}
\]
where \((W(t))_{t \in \mathbb{R}_+}\) is a standard Wiener process.

In this paper we consider a sequence of branching processes with immigration \((X_k^{(n)})_{k \in \mathbb{Z}_+}, \ n \in \mathbb{N}\), given by the recursion

\[
\begin{cases}
X_k^{(n)} = \sum_{j=1}^{X_{k-1}^{(n)}} \xi_{k,j}^{(n)} + \varepsilon_k^{(n)} & \text{for } k, n \in \mathbb{N}, \\
X_0^{(n)} = 0.
\end{cases}
\]

Assume that \(m_n := E\xi_{1,1}^{(n)} < \infty\), \(\lambda_n := E\varepsilon_1^{(n)} < \infty\), \(\sigma_n^2 := \text{Var}\xi_{1,1}^{(n)} < \infty\), \(b_n^2 := \text{Var}\varepsilon_1^{(n)} < \infty\) for all \(n \in \mathbb{N}\). The sequence (1.5) is called nearly critical if \(m_n \to 1\) as \(n \to \infty\). Introduce the random step functions

\[X^{(n)}(t) := X^{(n)}_{\lfloor nt \rfloor} \quad \text{for } t \in \mathbb{R}_+, \ n \in \mathbb{N}.
\]

Sriram [15] proved that under the assumptions

(i) \(m_n = 1 + \alpha n^{-1} + o(n^{-1})\) as \(n \to \infty\) with some \(\alpha \in \mathbb{R}\),

(ii) \(\sigma_n^2 \to \sigma^2 > 0\) as \(n \to \infty\),

(iii) \(E\left(\xi_{1,1}^{(n)} - m_n\right)^2 I\{\xi_{1,1}^{(n)} - m_n \geq \theta\} \to 0\) as \(n \to \infty\) for all \(\theta > 0\),

(iv) \(\lambda_n \to \lambda > 0\) and \(b_n^2 \to b^2 > 0\) as \(n \to \infty\),

we have

\[
\frac{1}{n} X^{(n)} \overset{D}{\to} X_\alpha \quad \text{as } n \to \infty,
\]

where \((X_\alpha(t))_{t \in \mathbb{R}_+}\) is a (nonnegative) diffusion process with generator

\[A_\alpha f(x) = (\lambda + \alpha x)f'(x) + \frac{1}{2}\sigma^2 x f''(x), \quad f \in C^\infty_c(\mathbb{R}_+)
\]

and \(X_\alpha(0) = 0\). The process \((X_\alpha(t))_{t \in \mathbb{R}_+}\) is the (unique) solution of the stochastic differential equation

\[
\begin{cases}
\, dX_\alpha(t) = (\lambda + \alpha X_\alpha(t))\, dt + \sigma \sqrt{X_\alpha(t)}\, dW(t), & t \in \mathbb{R}_+, \\
\quad X_\alpha(0) = 0,
\end{cases}
\]

In Theorem 2.1 we show that Sriram’s result (1.6) is also valid if \(\sigma_n^2 \to 0\) (and then condition (iii) is not needed). In this case the limit process \(X_\alpha\) is a deterministic function, namely, \(X_\alpha(t) = \mu_X(t) = \lambda \int_0^t e^{\alpha s} \, ds, \ t \in \mathbb{R}_+\), satisfying the (nonrandom) differential equation \(d\mu_X(t) = (\lambda + \alpha \mu_X(t))\, dt, \ t \geq 0\). In fact, this function can be considered as a degenerated, i.e., deterministic diffusion process with generator
A_n f(x) = (\lambda + \alpha x) f'(x), \ f \in C^\infty_c(\mathbb{R}^+). \ \text{Remark that convergence of finite dimensional distributions of a sequence of branching processes with immigration has been investigated by Kawazu and Watanabe [10] and Aliev [1].}

Based on Sriram’s result (1.6), one can easily obtain the asymptotic behavior of the least squares estimators of \( m_n \) and \( \lambda_n \) (see Section 3). (Remark that these statistics have also been investigated in the subcritical and supercritical cases, see Section 3.) We are interested in the asymptotic behaviour of these estimators in a nearly critical case where the offspring variance \( \sigma^2_n \) tends to zero. For this purpose the limit theorem (1.6) of Sriram does not suffice, as will be explained in Remark 3.4. We have to go on one step further in the investigation of the asymptotic behaviour of the sequence \( \mathcal{X}^{(n)} \). In Section 2 we prove a fluctuation limit theorem in case where \( \sigma^2_0 \rightarrow 0 \), namely, we show that the sequence \( (\mathcal{X}^{(n)} - E(\mathcal{X}^{(n)})/\sqrt{n}) \) has a limit process \( \tilde{\mathcal{X}} \) as \( n \rightarrow \infty \). The process \( (\tilde{\mathcal{X}}(t))_{t\in\mathbb{R}_+} \) turns out to be an Ornstein–Uhlenbeck type process driven by a time changed Wiener process. We remark that Li [13] proved a similar result for sequences of continuous time discrete state branching processes with immigration. Li [13] applied Laplace transforms, while we have chosen another approach. To explain our method, let \( \mathcal{F}_k^{(n)} \) denote the \( \sigma \)-algebra generated by \( \{X_0^{(n)}, X_1^{(n)}, \ldots, X_k^{(n)}\} \) for \( n \in \mathbb{N} \) and \( k \in \mathbb{Z}_+ \). Let \( M_k^{(n)} := X_k^{(n)} - E(X_k^{(n)} | \mathcal{F}_{k-1}^{(n)}) = X_k^{(n)} - m_n X_{k-1}^{(n)} - \lambda_n, \quad k, n \in \mathbb{N} \).

Introduce the random step functions

\[ M^{(n)}(t) := \sum_{k=1}^{[nt]} M_k^{(n)} \quad \text{for } t \in \mathbb{R}_+, \ n \in \mathbb{N}. \]

In order to prove convergence of the sequence \( (\mathcal{X}^{(n)} - E(\mathcal{X}^{(n)})/\sqrt{n}) \) as \( n \rightarrow \infty \), first we show, by the help of the martingale central limit theorem, that \( M^{(n)}/\sqrt{n} \) has a limit process \( \tilde{M} \) as \( n \rightarrow \infty \), where \( (\tilde{M}(t))_{t\in\mathbb{R}_+} \) is a time-changed Wiener process. Then we show that \( (\mathcal{X}^{(n)} - E(\mathcal{X}^{(n)})/\sqrt{n}) \) is a function of \( M^{(n)}/\sqrt{n} \), and we use continuous mapping type argument to derive convergence of the sequence \( (\mathcal{X}^{(n)} - E(\mathcal{X}^{(n)})/\sqrt{n}) \).

Grimvall [4] proved a fluctuation type limit theorem for a sequence of branching processes without immigration. (See also Lamperti [12].) In this case the processes \( (X_k^{(n)})_{k\in\mathbb{Z}_+} \) can not start from zero, and the process \( X_{[nt]}^{(n)} \) can be centered by subtracting the initial value \( X_0^{(n)} \). With suitable normalization, the limiting process will be a zero mean Wiener process, and its variance depends on the limiting behaviour of the offspring variance. In our case the (deterministic) time change mentioned concerning the limit process \( (\tilde{M}(t))_{t\in\mathbb{R}_+} \) is usually not linear, which is the effect of the immigration part. Grimvall [4] not only gave sufficient conditions for the convergence of a suitable normalized sequence \( X_{[nt]}^{(n)} - X_0^{(n)} \), but also proved that the Lindeberg type condition on the offspring distribution is necessary and sufficient for
the convergence. This suggests that our Lindeberg type conditions on the offspring and immigration distributions are close to be optimal.

Based on the result of Section 2, we prove in Section 3 that the least squares estimators of $m_n$ and $\lambda_n$ are asymptotically normal in contrast to the case where the offspring variance tends to a positive limit. The norming factor for the offspring mean is $n^{3/2}$, in contrast to the subcritical case where it is $n^{1/2}$, and in contrast to the nearly critical case with positive limiting offspring variance, where it is $n$. Remark that the results of the present paper are generalizations of those in Ispány et al. [7], [8], where a Bernoulli offspring distribution has been taken.

2 Fluctuation limit theorem

Consider a sequence of branching processes with immigration given in (1.5). First we investigate the asymptotic behaviour of the sequence $X(n)/n$ in case $\sigma^2_n \to 0$. We prove the following analogue of Sriram’s result (1.6).

2.1 Theorem. Suppose that

(i) $m_n = 1 + an^{-1} + o(n^{-1})$ as $n \to \infty$ with some $a \in \mathbb{R}$,

(ii) $\sigma^2_n \to 0$ as $n \to \infty$,

(iii) $\lambda_n \to \lambda$ and $b^2_n \to b^2$ as $n \to \infty$ with some $\lambda \geq 0$ and $b^2 \geq 0$.

Then

$$\frac{1}{n}X(n) \overset{D}{\to} \mu_X$$

as $n \to \infty$,

that is, weakly in the Skorokhod space $D(\mathbb{R}_+, \mathbb{R}_+)$, where

$$\mu_X(t) := \lambda \int_0^t e^{\alpha s} ds, \quad t \in \mathbb{R}_+.$$

2.2 Remark. If $\lambda = 0$ then the limit function is degenerated, that is, $\mu_X(t) = 0$ for all $t \in \mathbb{R}_+$.

2.3 Remark. Note that in case $\sigma^2_n \to 0$ no Lindeberg condition (like condition (iii) of Sriram or condition (iii) or (v) of our Theorem 2.4) is needed for the triangular systems $\{X_n^{(n)} : n \in \mathbb{N}, 1 \leq j \leq n\}$ or $\{X_n^{(n)} / \sqrt{n} : n \in \mathbb{N}, 1 \leq j \leq n\}$.

Proof of Theorem 2.1. The theorem can be proved by an argument similar to that in Ethier and Kurtz [3, Chapter 9, Theorem 1.3], where it has been applied for a branching process without immigration. See also Wei and Winnicki [17] in case of a single branching process with immigration, and Sriram [15] in case of a sequence of branching processes with immigration when $\sigma^2_n \to \sigma^2 > 0$. 

Observe that \( \{X_k^{(n)} / n\}_{k \in \mathbb{Z}_+} \) is a Markov chain with values in \( E_n := \{\ell / n : \ell \in \mathbb{Z}_+\} \). For each \( f \in C_c^\infty(\mathbb{R}_+) \), define
\[
T_n f(x) := \mathbb{E} f\left( n^{-1} \left( \sum_{j=1}^{n} \xi_{ij}^{(n)} + \varepsilon_1^{(n)} \right) \right), \quad x \in E_n.
\]
Since \( X^{(n)}(0) = 0, \ n \in \mathbb{N}, \) by Ethier and Kurtz [3, Chapter 1, Theorem 6.5 and Chapter 4, Corollary 8.9], it is sufficient to show that
\[
\lim_{n \to \infty} \sup_{x \in E_n} |\Delta_n f(x)| = 0 \quad \text{for all} \quad f \in C_c^\infty(\mathbb{R}_+),
\]
where
\[
\Delta_n f(x) := n (T_n f(x) - f(x)) - (\lambda + \alpha x) f'(x), \quad x \in E_n, \ f \in C_c^\infty(\mathbb{R}_+).
\]
Introducing
\[
\tilde{S}^{(n)}_k := \sum_{j=1}^{k} (\xi_{ij}^{(n)} - 1) + \varepsilon_1^{(n)}, \quad k \in \mathbb{Z}_+, \ n \in \mathbb{N},
\]
we have \( T_n f(x) = \mathbb{E} f(x + n^{-1} \tilde{S}^{(n)}_n) \). By Taylor’s formula,
\[
T_n f(x) - f(x) = f'(x) n^{-1} \mathbb{E} (\tilde{S}^{(n)}_n) + n^{-2} \mathbb{E} \left( (\tilde{S}^{(n)}_n)^2 \int_0^1 (1-v) f''(x + vn^{-1} \tilde{S}^{(n)}_n) \, dv \right).
\]
Since for \( x \in E_n \)
\[
\mathbb{E} (\tilde{S}^{(n)}_n) = n (m_n - 1) x + \lambda_n, \quad (2.2)
\]
\[
\mathbb{E} (\tilde{S}^{(n)}_n)^2 = n a_n^2 x^2 + b_n^2 + \lambda_n^2 + n^2 (m_n - 1)^2 x^2 + 2n (m_n - 1)x \lambda_n, \quad (2.3)
\]
we have
\[
\Delta_n f(x) = \Delta_n f_{1}(x) + \Delta_n f_{2}(x) + \Delta_n f_{3}(x),
\]
where
\[
\Delta_n f_{1}(x) := f'(x) \left( (n (m_n - 1) - \alpha) x + (\lambda_n - \lambda) \right),
\]
\[
\Delta_n f_{2}(x) := n^{-1} \mathbb{E} \left( (\tilde{S}^{(n)}_n)^2 \int_0^1 (1-v) \left( f''(x + vn^{-1} \tilde{S}^{(n)}_n) - f''(x) \right) \, dv \right),
\]
\[
\Delta_n f_{3}(x) := \frac{1}{2} \alpha f''(x) \sigma_n^2 + \frac{1}{2n} f''(x) \left( b_n^2 + \lambda_n^2 + n^2 (m_n - 1)^2 x^2 + 2n (m_n - 1)x \lambda_n \right).
\]
To prove (2.1), it is enough to show \( \lim_{n \to \infty} \Delta_n f(x_n) = 0 \) for every sequence \( (x_n)_{n \in \mathbb{N}} \) with \( x_n \in E_n, \ n \in \mathbb{N}, \) such that \( x_n \to x \in [0, +\infty] \). Assumptions (i)–(iii) clearly imply \( \lim_{n \to \infty} \Delta_{n,i}(x_n) = 0 \) for \( i = 1 \) and \( i = 3 \) and for all such sequences.
\[ x_n \to x \in [0, +\infty]. \] In order to deal with \( \Delta_{n,2}(x_n) \), suppose that the support of \( f \) is contained in \([0, c]\). Since
\[
x + vn^{-1}\xi_{n,2} = x + vn^{-1}\left(\sum_{j=1}^{nx}(\xi_{1,2}^{(n)} - 1) + \xi_1^{(n)}\right) \geq x(1-v),
\]
the integrand in \( \Delta_{n,2}(x) \) is zero if \( v \leq 1 - c/x \). Consequently,
\[
|\Delta_{n,2}(x_n)| \leq n^{-1}\|f''(x_n)\|_\infty \left((c/x_n) \wedge 1\right)^2 \mathbb{E}(\tilde{S}_{n,x,n}^2),
\]
(2.4)
where \( \| \cdot \|_\infty \) denotes the supremum norm. Using (2.3), one can easily check that the right hand side of (2.4) tends to 0 for all sequences \( x_n \to x \in [0, +\infty] \). Thus we conclude \( \lim_{n \to \infty} \Delta_{n,2}(x_n) = 0 \), hence finally we obtain (2.1).

The main result of the paper is the following fluctuation limit theorem.

2.4 Theorem. Suppose that

(i) \( m_n = 1 + \alpha n^{-1} + o(n^{-1}) \) as \( n \to \infty \) with some \( \alpha \in \mathbb{R} \),

(ii) \( \sigma_n^2 = \beta n^{-1} + o(n^{-1}) \) as \( n \to \infty \) with some \( \beta \geq 0 \),

(iii) \( n\mathbb{E}\left(|\xi_{1,1}^{(n)} - m_n|^{2\mathbb{P}}(\{|\xi_{1,1}^{(n)} - m_n| \geq \theta\})\right) \to 0 \) as \( n \to \infty \) for all \( \theta > 0 \),

(iv) \( \lambda_n \to \lambda \) and \( b_n^2 \to b^2 \) as \( n \to \infty \) with some \( \lambda \geq 0 \) and \( b^2 \geq 0 \),

(v) \( \mathbb{E}\left(|\xi_1^{(n)} - \lambda_n|^{2\mathbb{P}}(\{|\xi_1^{(n)} - \lambda_n| \geq \theta\sqrt{n}\})\right) \to 0 \) as \( n \to \infty \) for all \( \theta > 0 \).

Then
\[
\left(\frac{X^{(n)}}{\sqrt{n}}, \frac{M^{(n)}}{\sqrt{n}}\right) \overset{D}{\to} (\tilde{X}, \tilde{M}) \text{ as } n \to \infty,
\]
that is, weakly in the Skorokhod space \( D(\mathbb{R}_+, \mathbb{R}^2) \), where \( (\tilde{M}(t))_{t \in \mathbb{R}_+} \) is a time-changed Wiener process, namely,
\[
\tilde{M}(t) = W(T(t)), \quad t \in \mathbb{R}_+
\]
with
\[
T(t) := \int_0^t \varrho(s) \, ds, \quad \varrho(t) := b^2 + \beta \lambda \int_0^t e^{\alpha s} \, ds, \quad t \in \mathbb{R}_+,
\]
\( (W(t))_{t \in \mathbb{R}_+} \) is a standard Wiener process, and
\[
\tilde{X}(t) := \int_0^t e^{\alpha(t-s)} \, d\tilde{M}(s), \quad t \in \mathbb{R}_+
\]
is an Ornstein–Uhlenbeck type process driven by \( (\tilde{M}(t))_{t \in \mathbb{R}_+} \).
2.5 Remark. If \( b^2 = 0 \) and \( \beta \lambda = 0 \) then the limit processes are degenerated, that is, \( \tilde{X}(t) = \tilde{M}(t) = 0 \) for all \( t \in \mathbb{R}_+ \).

2.6 Remark. Conditions (iii) and (v) are, in fact, the Lindeberg conditions for the triangular systems \( \{ x_j^{(n)} : n \in \mathbb{N}, 1 \leq j \leq n \} \) and \( \{ \varepsilon_j^{(n)} / \sqrt{n} : n \in \mathbb{N}, 1 \leq j \leq n \} \), respectively. See also Grimvall [4] who investigated fluctuation theorems for sequences of branching processes without immigration, and the remarks in the Introduction. Clearly, if there exists \( \gamma > 0 \) such that \( nE|\varepsilon_j^{(n)}| - m_n|^{2+\gamma} \to 0 \) and \( n^{-\gamma/2}E|\varepsilon_j^{(n)}| - \lambda_n|^{2+\gamma} \to 0 \) as \( n \to \infty \) then conditions (iii) and (v) are satisfied.

2.7 Remark. We remark that \( (\tilde{M}(t))_{t \in \mathbb{R}_+} \) is a continuous zero mean Gaussian process with independent (but not necessarily stationary) increments. It has stationary increments if and only if \( \beta \lambda = 0 \), when \( \tilde{M}(t) = W(b^2 t), t \in \mathbb{R}_+ \), is a Wiener process. The process \( (\tilde{M}(t))_{t \in \mathbb{R}_+} \) is always a martingale, so that we can define stochastic integrals with respect to it. Its covariance function has the form

\[
\text{Cov}(\tilde{M}(s), \tilde{M}(t)) = T(s \wedge t) \quad \text{for}\ s, t \in \mathbb{R}_+.
\]

Comparing the covariance structures we obtain another representation of the process in the form

\[
\tilde{M}(t) = \int_0^t \sqrt{g(s)} \, dW(s) \quad \text{for}\ t \in \mathbb{R}_+,
\]

Consequently, the process \( (\tilde{M}(t))_{t \in \mathbb{R}_+} \) is the unique solution of the stochastic differential equation

\[
\begin{align*}
\mathrm{d}\tilde{M}(t) &= \sqrt{g(t)} \, dW(t), \quad t \geq 0, \\
\tilde{M}(0) &= 0.
\end{align*}
\]

The process \( (\tilde{X}(t))_{t \in \mathbb{R}_+} \) is a continuous zero mean Gaussian martingale with covariance function

\[
\text{Cov}(\tilde{X}(s), \tilde{X}(t)) = \int_0^{s \land t} e^{\alpha(s+t-2u)} g(u) \, du \quad \text{for} \ s, t \in \mathbb{R}_+.
\]

We remark that the process \( (\tilde{X}(t))_{t \in \mathbb{R}_+} \) has independent increments if and only if \( \alpha = 0 \), when \( \tilde{X} = \tilde{M} \). Comparing again the covariance structures we also have the representation

\[
\tilde{X}(t) = e^{\alpha t} \int_0^t e^{-\alpha s} \sqrt{g(s)} \, dW(s) \quad \text{for} \ t \in \mathbb{R}_+.
\]

This implies that for the process \( \tilde{Y}(t) := e^{-\alpha t} \tilde{X}(t), t \geq 0 \), we have

\[
\mathrm{d}\tilde{Y}(t) = e^{-\alpha t} \sqrt{g(t)} \, dW(t).
\]
By Itô’s formula, we obtain that the process \( \tilde{X}(t) = e^{\alpha t} \tilde{Y}(t) \) is the unique solution of the stochastic differential equation

\[
\begin{align*}
\begin{cases}
\quad d\tilde{X}(t) = \alpha \tilde{X}(t) \, dt + \sqrt{\varrho(t)} \, dW(t), & t \geq 0, \\
\quad \tilde{X}(0) = 0.
\end{cases}
\end{align*}
\]

In order to prove Theorem 2.4 we need formulas for \( \mathbb{E}(X_k^{(n)}) \), \( \text{Cov}(X_k^{(n)}, X_\ell^{(n)}) \) and \( \mathbb{E}\left( \left( M_k^{(n)} \right)^2 \right| \mathcal{F}_{k-1}^{(n)} \).

2.8 Lemma. Let \((X_k)_{k \in \mathbb{Z}_+}\) be a branching processes with immigration given in (1.1). Then for all \( k \in \mathbb{Z}_+ \),

\[
\begin{align*}
\mathbb{E}X_k &= \begin{cases} 
\frac{m^k - 1}{m - 1} \lambda & \text{if } m \neq 1, \\
 k \lambda & \text{if } m = 1,
\end{cases} \\
\text{Var}X_k &= \begin{cases} 
\frac{m^{2k} - 1}{m - 1} - \frac{(m^k - 1)(m^{k-1} - 1)}{(m - 1)(m^2 - 1)} \lambda \sigma^2 & \text{if } m \neq 1, \\
 k b^2 + \frac{k(k - 1)}{2} \lambda \sigma^2 & \text{if } m = 1.
\end{cases}
\end{align*}
\]

Moreover, for all \( k, \ell \in \mathbb{Z}_+ \),

\[
\text{Cov}(X_k, X_\ell) = m^{k-\ell} \text{Var}X_{k\wedge \ell}.
\]

Furthermore, for all \( k \in \mathbb{Z}_+ \),

\[
\mathbb{E}(M_k^2 \mid \mathcal{F}_{k-1}) = \sigma^2 X_{k-1} + b^2.
\]

Proof. By (1.2), we obtain the recursion

\[
\mathbb{E}X_k = m\mathbb{E}X_{k-1} + \lambda \quad \text{for } k \in \mathbb{N}.
\]  

(2.5)

Moreover,

\[
\text{Var}X_k = m^2 \text{Var}X_{k-1} + \sigma^2 \mathbb{E}X_{k-1} + b^2 \quad \text{for } k \in \mathbb{N}.
\]  

(2.6)

Indeed, by (1.1),

\[
\begin{align*}
\mathbb{E}((X_k - \mathbb{E}X_k)^2 \mid X_{k-1}) &= \mathbb{E}((X_k - m\mathbb{E}X_{k-1} - \lambda)^2 \mid X_{k-1}) \\
&= \mathbb{E}\left( \left( \sum_{j=1}^{X_{k-1}} \xi_{k,j} + \varepsilon_k - m\mathbb{E}X_{k-1} - \lambda \right)^2 \left| X_{k-1} \right. \right) \\
&= \mathbb{E}\left( \left( \sum_{j=1}^{X_{k-1}} (\xi_{k,j} - m) + m(X_{k-1} - \mathbb{E}X_{k-1}) + (\varepsilon_k - \lambda) \right)^2 \left| X_{k-1} \right. \right).
\end{align*}
\]
The random variables $\xi_{k,j} - m$ and $\varepsilon_k - \lambda$ are independent of $X_{k-1}$ and have zero mean and variances $\sigma^2$ and $b^2$, respectively. Consequently,

$$
\mathbb{E}((X_k - \mathbb{E}X_k)^2 \mid X_{k-1}) = \sigma^2 X_{k-1} + m^2 (X_{k-1} - \mathbb{E}X_{k-1})^2 + b^2,
$$

which implies (2.6). From (2.5) and (2.6) we obtain the vector recursion

$$
\begin{pmatrix}
\mathbb{E}X_k \\
\text{Var}X_k
\end{pmatrix} = \begin{pmatrix}
m \\
\sigma^2 m^2
\end{pmatrix} \begin{pmatrix}
\mathbb{E}X_{k-1} \\
\text{Var}X_{k-1}
\end{pmatrix} + \begin{pmatrix}
\lambda \\
b^2
\end{pmatrix}
$$

for $n \in \mathbb{N}$.

Obviously, $\mathbb{E}X_0 = \text{Var}X_0 = 0$, hence

$$
\begin{pmatrix}
\mathbb{E}X_k \\
\text{Var}X_k
\end{pmatrix} = \sum_{j=0}^{k-1} \begin{pmatrix}
m & 0 \\
\sigma^2 & m^2
\end{pmatrix} \begin{pmatrix}
\lambda \\
b^2
\end{pmatrix}
$$

for $n \in \mathbb{N}$.

Clearly

$$
\begin{pmatrix}
m & 0 \\
\sigma^2 & m^2
\end{pmatrix}^j = \begin{pmatrix}
m^j & 0 \\
\sigma^2 \sum_{i=j}^{2j-2} m^i & m^{2j}
\end{pmatrix}
$$

for $j \in \mathbb{N}$.

Hence we conclude that

$$
\mathbb{E}X_k = \lambda \sum_{j=0}^{k-1} m^j,
$$

$$
\text{Var}X_k = b^2 \sum_{j=0}^{k-1} m^{2j} + \lambda \sigma^2 \sum_{j=1}^{k-1} \sum_{i=j-1}^{2j-2} m^i,
$$

which imply the formulas for $\mathbb{E}X_k$ and $\text{Var}X_k$.

The formula for the covariances $\text{Cov}(X_k, X_{\ell})$ follows from the recursion

$$
\text{Cov}(X_k, X_{\ell}) = m \text{Cov}(X_k, X_{\ell-1}) \quad \text{for } 0 \leq k < \ell. \quad (2.7)
$$

Indeed, by (2.5),

$$
\begin{aligned}
\mathbb{E}((X_k - \mathbb{E}X_k)(X_{\ell} - \mathbb{E}X_{\ell}) \mid \mathcal{F}_{\ell-1}) &= (X_k - \mathbb{E}X_k)\mathbb{E}(X_{\ell} - m\mathbb{E}X_{\ell-1} - \lambda \mid \mathcal{F}_{\ell-1}) \\
&= (X_k - \mathbb{E}X_k) \mathbb{E}\left(\sum_{j=1}^{X_{\ell-1}} (\xi_{\ell,j} + \varepsilon_{\ell} - m\mathbb{E}X_{\ell-1} - \lambda) \mid \mathcal{F}_{\ell-1}\right) \\
&= (X_k - \mathbb{E}X_k) \mathbb{E}\left(\sum_{j=1}^{X_{\ell-1}} (\xi_{\ell,j} - m) + m(X_{\ell-1} - \mathbb{E}X_{\ell-1}) + (\varepsilon_{\ell} - \lambda) \mid \mathcal{F}_{\ell-1}\right) \\
&= m(X_k - \mathbb{E}X_k)(X_{\ell-1} - \mathbb{E}X_{\ell-1}),
\end{aligned}
$$

which implies (2.7).
Finally,
\[ E(M_k^2 | \mathcal{F}_{k-1}) = E((X_k - mX_{k-1} - \lambda)^2 | \mathcal{F}_{k-1}) \]
\[ = E\left( \left( \sum_{j=1}^{X_{k-1}} (\xi_{k,j} - m) + (\varepsilon_k - \lambda) \right)^2 \right. | \mathcal{F}_{k-1} \left. \right) = \sigma^2 X_{k-1} + b^2, \]
and we finished the proof of the lemma.

We remark that \( EX_k, \text{Var}X_k \) and \( \text{Cov}(X_k, X_\ell) \) continuously depend on \( m \).

**Proof of Theorem 2.4.** We will make the following steps:

(A) we prove that \( \tilde{M}(n) := M(n) / \sqrt{n} \xrightarrow{D} \tilde{M} \) by the help of the martingale central limit theorem;

(B) we show that \( \tilde{X}(n) := (\mathcal{X}(n) - E\mathcal{X}(n)) / \sqrt{n} = \Phi_n(\tilde{M}(n)) \) with some measurable mappings \( \Phi_n : D([0, \infty), \mathbb{R}) \to D([0, \infty), \mathbb{R}) \) such that \( \Phi_n \to \Phi \) in an appropriate sense, where \( \Phi : D([0, \infty), \mathbb{R}) \to D([0, \infty), \mathbb{R}) \) is a measurable mapping, implying that \( (\tilde{X}(n), \tilde{M}(n)) \xrightarrow{D} (\Phi(\tilde{M}), \tilde{M}) \);

(C) we derive that \( \Phi(\tilde{M}) = \tilde{X} \).

(A). By the martingale central limit theorem (see, e.g. Jacod and Shiryaev [9, Theorem VIII. 3.33]), it suffices to prove that for all \( t \geq 0, \)
\[
\frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} E\left( M_k^{(n)} \left| \mathcal{F}_{k-1}^{(n)} \right. \right) \xrightarrow{P} T(t) \quad \text{as} \quad n \to \infty, \tag{2.8}
\]
\[
\forall \theta > 0 \quad \frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} E\left( M_k^{(n)} \mathbb{1}_{\{M_k^{(n)} > \theta \sqrt{n}\}} \left| \mathcal{F}_{k-1}^{(n)} \right. \right) \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty, \tag{2.9}
\]
By Lemma 2.8,
\[
E\left( (M_k^{(n)})^2 \left| \mathcal{F}_{k-1}^{(n)} \right. \right) = \sigma^2 X_{k-1}^{(n)} + b_n^2.
\]
Thus, in order to prove (2.8), we have to show that
\[
\frac{\sigma^2}{n} \sum_{k=1}^{\lfloor nt \rfloor} X_{k-1}^{(n)} \xrightarrow{P} \beta \lambda \int_0^t \left( \int_0^v e^{\alpha u} \, du \right) \, dv \quad \text{as} \quad n \to \infty. \tag{2.10}
\]
This statement will clearly follow once we prove
\[
E\left( \frac{\sigma^2}{n} \sum_{k=1}^{\lfloor nt \rfloor} X_{k-1}^{(n)} \right) \to \beta \lambda \int_0^t \left( \int_0^v e^{\alpha u} \, du \right) \, dv \quad \text{as} \quad n \to \infty, \tag{2.11}
\]
\[
\text{Var}\left( \frac{\sigma^2}{n} \sum_{k=1}^{\lfloor nt \rfloor} X_{k-1}^{(n)} \right) \to 0 \quad \text{as} \quad n \to \infty. \tag{2.12}
\]
If $m_n = 1$ then by Lemma 2.8,
\[
\frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} \mathbb{E} X_{k-1}^{(n)} = \frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} (k-1)\lambda_n = n\sigma_n^2 \lambda_n \frac{[nt]([nt]-1)}{2n^2}.
\]
Hence, along a subsequence with $m_n = 1$, we have
\[
\frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} \mathbb{E} X_{k-1}^{(n)} \to \frac{1}{2}\beta\lambda t^2 \quad \text{as} \quad n \to \infty. \quad (2.13)
\]

If $m_n \neq 1$ then again by Lemma 2.8,
\[
\frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} \mathbb{E} X_{k-1}^{(n)} = \frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} \frac{m_n^{k-1} - 1}{m_n - 1} \lambda_n = \frac{n\sigma_n^2 \lambda_n}{n(m_n - 1)} \left( \frac{m_n^{[nt]} - [nt]}{n(m_n - 1) - [nt]} \right).
\]

On one hand, assumption (i) implies that
\[
n(m_n - 1) \to \alpha \quad \text{as} \quad n \to \infty. \quad (2.14)
\]

On the other hand, for sufficiently large $n \in \mathbb{N}$, $m_n = e^{\alpha_n/n}$, where $\alpha_n \to \alpha$ as $n \to \infty$, since
\[
\alpha_n = n \log m_n = \log \left( 1 + \frac{\alpha + o(1)}{n} \right)^n \to \alpha \quad \text{as} \quad n \to \infty.
\]

Thus
\[
m_n^{[nt]} = e^{\alpha_n [nt]/n} \to e^{\alpha t} \quad \text{as} \quad n \to \infty. \quad (2.15)
\]

Consequently, along a subsequence with $m_n \neq 1$, we obtain that
\[
\frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} \mathbb{E} X_{k-1}^{(n)} \to \begin{cases} 
\frac{\beta\lambda}{\alpha} \left( \frac{e^{\alpha t} - 1}{\alpha} - t \right) & \text{if } \alpha \neq 0, \\
\frac{1}{2}\beta\lambda t^2, & \text{if } \alpha = 0.
\end{cases}
\]

Taking this convergence and (2.13) into account, we conclude (2.11).

In order to prove (2.12) first we note that by Lemma 2.8,
\[
\text{Var} \left( \frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} X_{k-1}^{(n)} \right) = \frac{\sigma_n^4}{n^2} \sum_{k=1}^{[nt]} \sum_{\ell=1}^{[nt]} m_n^{k-\ell} \text{Var}(X_{k-1}^{(n)})
\]
\[
= \frac{\sigma_n^4}{n^2} \left( \sum_{k=1}^{[nt]} \text{Var}(X_{k-1}^{(n)}) + 2 \sum_{k=1}^{[nt]-1} \sum_{j=1}^{[nt]-k} m_n^{j} \text{Var}(X_{k-1}^{(n)}) \right)
\]
\[
= \frac{\sigma_n^4}{n^2} \sum_{k=1}^{[nt]} \left( 2 \sum_{j=0}^{[nt]-k} m_n^{j} - 1 \right) \text{Var}(X_{k-1}^{(n)}).
\]
Thus
\[
\text{Var} \left( \frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} X_{k-1} \right) = \left( U_n(t)b_n^2 + V_n(t)\lambda_n \sigma_n^2 \right) \frac{\sigma_n^4}{n^2}, \tag{2.16}
\]
where
\[
U_n(t) := \begin{cases} 
\sum_{k=1}^{[nt]} \frac{m_n^{2k-2} - 1}{m_n^{2k-1} - 1} \left( 2 \frac{m_n^{[nt]-k+1} - 1}{m_n - 1} - 1 \right) & \text{if } m_n \neq 1, \\
\sum_{k=1}^{[nt]} (k-1)(2([nt] - k + 1) - 1) & \text{if } m_n = 1,
\end{cases}
\]
\[
V_n(t) := \begin{cases} 
\sum_{k=1}^{[nt]} \frac{(m_n^{k-1} - 1)(m_n^{k-2} - 1)}{(m_n^{k-1})(m_n^{k-2} - 1)} \left( 2 \frac{m_n^{[nt]-k+1} - 1}{m_n - 1} - 1 \right) & \text{if } m_n \neq 1, \\
\sum_{k=1}^{[nt]} \frac{(k-1)(k-2)}{2} (2([nt] - k + 1) - 1) & \text{if } m_n = 1.
\end{cases}
\]
If \( m_n = 1 \) then
\[
U_n(t) = \sum_{k=1}^{[nt]} (k-1)(2\lfloor nt \rfloor - 2k + 1) = \frac{[nt](\lfloor nt \rfloor - 1)(2\lfloor nt \rfloor - 1)}{6},
\]
hence for all \( t \in \mathbb{R}_+ \),
\[
\frac{U_n(t)}{n^3} \to \frac{t^3}{3} \quad \text{as } n \to \infty.
\]
Moreover,
\[
V_n(t) = \frac{1}{2} \sum_{k=1}^{[nt]} (k-1)(k-2)(2\lfloor nt \rfloor - 2k + 1) = \frac{[nt](\lfloor nt \rfloor - 1)^2(\lfloor nt \rfloor - 2)}{12},
\]
hence for all \( t \in \mathbb{R}_+ \),
\[
\frac{V_n(t)}{n^4} \to \frac{t^4}{12} \quad \text{as } n \to \infty.
\]
Thus, taking into account assumptions (ii) and (iv), for all \( t \in \mathbb{R}_+ \), along a subsequence with \( m_n = 1 \),
\[
\left( U_n(t)b_n^2 + V_n(t)\lambda_n \sigma_n^2 \right) \frac{\sigma_n^4}{n^2} = \frac{n^2 \sigma_n^4 b_n^2}{n} \frac{U_n(t)}{n^3} + \frac{n^3 \sigma_n^6 \lambda_n}{n} \frac{V_n(t)}{n^4} \to 0 \quad \text{as } n \to \infty.
\tag{2.17}
\]
If \( m_n \neq 1 \) then

\[
U_n(t) = \frac{1}{(m_n - 1)^2(m_n + 1)} \sum_{k=1}^{\lfloor nt \rfloor} (m_n^{2k-2} - 1)(2m_n^{\lfloor nt \rfloor - k} - (m_n + 1))
\]

\[
= \frac{1}{(m_n - 1)^2(m_n + 1)} \sum_{k=1}^{\lfloor nt \rfloor} (2m_n^{\lfloor nt \rfloor + k - 1} - 2m_n^{\lfloor nt \rfloor - k + 1} - (m_n + 1)m_n^{2k-2} + (m_n + 1))
\]

\[
= \frac{1}{(m_n - 1)^2(m_n + 1)} \left( 2m_n^{\lfloor nt \rfloor} - m_n^{\lfloor nt \rfloor} - \frac{m_n^{\lfloor nt \rfloor + 1} - m_n}{m_n - 1} - \frac{m_n^{\lfloor nt \rfloor} - 1}{m_n - 1} + (m_n + 1)[nt] \right).
\]

Using (2.14) and (2.15)

\[
\frac{U_n(t)}{n^3} \rightarrow \begin{cases} 
\frac{1}{2\alpha^2} \left( 2 \frac{e^{2\alpha t} - e^{\alpha t}}{\alpha} - 2 \frac{e^{\alpha t} - 1}{\alpha} - \frac{2 \alpha t - 1}{\alpha} + 2t \right) = \frac{\alpha^2 - 4e^{\alpha t} + 2\alpha t + 3}{2\alpha^3} & \text{if } \alpha \neq 0, \\
\frac{t^3}{3} & \text{if } \alpha = 0.
\end{cases}
\]

In a similar way,

\[
\frac{V_n(t)}{n^4} \rightarrow \begin{cases} 
\frac{e^{2\alpha t} - 4(\alpha t - 1)e^{\alpha t} - 2\alpha t - 5}{2\alpha^4} & \text{if } \alpha \neq 0, \\
\frac{t^4}{12} & \text{if } \alpha = 0.
\end{cases}
\]

Hence, for all \( t \in \mathbb{R}_+ \), along a subsequence with \( m_n \neq 1 \), we obtain again (2.17).

By (2.16), we conclude (2.12), and finally (2.8). (Note that \( \lim_{n \to \infty} U_n(t)/n^3 \) and \( \lim_{n \to \infty} V_n(t)/n^4 \) depend continuously on \( \alpha \).)

To prove the conditional Lindeberg condition (2.9) we consider the decomposition

\[
M_k^{(n)} = \sum_{j=1}^{X_{k-1}^{(n)}} \xi_{k,j}^{(n)} + \varepsilon_k^{(n)} - m_nX_{k-1}^{(n)} - \lambda_n = N_k^{(n)} + \delta_k^{(n)},
\]

where

\[
N_k^{(n)} := \sum_{j=1}^{X_{k-1}^{(n)}} (\xi_{k,j}^{(n)} - m_n), \quad \delta_k^{(n)} := \varepsilon_k^{(n)} - \lambda_n.
\]

Remark that for any pair \( Y, Z \) of random variables and for any \( \theta > 0 \) we have

\[
\mathbb{P}\{Y+Z>\theta\} \leq \mathbb{P}\{Y>\theta/2\} + \mathbb{P}\{Z>\theta/2\}.
\]
Hence, it suffices to show
\[
\frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( \left( N_k^{(n)} \right)^2 \mathbb{1}_{\{|N_k^{(n)}| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right) \xrightarrow{P} 0 \quad \text{as } n \to \infty, \quad (2.18)
\]
\[
\frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( \left( \delta_k^{(n)} \right)^2 \mathbb{1}_{\{|N_k^{(n)}| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right) \xrightarrow{P} 0 \quad \text{as } n \to \infty, \quad (2.19)
\]
\[
\frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( \left( \delta_k^{(n)} \right)^2 \mathbb{1}_{\{|N_k^{(n)}| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right) \xrightarrow{P} 0 \quad \text{as } n \to \infty, \quad (2.20)
\]
\[
\frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( \left( \delta_k^{(n)} \right)^2 \mathbb{1}_{\{|N_k^{(n)}| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right) \xrightarrow{P} 0 \quad \text{as } n \to \infty \quad (2.21)
\]
for all \( \theta > 0 \) and all \( t > 0 \).

To prove (2.18), introduce the random step functions
\[
S_n(t) := \sum_{j=1}^{[nt]} \left( \zeta_{j,j}^{(n)} - m_n \right) \quad \text{for } t \in \mathbb{R}_+, \ n \in \mathbb{N}.
\]

We note that conditions (i) and (ii) imply that \( \mathbb{E}S_n(t) = 0 \) and \( \text{Var}(S_n(t)) = [nt] \sigma_n^2 \to \beta t \). Together with the Lindeberg condition (iii), this guarantees that
\[
S_n \xrightarrow{D} W_\beta \quad \text{as } n \to \infty,
\]
where \((W_\beta(t))_{t \in \mathbb{R}_+}\) is a Wiener process with \( \mathbb{E}W_\beta(t) = 0 \) and \( \text{Var}W_\beta(t) = \beta t \), \( t \in \mathbb{R}_+ \).

Moreover,
\[
\frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( \left( N_k^{(n)} \right)^2 \mathbb{1}_{\{|N_k^{(n)}| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right)
\]
\[
= \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( \left( \sum_{j=1}^{\ell} \xi_{k,j}^{(n)} - m_n \right)^2 \mathbb{1}_{\{|\sum_{j=1}^{\ell} (\xi_{k,j}^{(n)} - m_n)\| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right)
\]
\[
= \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( S_n \left( \frac{x}{n} \right)^2 \mathbb{1}_{\{|S_n \left( \frac{x}{n} \right)| > \theta \sqrt{n}\}} \bigg| \mathcal{F}_{k-1}^{(n)} \right)
\]
\[
= F_n \left( \frac{1}{n} \mathcal{X}^{(n)} \right),
\]
where the measurable mapping \( F_n : D([0,t],\mathbb{R}) \to \mathbb{R} \) is defined by
\[
F_n(x) := \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \left( S_n \left( x \left( \frac{k-1}{n} \right) \right)^2 \mathbb{1}_{\{|S_n \left( x \left( \frac{k-1}{n} \right) \right)| > \theta \sqrt{n}\}} \right) \quad \text{for } x \in D([0,t],\mathbb{R}).
\]
By Theorem 2.1, we have
\[ \frac{1}{n} X^{(n)} \overset{D}{\longrightarrow} \mu_X \quad \text{as} \quad n \to \infty, \]
where \( \mu_X \) is a continuous function. In view of the continuous mapping theorem (see Billingsley [2, Theorem 5.5]), in order to prove (2.18) it suffices to show that
\[ F_n(x_n) \to 0 \quad \text{if} \quad x_n \in C([0, t], \mathbb{R}), \ x_n \in D([0, t], \mathbb{R}) \quad \text{with} \quad \|x_n - x\|_\infty \to 0 \quad \text{as} \quad n \to \infty. \]
(We used that in this case \( x_n \to x \) in \( D([0, t], \mathbb{R}) \) if and only if \( \|x_n - x\|_\infty \to 0 \), see, e.g. Jacod and Shiryaev [9, VI,1.17].) We have
\[ F_n(x_n) = E G_n(S_n), \]
where the measurable mapping \( G_n : D([0, L], \mathbb{R}) \to \mathbb{R} \) is defined by
\[ G_n(y) := \frac{1}{n} \sum_{k=1}^{[nt]} y\left(x_n\left(\frac{k-1}{n}\right)\right)^2 \mathbb{1}_{\{|y(x_n(\frac{k-1}{n}))| > \theta \sqrt{n}\}} \quad \text{for} \quad y \in D([0, L], \mathbb{R}), \]
and
\[ L := \sup_{n \in \mathbb{N}} \sup_{s \in [0, t]} |x_n(s)| < \infty. \]
Obviously
\[ G_n(y) \leq H_n(y) \quad \text{for all} \quad y \in D([0, L], \mathbb{R}), \]
where the measurable mapping \( H_n : D([0, L], \mathbb{R}) \to \mathbb{R} \) is defined by
\[ H_n(y) := \frac{1}{n} \sum_{k=1}^{[nt]} y\left(x_n\left(\frac{k-1}{n}\right)\right)^2 \quad \text{for} \quad y \in D([0, L], \mathbb{R}). \]
In view of the dominated convergence theorem (see, e.g. Ethier and Kurtz [3, Appendices, Theorem 1.2]), in order to show \( E G_n(S_n) \to 0 \) it suffices to prove that
\begin{enumerate}
\item[(a)] \( G_n(S_n) \overset{D}{\longrightarrow} 0 \quad \text{as} \quad n \to \infty, \)
\item[(b)] \( H_n(S_n) \overset{D}{\longrightarrow} H(W_\beta) \quad \text{as} \quad n \to \infty, \)
\end{enumerate}
where the measurable mapping \( H : D([0, L], \mathbb{R}) \to \mathbb{R} \) is defined by
\[ H(y) := \int_0^t y(x(s))^2 \, ds \quad \text{for} \quad y \in D([0, L], \mathbb{R}), \]
\begin{enumerate}
\item[(c)] \( EH_n(S_n) \to EH(W_\beta) \quad \text{as} \quad n \to \infty. \)
\end{enumerate}
To prove (a) and (b), we use again the continuous mapping theorem. Since $S_n \xrightarrow{D} W_\beta$ and almost all trajectories of $W_\beta$ are continuous, it suffices to show that

$G_n(y_n) \to 0$ if $y \in C([0, L], \mathbb{R})$, $y_n \in D([0, L], \mathbb{R})$ with $\|y_n - y\|_\infty \to 0$ as $n \to \infty$.

We have

$G_n(y_n) = \frac{1}{n} \sum_{k=1}^{[nt]} y_n(x_n(k/n)) \mathbb{1}_{\{|y_n(x_n(k/n))| > \theta \sqrt{n}\}} = 0$

for sufficiently large $n \in \mathbb{N}$, since

$\sup_{n \in \mathbb{N}} \|y_n \circ x_n\|_\infty < \infty$.

Indeed, $\|y_n \circ x_n\|_\infty \leq \|y_n\|_\infty \leq \|y_n - y\|_\infty + \|y\|_\infty$, where $\|y_n - y\|_\infty \to 0$ as $n \to \infty$, and $\|y\|_\infty < \infty$. Hence we conclude (a). To prove (b), it is enough to check that

$H_n(y_n) \to H(y)$ if $y \in C([0, L], \mathbb{R})$, $y_n \in D([0, L], \mathbb{R})$ with $\|y_n - y\|_\infty \to 0$ as $n \to \infty$.

Moreover, $E S_n^2 = [ns] \sigma_n^2$ implies

$E H_n(S_n) = \frac{\sigma_n^2}{n} \sum_{k=1}^{[nt]} [nx_n(k/n)] \to \beta \int_0^t x(s) \, ds$.

By Fubini’s theorem,

$E H(W_\beta) = \int_0^t E W_\beta(x(s))^2 \, ds = \beta \int_0^t x(s) \, ds$,

hence we obtain (c). Consequently, we conclude $E G_n(S_n) \to 0$, which implies $F_n(x_n) \to 0$, and finally, we obtain (2.18).

To prove (2.19) we note that

$E \left( \sum_{k=1}^{[nt]} (\xi_{k,j}^{(n)} - m_{n}) \mathbb{1}_{\{|\xi_{k,j}^{(n)}| > \theta \sqrt{n}\}} \right)^2 = E \left( \sum_{j=1}^{X_{k-1}^{(n)}} (\xi_{k,j} - m_{n}) \mathbb{1}_{\{|\xi_{k,j}^{(n)}| > \theta \sqrt{n}\}} \right)^2$

$= \sigma_n^2 X_{k-1}^{(n)} \mathbb{1}_{\{|\xi_{k,j}^{(n)}| > \theta \sqrt{n}\}} = \sigma_n^2 X_{k-1}^{(n)} P(\varepsilon_1^{(n)} - \lambda_n > \theta \sqrt{n})$.

Moreover

$P(\varepsilon_1^{(n)} - \lambda_n > \theta \sqrt{n}) \leq \theta^{-2} n^{-1} E \left( (\varepsilon_1^{(n)} - \lambda_n)^2 \mathbb{1}_{\{|\varepsilon_1^{(n)} - \lambda_n| > \theta \sqrt{n}\}} \right)$,

hence (2.19) is a consequence of (2.10) and the assumptions (ii) and (v).
In order to show (2.20) we use the estimate
\[
\mathbb{E}
\left(\left(\delta_k^{(n)}\right)^2 1_{|\delta_k^{(n)}|>\theta \sqrt{n}} \right) \| \mathcal{F}^{(n)}_{k-1} \| \leq \theta^{-2} n^{-1} \mathbb{E}
\left(\left(\delta_k^{(n)}\right)^2 \left(N_k^{(n)}\right)^2 \right) \| \mathcal{F}^{(n)}_{k-1} \|
\]
\[
= \theta^{-2} n^{-1} \mathbb{E}
\left(\left(\varepsilon_k^{(n)} - \lambda_n\right)^2 \left(\sum_{j=1}^{X_{k-1}^{(n)}} \left(\xi_{k,j} - m_n\right)\right)^2 \right) \| \mathcal{F}^{(n)}_{k-1} \|
= \theta^{-2} n^{-1} b_n^2 \sigma_n^2 X_{k-1}^{(n)}.
\]
Thus (2.20) follows from (2.10) and the assumptions (ii) and (iv).

We have
\[
\mathbb{E}
\left(\left(\delta_k^{(n)}\right)^2 1_{|\delta_k^{(n)}|>\theta \sqrt{n}} \right) \| \mathcal{F}^{(n)}_{k-1} \| = \mathbb{E}
\left(\left(\varepsilon_k^{(n)} - \lambda_n\right)^2 1_{|\varepsilon_k^{(n)} - \lambda_n|>\theta \sqrt{n}} \right),
\]
hence (2.21) follows from the assumption (v). We finished the proof of (2.9), hence the proof of (A) is complete.

(B). By the regression equation (1.3) and by the recursion (2.5), we obtain the regression equation
\[
X_k^{(n)} - \mathbb{E}X_k^{(n)} = m_n (X_{k-1}^{(n)} - \mathbb{E}X_{k-1}^{(n)}) + M_k^{(n)}.
\]
It has the solution
\[
X_k^{(n)} - \mathbb{E}X_k^{(n)} = \sum_{j=1}^{k} m_n^{j-k} M_j^{(n)}.
\]
Hence
\[
\tilde{X}^{(n)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{[nt]} m_n^{[nt]-j} M_j^{(n)} = \sum_{j=1}^{[nt]} m_n^{[nt]-j} \left(\frac{j}{n}\right) - \tilde{\mathcal{M}}^{(n)} \left(\frac{j-1}{n}\right).
\]
Writing again $m_n = e^{\alpha_n/n}$ where $\alpha_n \rightarrow \alpha$, we have
\[
\tilde{X}^{(n)}(t) = \int_{0}^{[nt]/n} e^{\alpha_n([nt]/n-s)} d\tilde{\mathcal{M}}^{(n)}(s),
\]
which suggests $\tilde{X}^{(n)} \overset{D}{\rightarrow} \int_{0}^{t} e^{\alpha(t-s)} d\tilde{\mathcal{M}}(s)$. Instead of proving the convergence of stochastic integrals, we choose a simpler way, namely, we rearrange the sum, then we use the continuous mapping theorem and finally we rearrange the result by Itô’s formula. Thus we write
\[
\tilde{X}^{(n)}(t) = \tilde{\mathcal{M}}^{(n)} \left(\frac{[nt]}{n}\right) - \sum_{j=1}^{[nt]-1} \left(e^{\alpha_n([nt]-j-1)/n} - e^{\alpha_n([nt]-j)/n}\right) \tilde{\mathcal{M}}^{(n)} \left(\frac{j}{n}\right)
\]
\[
= \tilde{\mathcal{M}}^{(n)} \left(\frac{[nt]}{n}\right) + \alpha_n \sum_{j=1}^{[nt]-1} \int_{j/n}^{(j+1)/n} e^{\alpha_n([nt]/n-s)} d\tilde{\mathcal{M}}^{(n)} \left(\frac{j}{n}\right)
\]
\[
= \tilde{\mathcal{M}}^{(n)} \left(\frac{[nt]}{n}\right) + \alpha_n \int_{0}^{[nt]/n} e^{\alpha_n([nt]/n-s)} \tilde{\mathcal{M}}^{(n)}(s) ds.
\]
This implies \( \tilde{X}^{(n)}, \tilde{M}^{(n)} = \Psi_n(\tilde{M}^{(n)}) \) with the mapping \( \Psi_n : D(R^+, R) \to D(R^+, R^2) \) defined by
\[
\Psi_n(x)(t) = \left( x \left( \frac{\lfloor nt \rfloor}{n} \right) + \alpha_n \int_0^{\lfloor nt \rfloor/n} e^{\alpha t/n} x(s) ds, x(t) \right) \quad \text{for } x \in D(R^+, R).
\]

We want to show that \( \Psi_n(\tilde{M}^{(n)}) \xrightarrow{D} \Psi(\tilde{M}) \), where the mapping \( \Psi : D(R^+, R) \to D(R^+, R^2) \) is defined by
\[
\Psi(x)(t) = \left( x(t) + \alpha \int_0^t e^{\alpha t/s} x(s) ds, x(t) \right) \quad \text{for } x \in D(R^+, R).
\]

Since almost all trajectories of the limit process are continuous, in view of the continuous mapping theorem, it suffices to check that
\[
\Psi_n(x_n) \to \Psi(x) \quad \text{if } x \in C([0, t], R), \ x_n \in D([0, t], R) \text{ with } x_n \to x \text{ as } n \to \infty.
\]
(C). Itô’s formula yields
\[
\tilde{X}(t) = \int_0^t e^{\alpha(t-s)} d\tilde{M}(s) = \tilde{M}(t) + \alpha \int_0^t e^{\alpha(t-s)} \tilde{M}(s) ds,
\]
hence \( \Psi(\tilde{M}) = (\tilde{X}, \tilde{M}) \), and we finished the proof. \( \square \)

### 3 Asymptotics of the least squares estimators

Consider a branching process with immigration given in (1.1). If the immigration mean \( \lambda \) is known then the conditional least squares estimator \( \hat{m}_n \) based on the regression equation (1.3) can be obtained by minimizing the sum of squares
\[
\sum_{k=1}^n (X_k - mX_{k-1} - \lambda)^2 \tag{3.1}
\]
with respect to \( m \), and it has the form
\[
\hat{m}_n = \frac{\sum_{k=1}^n X_{k-1}(X_k - \lambda)}{\sum_{k=1}^n X_k^2}.
\]

If the immigration mean \( \lambda \) is unknown then the joint conditional least squares estimator \( (\tilde{m}_n, \tilde{\lambda}_n) \) of the vector \( (m, \lambda) \) can be obtained by minimizing the sum of squares (3.1) with respect to \( m \) and \( \lambda \), and it has the form
\[
\tilde{m}_n = \frac{\sum_{k=1}^n X_{k-1}(X_k - X)}{\sum_{k=1}^n (X_{k-1} - X)^2}, \quad \tilde{\lambda}_n = \bar{X} - \tilde{m}_n \bar{X}.
\]
where
\[
\bar{X} := \frac{1}{n} \sum_{k=1}^{n} X_k, \quad \bar{X}_* := \frac{1}{n} \sum_{k=1}^{n} X_{k-1}.
\]

In the subcritical case, \( m < 1 \), under the assumptions \( E\xi_1^3 < \infty \) and \( E\xi_1^3 < \infty \), the estimators \( \hat{m}_n \) and \( (\hat{m}_n, \hat{\lambda}_n) \) are asymptotically normal:

\[
n^{1/2}(\hat{m}_n - m) \xrightarrow{D} N(0, c^2) \quad \text{as} \quad n \to \infty,
\]

\[
\left( n^{1/2}(\hat{m}_n - m) \right) \xrightarrow{D} N(0, \Sigma) \quad \text{as} \quad n \to \infty,
\]

where the variance \( c^2 \) and the covariance matrix \( \Sigma \) can be expressed by the moments up to the third order of the offspring and immigration distribution (see Klimko and Nelson [11]; closely related estimators were proposed and studied by Heyde and Seneta [5, 6] and Quine [14]).

In the critical case, \( m = 1 \), the estimators \( \hat{m}_n \) and \( (\hat{m}_n, \hat{\lambda}_n) \) are not asymptotically normal, but

\[
n(\hat{m}_n - 1) \xrightarrow{D} \frac{1}{2} X(1)^2 - \left( \lambda + \frac{1}{2} \sigma^2 \right) \int_0^1 \mathcal{X}(t) \, dt \quad \text{as} \quad n \to \infty,
\]

and

\[
n(\hat{m}_n - 1) \xrightarrow{D} \frac{1}{2} X(1)^2 - \left( \mathcal{X}(1) + \frac{1}{2} \sigma^2 \right) \int_0^1 \mathcal{X}(t) \, dt - \left( \int_0^1 \mathcal{X}(t) \, dt \right)^2 \quad \text{as} \quad n \to \infty.
\]

(See Wei and Winnicki [16, 18].) The proof is based on the convergence result (1.4). Wei and Winnicki [16, 18] also proved that \( \hat{\lambda}_n \) is not a consistent estimator of \( \lambda \).

Now let us consider a sequence of branching processes with immigration given in (1.5). Based on convergence result (1.6) due to Sriram [15], one can easily obtain that (3.2) and (3.3) hold with \( \mathcal{X} \) replaced by \( \mathcal{X}_\alpha \).

Applying the continuous mapping theorem and using Slutsky’s argument one can derive the asymptotic behaviour of the estimators \( \hat{m}_n \) and \( (\hat{m}_n, \hat{\lambda}_n) \) in the nearly critical model of Theorem 2.4 exactly in the same way as it has been obtained in the case of a Bernoulli offspring distribution in Ispány et al. [7, 8].

3.1 Theorem. Suppose that the assumptions of Theorem 2.4 hold with some \( \lambda > 0 \). Then

\[
n^{3/2}(\hat{m}_n - m_n) \xrightarrow{D} \frac{\int_0^1 \mu X(t) \, d\mathcal{X}(t)}{\int_0^1 \mu X(t)^2 \, dt} \xrightarrow{D} \mathcal{N}(0, c^2),
\]
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where \( \mu_X(t) = \lambda \int_0^t e^{\alpha u} du, \ t \in \mathbb{R}_+ \), and

\[
c^2 := \frac{\int_0^1 \mu_X(t)^2 g(t) \, dt}{\left( \int_0^1 \mu_X(t)^2 \, dt \right)^2}
\]

with the function \( g(t) = b^2 + \beta \mu_X(t), \ t \in \mathbb{R}_+ \).

Moreover,

\[
\begin{pmatrix}
n^{3/2}(\tilde{m}_n - m_n) \\
n^{1/2}(\tilde{\lambda}_n - \lambda_n)
\end{pmatrix} \xrightarrow{\mathbb{D}} \begin{pmatrix}
\frac{\int_0^1 \mu_X(t) \, d\tilde{M}(t) - \bar{\mu}_X \tilde{M}(1)}{\int_0^1 (\mu_X(t) - \bar{\mu}_X)^2 \, dt} \\
\frac{\tilde{M}(1) \int_0^1 \mu_X(t)^2 \, dt - \bar{\mu}_X \int_0^1 \mu_X(t) \, d\tilde{M}(t)}{\int_0^1 (\mu_X(t) - \bar{\mu}_X)^2 \, dt}
\end{pmatrix} \xrightarrow{\mathbb{D}} \mathcal{N}(0, \Sigma),
\]

where \( \bar{\mu}_X := \int_0^1 \mu_X(t) \, dt \) and

\[
\Sigma := \frac{1}{\left( \int_0^1 (\mu_X(t) - \bar{\mu}_X)^2 \, dt \right)^2} \sigma_{i,j} \text{ for } 1 \leq i,j \leq 2
\]

with

\[
\sigma_{1,1} := \int_0^1 (\mu_X(t) - \bar{\mu}_X)^2 \, g(t) \, dt,
\]

\[
\sigma_{1,2} := \int_0^1 (\mu_X(t) - \bar{\mu}_X) \left( \int_0^1 \mu_X(t)^2 \, dt - \bar{\mu}_X \mu_X(t) \right) \, g(t) \, dt,
\]

\[
\sigma_{2,2} := \int_0^1 \left( \int_0^1 \mu_X(t)^2 \, dt - \bar{\mu}_X \mu_X(t) \right)^2 \, g(t) \, dt.
\]

### 3.2 Remark

We remark that in this case \( \tilde{\lambda}_n \) is again a consistent estimator, in contrast to the case where \( \sigma_n^2 \to \sigma^2 > 0 \).

### 3.3 Remark

If \( b^2 = \beta = 0 \) then the limiting normal distributions are degenerated, that is, \( c^2 = 0 \) and \( \Sigma = 0 \). Thus in this case we obtain that \( n^{3/2}(\tilde{m}_n - m_n) \xrightarrow{\mathbb{P}} 0 \) and \( n^{3/2}(\tilde{m}_n - m_n) \xrightarrow{\mathbb{P}} 0 \) if \( n^{1/2}(\tilde{\lambda}_n - \lambda_n) \xrightarrow{\mathbb{P}} 0 \) as \( n \to \infty \), which means that the norming factors \( n^{3/2} \) and \( n^{1/2} \) are not appropriate.

### 3.4 Remark

We explain heuristically that Sriram’s convergence theorem \( \lambda^{(n)}(t) \to \mu_X \) implies only that \( n(\tilde{m}_n - m_n) \xrightarrow{\mathbb{P}} 0 \), while from the convergence \( (\lambda^{(n)} - \mathbb{E}\lambda^{(n)})/\sqrt{\tilde{\lambda}_n} \xrightarrow{\mathbb{D}} \tilde{X} \) of Theorem 2.4 we can derive \( n^{3/2}(\tilde{m}_n - m_n) \xrightarrow{\mathbb{D}} \mathcal{N}(0, c^2) \). On one hand, we have

\[
n(\tilde{m}_n - 1) = \frac{\sum_{k=1}^n \lambda^{(n)}(X_k^{(n)} - X_{k-1}^{(n)} - \lambda_n)}{\sum_{k=1}^n (X_{k-1}^{(n)})^2} = \frac{\int_0^1 \lambda^{(n)}(t) \, d\lambda^{(n)}(t) - n \lambda_n \int_0^1 \lambda^{(n)}(t) \, dt}{\int_0^1 \lambda^{(n)}(t)^2 \, dt}.
\]
By Sriram’s result we obtain that

\[ n(\hat{m}_n - 1) \xrightarrow{d} \int_0^1 \mu_X(t) \, d\mu_X(t) - \lambda \int_0^1 \mu_X(t) \, dt \int_0^1 \mu_X(t)^2 \, dt. \]

By \( d\mu_X(t) = (\lambda + \alpha \mu_X(t)) \, dt \), we conclude \( n(\hat{m}_n - 1) \xrightarrow{d} \alpha \), thus

\[ n(\hat{m}_n - m_n) = n(\hat{m}_n - 1) - n(m_n - 1) \xrightarrow{p} 0. \]

On the other hand,

\[ n^{3/2}(\hat{m}_n - m_n) = n^{3/2} \sum_{k=1}^n \frac{X_k^{(n)}(X_k^{(n)} - m_n X_k^{(n)} - \lambda_n)}{\sum_{k=1}^n (X_k^{(n)})^2} = n^{3/2} \sum_{k=1}^n \frac{X_k^{(n)} M_k^{(n)}}{\sum_{k=1}^n (X_k^{(n)})^2} \]

\[ = n^{1/2} \frac{\int_0^1 X^{(n)}(t) \, dM(t)}{\int_0^1 X^{(n)}(t)^2 \, dt} = \int_0^1 \left( n^{-1/2}\tilde{X}^{(n)}(t) + n^{-1}E\tilde{X}^{(n)}(t) \right) \, d\tilde{M}^{(n)}(t) \]

Theorem 2.4 and \( n^{-1}E\tilde{X}^{(n)}(t) \to \mu_X(t) \) imply

\[ n^{3/2}(\hat{m}_n - m_n) \xrightarrow{d} \int_0^1 \mu_X(t) \, d\tilde{M}(t) \int_0^1 \mu_X(t)^2 \, dt, \]

as stated. The above consideration shows that the ‘main term’ of the integrands becomes the nonrandom function \( \mu_X \), while the random fluctuation term \( \tilde{X} \) disappears as \( n \to \infty \), and this causes the asymptotic normality of the estimator \( \hat{m}_n \).
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