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Abstract

The lifetime of the tau lepton is measured using data collected in 1994 by the L3 detector at LEP. The precise track position information of the Silicon Microvertex Detector is exploited. The tau lepton lifetime is determined from the signed impact parameter distribution for 30322 tau decays into one charged particle and from the decay length distribution for 3891 tau decays into three charged particles. Combining the two methods we obtain $\tau_\tau = 290.1 \pm 4.0$ fs.

Submitted to Phys. Lett. B
Introduction

In the Standard Model of electroweak interactions [1], the couplings of charged and neutral currents to leptons are independent of the lepton generation. The most basic test of this universality for the charged current is the measurement of the coupling strength of electron, muon and tau to the W boson. The vertex factor for tau decays and muon decays is the same under the hypothesis of lepton universality in charged currents, thus their leptonic widths should be related by a simple phase-space factor. The leptonic tau decay rate

\[
\Gamma(\tau^- \rightarrow \ell^- \bar{\nu}_\ell \nu_\tau) \equiv \frac{\text{BR}(\tau^- \rightarrow \ell^- \bar{\nu}_\ell \nu_\tau)}{\tau_\tau} = \frac{G^2_F m^5_\tau}{192\pi^3} (1 + \delta_m) (1 + \delta_W) (1 + \delta_{rad}) \quad \ell^- = e^-, \mu^-
\]

gives the total coupling strength, measured by the Fermi constant \( G_F \) which is defined by the analogous relation for muon decays. The correction \( \delta_m \) takes into account the finite mass of the charged lepton in the final state. The W propagator effects lead to the correction \( \delta_W \), while QED radiative corrections are introduced by the last factor, \( \delta_{rad} \). Therefore a measurement of the tau lifetime \( \tau_\tau \) and leptonic branching ratios provides a test of lepton universality in charged weak currents.

In this paper, we present a measurement of the tau lifetime using two different methods. In the first method, the lifetime is extracted from the observed decay length distribution in three-prong tau decays. The second method uses the impact parameter distribution in one-prong tau decays. This new measurement makes use of the enhanced tracking capabilities of the Silicon Microvertex Detector [3] and increased statistics.

1 The L3 Detector

The L3 detector [4] consists of a central tracking system, a fine-grained electromagnetic calorimeter composed of BGO crystals, a ring of plastic scintillation counters, a hadron calorimeter with uranium absorber and proportional wire chambers, and a muon spectrometer consisting of multi-wire drift chambers. These detectors are installed in a 12 m diameter solenoidal magnet which provides a magnetic field of 0.5 T along the beam direction.

The measurement is based on the information obtained from the central tracking system, which is composed of a Silicon Microvertex Detector (SMD), a Time Expansion Chamber (TEC) and a Z-chamber. The SMD is made of two concentric layers of double-sided silicon detectors, placed at about 6 and 8 cm from the beam line. Each layer provides a two-dimensional position measurement, with a resolution of 7 and 14 \( \mu m \) [5,6] for normal incident tracks, in the directions perpendicular and parallel to the beam direction, respectively. The TEC consists of two coaxial cylindrical drift chambers with 12 inner and 24 outer sectors. The sensitive region is between 10 and 45 cm in the radial direction, with 62 layers of wires giving a spatial resolution of approximately 50 \( \mu m \) in the plane perpendicular to the beam axis (\( r\phi \) plane).

2 Selection of \( Z \rightarrow \tau^+\tau^- \) Decays

For this analysis data collected in 1994 by the L3 detector are used, which correspond to an integrated luminosity of 46 pb\(^{-1}\). The strategy for selecting \( Z \) decays into tau pairs is to identify
events which contain two highly collimated, back-to-back and low-multiplicity jets. For this purpose the track multiplicity, the jet energy and the jet direction are used.

2.1 Event Selection

In order to have high-quality reconstruction of the tracks, \(Z\) decays into \(\tau^+\tau^-\) pairs are selected within a fiducial volume defined by \(|\cos \theta_i| < 0.72\) (barrel region), where the polar angle \(\theta_i\) is given by the thrust axis of the event. The event is required to have at least two jets, corresponding to the two taus, and the energy of the most energetic jet is required to be greater than 8 GeV. The acollinearity angle between the directions of the two highest-energy jets must be smaller than 10° to reduce the background from two-photon processes.

In order to remove hadronic \(Z\) decays, the number of tracks in each jet must be less than four. In addition the maximum angle between the track direction and the thrust axis of the nearest jet must be less than 18° and 22°, for the most energetic and the second most energetic jets, respectively.

The background from \(e^+e^- \rightarrow e^+e^- (\gamma)\) is reduced by requiring the total energy deposited in the electromagnetic calorimeter to be less than 75% of the center-of-mass energy. In addition, the two highest-energy clusters in the electromagnetic calorimeter having an electromagnetic shower shape, must have energies below 85% and 80% of the beam energy.

In order to reject \(e^+e^- \rightarrow \mu^+\mu^- (\gamma)\) events, the total momentum measured in the muon spectrometer must be less than 70% of the center-of-mass energy. In addition, if the momentum of a muon exceeds 80% of the energy of the associated jet (isolated muon), this momentum is required to be less than 80% of the beam energy. If muons are not reconstructed in the muon chambers they can be identified by a minimum ionizing energy deposit. Therefore, in events with an energy in the hadronic calorimeter of less than 7 GeV, we require a track length in this calorimeter of less than 23 cm for at least one jet. This rejects dimuon events, as well as cosmic-ray events. The cosmic-ray background is further reduced by requiring a scintillation counter hit within 5 ns of the beam crossing. In addition, the distance of closest approach to the interaction point measured in the muon chambers must be less than two standard deviations of the resolution.

Following this procedure, 31108 events are selected in the barrel region from the data collected in 1994. The selection efficiency in the fiducial volume is determined to be 77.7% from \(e^+e^- \rightarrow \tau^+\tau^- (\gamma)\) Monte Carlo events generated with KORALZ [7] and simulated with GEANT [8]. In the selected sample a background of 0.53%, 0.58% and 0.22%, determined by Monte Carlo, remains from \(Z\) decays into electrons, muons and hadrons, respectively. The contamination of cosmic rays and two-photon processes are estimated to be 0.1% each. The relative uncertainty on the background fractions is approximately 20%.

2.2 Selection of One- and Three- Prong Tau Decays

In addition to the selection of \(Z \rightarrow \tau^+\tau^-\) decays, cuts are applied to the tracks in order to ensure a good quality of the reconstruction. There must be at least 40 TEC hits on each track and at least one hit from the SMD inner \(r\phi\) layer. The transverse momentum of the track must be greater than 500 MeV and the impact parameter, \(\delta\), must be less than 10 mm.

The event is divided into two hemispheres by the plane perpendicular to the thrust axis. Hemispheres with only one track are selected for the impact parameter method and those with three tracks are selected for the decay length method. For the three prong candidates, only
two of the three tracks are required to have matched SMD hits. In addition the $\chi^2$ probability of the secondary vertex is required to be larger than 1%.

3 Tracking Performance

In both methods used in this analysis it is crucial to have a systematically accurate determination of the impact parameter and also of its error. The experimental resolutions on the impact parameter and the decay length are related to the error on the impact parameter; therefore a track-by-track knowledge of this error is required. An estimator of the intrinsic impact parameter error is given by the track fit error, $\sigma_{\text{fit}}$. In addition to this, uncertainties from the horizontal and vertical size of the interaction region, $\sigma_{x,y}$, and from the multiple scattering, $\sigma_{\text{MS}}$, have to be taken into account. The total impact parameter error for a certain track, $i$, is then

$$\sigma_{\delta_i}^2 = \sigma_{\text{fit}}^2 + \sigma_x^2 \sin^2 \phi_i + \sigma_y^2 \cos^2 \phi_i + \sigma_{\text{MS}}^2$$

where $\phi_i$ is the track azimuthal angle.

The tau production point is estimated from the average beam position during a LEP fill, found from hadronic events. The size of the interaction region is determined from Bhabha and dimuon events to be $\sigma_x = 119 \pm 1 \mu m$ and $\sigma_y = 12 \pm 2 \mu m$ in the horizontal and vertical directions, respectively.

Figure 1 shows the distribution of the distance between the two tracks in the plane perpendicular to the beam axis (miss distance), for Bhabha and dimuon events. The solid line represents the result of a fit to the distribution with the sum of two Gaussian functions. An average impact parameter intrinsic resolution of 26 $\mu$m can be estimated for 72% of the tracks. For the remaining tracks the average resolution is 61 $\mu$m.

The impact parameter resolution function, $R$, is described in terms of a double Gaussian function

$$R(\delta, \delta_i, \sigma_{\delta_i}) = \frac{1}{\sqrt{2\pi} \sigma_{\delta_i}} \left\{ \frac{1-f}{\kappa_1} \exp \left[ -\frac{1}{2} \left( \frac{\delta - \delta_i}{\kappa_1 \sigma_{\delta_i}} \right)^2 \right] + \frac{f}{\kappa_2} \exp \left[ -\frac{1}{2} \left( \frac{\delta - \delta_i}{\kappa_2 \sigma_{\delta_i}} \right)^2 \right] \right\}$$

where $f$ is the relative fraction of the second Gaussian and $\kappa_1, 2$ are correction factors for the estimated total impact parameter error, $\sigma_{\delta_i}$. For the decay length measurement, a similar parametrization is used for the resolution function $R(L, L_i, \sigma_{L_i})$. The parameters $f, \kappa_1, 2$, allow for residual systematic effects in the tracking detectors, beam spot position and size, and the treatment of multiple scattering.

The quality of the description of the resolution function for the impact parameter is checked using a lifetime-free sample (Bhabha and dimuon events). Figure 2 shows the distribution of the ratio between the impact parameter and its uncertainty, as determined from the resolution function. This quantity is normally distributed with a width consistent with unity, reflecting a good description of the resolution function.

For tau decays, the values for $f$ and $\kappa_1, 2$ are determined from the tau sample itself, in the lifetime fit procedure (see section 4). The results are shown in table 1.
Figure 1: *Distribution of the miss distance for Bhabha and dimuon events.*

Figure 2: *Distribution of the ratio between impact parameter and its uncertainty as determined from the resolution function, for Bhabha and dimuon events. Each track is entered twice, with a relative weight according to the two Gaussians. The line represents the result of a single Gaussian fit, which gives an average value of $-0.005 \pm 0.007$ and a sigma of $1.005 \pm 0.005$.*
### Table 1: Parameters of the resolution functions for the impact parameter and the decay length methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>$f$ (%)</th>
<th>$\kappa_1$</th>
<th>$\kappa_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact Parameter</td>
<td>19 ± 4</td>
<td>0.92 ± 0.02</td>
<td>1.8 ± 0.1</td>
</tr>
<tr>
<td>Decay Length</td>
<td>9.6 ± 2.6</td>
<td>0.93 ± 0.04</td>
<td>2.2 ± 0.2</td>
</tr>
</tbody>
</table>

4 **Lifetime Measurement**

The two techniques used to measure the tau lifetime are illustrated in figure 3. The decay length of the tau (see figure 3a) is obtained from the secondary vertex reconstructed from three-prong tau decays. The tau decay point is found in the plane perpendicular to the beam axis and its distance, $L_{xy}$, from the beam position is determined from a $\chi^2$ minimization. The result is then converted into a three-dimensional decay length by means of the polar angle of the thrust axis. The average decay length, obtained from a maximum-likelihood fit, is translated into the tau lifetime, using the average boost of the tau, which takes into account energy losses due to radiation.

The impact parameter (see figure 3b) is the distance of closest approach, $\delta$, of the track to the tau production point, which is estimated by the beam position. In order to be sensitive to the lifetime, a sign is given to the impact parameter, according to the position of the intersection between the track and the tau direction of flight. The tau lifetime is extracted from a maximum-likelihood fit to the observed signed impact parameter distribution.

For both methods the likelihood function is expressed in terms of a convolution between an underlying physics function, $P$, and a detector resolution function, $R$ (see eq. 3). An additional term for the background fraction, $f_B$, is considered. The function $B$ is equal to the resolution function for the hadronic background in the three-prong sample and for the Bhabha
and dimuon background in the one-prong sample, while it is a constant function for the cosmic muon background. The likelihood function is thus:

$$\log L(\tau, f, \kappa_1, \kappa_2) = \sum_{i=1}^{N} \log \left\{ (1 - f_B) P(\tau, \delta') \otimes R(\delta', \delta_i, \sigma_i) + f_B B(\delta_i, \sigma_i) \right\}$$ (4)

### 4.1 Decay Length Method

Figure 4(a) shows the distribution of measured decay lengths of three-prong tau decays selected with the procedure described in section 2. A sample of 3891 three-prong tau decays, with a decay length in the range of [-10, 20] mm and a calculated decay length error of less than 3 mm is used for the lifetime determination. The average tau decay length is extracted from an unbinned maximum-likelihood fit (see equation 4). The probability density function is given by the convolution between an exponential physics function and the resolution function with parameters as given in table 1. The average tau decay length obtained from the fit is \(\langle L \rangle = 2.254 \pm 0.041\) mm, which is converted to a tau lifetime using the Lorentz boost factor.

The value for the tau lifetime from the decay length method is

$$\tau_{\tau} = 293.0 \pm 5.3\ \text{fs},$$ (5)

where the error is statistical only. The solid line in figure 4(a) represents the result of this fit. The significance of the difference between the fit and the data points is shown in figure 4(b). Good agreement between data and the fit result over the whole range of decay length values is observed.

In order to check for possible biases, the same procedure to obtain the tau lifetime is also applied to a Monte Carlo sample, generated with KORALZ. No significant deviation between the input tau lifetime and the result of the fit is observed, and a systematic error is conservatively assigned, equivalent to the statistical precision of this test. A systematic error due to the uncertainty in the resolution function is evaluated by varying the parameters of this function within their errors, taking into account correlations. The effect of the background uncertainty is checked both by a 20% relative variation of the background fraction and by leaving it free in the lifetime fit. The cuts on the decay length range, the decay length error and the secondary vertex \(\chi^2\), are varied by 50% to evaluate their contributions to the systematic error. The contributions to the systematic error for this measurement are summarized in table 2 and are added in quadrature to obtain the total systematic error. The result for the tau lifetime from the decay length method is

$$\tau_{\tau} = 293.0 \pm 5.3\ (\text{stat}) \pm 2.5\ (\text{syst})\ \text{fs}. $$ (6)

<table>
<thead>
<tr>
<th>Source</th>
<th>Error (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit bias</td>
<td>1.5</td>
</tr>
<tr>
<td>Resolution Function</td>
<td>1.5</td>
</tr>
<tr>
<td>Background uncertainty</td>
<td>0.5</td>
</tr>
<tr>
<td>Fit range</td>
<td>1.2</td>
</tr>
<tr>
<td>Secondary vertex cut</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2: Systematic errors for the decay length method.
Figure 4: The decay length distribution for three-prong tau decays is shown in (a). The points are the data and the solid line is the result of the fit described in the text. Plot (b) shows the significance of the difference between the observed decay length distribution and the fit result.
4.2 Signed Impact Parameter Method

The distribution of the measured signed impact parameter of one-prong tau decays, selected with the procedure described in section 2, is shown in figure 5(a). A sample of 30,322 one prong tau decays with a signed impact parameter in the range of $[-1.0, 1.5]$ mm and a calculated error of less than 150 $\mu$m is used for the lifetime determination. The tau lifetime is obtained from an unbinned maximum-likelihood fit to this distribution (see equation 4. The probability density function for each track is given by the convolution of a physics function and the detector resolution function with parameters as given in table 1. The physics function is determined from the signed impact parameter distribution of a Monte Carlo sample generated with KORALZ, for which the same selection procedure is applied as for data. The true impact parameter is used without the effect of resolution. However the physics function includes the possibility of wrong sign assignment due to the approximation of the tau direction by the reconstructed event thrust axis.

The value for the tau lifetime obtained from the signed impact parameter method is

$$\tau_\tau = 287.5 \pm 3.8 \text{ fs}, \quad (7)$$

where the error is statistical only. The solid line in figure 5(a) represents the result of the fit. Figure 5(b) shows the significance of the difference between the data points and the fit value. Good agreement between data and the fit result over the whole range of signed impact parameter values is observed.

In order to check for possible biases in the method, the lifetime fit is performed on the Monte Carlo sample, with the same procedure as used for data. No significant bias is observed and a systematic error is conservatively assigned, equal to the statistical precision of this test. The systematic effect due to the knowledge of the physics function is evaluated by taking into account its statistical uncertainty and its dependence on the tau lifetime in the range from 200 to 400 fs. A systematic error due to the resolution function is evaluated by varying the parameters of this function within their errors, taking into account correlations. As a check we evaluate the change in the tau lifetime when using the resolution function parameters obtained from the lifetime-free sample. The result is consistent within the systematic error assigned due to the uncertainties in the resolution function parameters. The uncertainty in the resolution function due to the knowledge of the beam spot size is evaluated by varying the beam spot size parameters by one standard deviation. The effect of the background uncertainty is checked using a 20% relative variation of the background fraction. The cuts on the range of the impact parameter and its error are varied by 50% to evaluate their contributions to the systematic error.

The contributions to the systematic error for this measurement are shown in table 3. The tau lifetime obtained from the signed impact parameter method is

$$\tau_\tau = 287.5 \pm 3.8 \text{ (stat)} \pm 3.9 \text{ (syst)} \text{ fs}. \quad (8)$$

Summary and Conclusions

The tau lepton lifetime is measured using the signed impact parameter and the decay length methods. The two results, which are consistent with one another, are independent since they are obtained using different sets of tau decays and the systematic errors are uncorrelated.
Figure 5: The signed impact parameter distribution for one-prong tau decays is shown in (a). The points are the data and the solid line is the result of the fit described in the text. Plot (b) shows the significance of the difference between the observed distribution and the fit result.
<table>
<thead>
<tr>
<th>Source</th>
<th>Error (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit bias</td>
<td>1.5</td>
</tr>
<tr>
<td>Physics Function</td>
<td>2.2</td>
</tr>
<tr>
<td>Resolution Function</td>
<td>2.6</td>
</tr>
<tr>
<td>Beam Spot Size</td>
<td>0.5</td>
</tr>
<tr>
<td>Background uncertainty</td>
<td>1.0</td>
</tr>
<tr>
<td>Fit range</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3: Systematic errors for the signed impact parameter method.

Combining the two results we obtain:

\[ \tau = 290.1 \pm 4.0 \text{ fs}. \]  

This result is in agreement with, and more precise than our previous measurements obtained with 1991-93 data [9,10], and it is in agreement with the current world average value [11].

Acknowledgments

We wish to express our gratitude to the CERN accelerator divisions for the excellent performance of the LEP machine. We acknowledge the contributions of all the engineers and technicians who have participated in the construction and maintenance of this experiment. Those of us who are not from member states thank CERN for its hospitality and help.

References

A. Salam, in Elementary Particle Theory, N. Svartholm ed., Almqvist and Wiksell, Stockholm (1968) 367.


[8] The L3 detector simulation is based on GEANT Version 3.15.  
See R. Brun et al., “GEANT 3”, CERN DD/EE/84-1 (Revised), September 1987.  
The GHEISHA program (H. Fesefeldt, RWTH Aachen Report PYTHIA 85/02 (1985)) is used to simulate hadronic interactions.

