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Abstract

This article presents the idea of defining a kernel for object role modelling techniques, upon which different drawing styles can be based. We propose such a kernel (the ORM kernel) and define, as a case study, an ER and a NIAM drawing style on top of it.

One of the prominent advantages of such a kernel is the possibility to build a CASE-tool supporting multiple methods. Such a CASE-tool would allow users with different methodological backgrounds to use it and view the modelled domains in terms of their favourite method. This is illustrated using a running example of a concrete domain in which we use the ORM kernel in combination with the NIAM and ER drawing style.

1 Introduction

In the last decades, a plethora of modelling techniques for the design of information systems has been developed (see e.g. [Bub86]). In general, these modelling techniques provide only a crude and incomplete description of their syntax, and semantics ([HW92]). This situation has led to the Methodology Jungle ([Avi95]). In particular a wide range of data modelling techniques exists, for instance:

ER versions: [Che76], [TMHY80], [EWH85], [HNSE87], [HE92], [MSW92].

Object-Role Modelling versions: [VB82], [NH89], [Win90], [BHW91], [De 91], [SZ91], [HW93], [HO92], [JG87] and the more theoretical IFO: [AH87].

Quite often, the difference between contemporary data modelling techniques is limited to ‘cosmetic’ issues. Even if there are fundamental differences, most modelling techniques have more common than differing...
aspects. This observation has led to the idea of defining a general ORM (Object Role Modelling) kernel as a greatest common divisor.

The definition of such a kernel has several advantages. CASE-tools supporting multiple data modelling techniques can be developed on top of the ORM kernel, e.g. leading to an ER and a NIAM view on the same ORM data model. A further result is that in one information system development project, multiple modelling techniques can be employed simultaneously. As a result, project members can use their own preferred modelling technique, and any investment in e.g. ‘old’ NIAM or ER models do not go to waste. The idea of defining a common repository for multiple CASE-tools is not new. The AD/Cycle project was also an attempt to define such a common repository. However, the idea of using a common repository to derive different views on the modelled domain is new. As an illustration of the relationship between the ORM kernel and other modelling techniques, consider figure 1. Besides a graphical representation, there is also the possibility of using a textual language such as LISA-D ([HPW93], [HPW94]) or FORM ([HH93]) as a way to represent models.

![Figure 1: ORM Kernel](image)

A further advantage of using a common ORM kernel is that research results based on this kernel may apply to all variants based on the kernel. In [BHW91] and [Hof93], theoretical results concerning identifiability of object types and populatability of data models are presented, which directly apply to the ORM kernel. Schema evolution of data models conforming to the ORM kernel is treated in [PW94]. Issues regarding internal representations of data models conforming to the ORM kernel have been, and are being, studied in [BW92], [Hal91] and [Hal92]. Finally, in [HPW93] and [HPW94] the query language LISA-D is presented, which allows for the formulation of queries in a semi-natural language format, closely following the naming conventions in the data model. The LISA-D language directly applies for data models conforming to the ORM kernel.

Before introducing the ORM kernel, we first propose a terminological framework to find our way in the methodology jungle. In this article, the framework for information system development methods depicted in figure 2 is used (see also [PW94] and [Pro94]). It makes a distinction between a way of thinking, a way of working, a way of modelling, a way of communicating, and a way of supporting. The framework is based on the framework which was originally presented in [WH90] and [SWS89]. In the framework, an information system development method is dissected into the following aspects:

1. The way of thinking verbalises the assumptions and viewpoints of the method on the kinds of problem domains, solutions and modellers. This notion is also referred to as die Weltanschauung ([Sol83]), underlying perspective ([Mat81]) or philosophy ([Avi95]).

2. The way of working structures the way in which an information system is developed. It defines the possible tasks, including sub-tasks, and orderings of tasks, to be performed as part of the development process. It furthermore provides guidelines and suggestions (heuristics) on how these tasks should be performed.

3. The way of modelling provides an abstract description of the underlying modelling concepts together with their interrelationships and properties. It structures the models which can be used in the information system development, i.e. it provides a language in which to express the models.
4. The way of controlling deals with managerial aspects of information system development. It includes such aspects as human resource management, quality and progress control, and evaluation of plans, i.e. overall project management (see [Ken84] and [SoI88]).

5. The way of supporting of a method, refers to the support of the method by (possibly automated) tools. A generally accepted name for computer based tools for methods is: CASE-tools, see for instance [McC89].

6. The way of communicating describes how the abstract notions from the way of modelling are visualised (communicated) to human beings, for instance in the style of a conceptual language (such as LISA-D [HPW93]). Usually, the way of communicating provides a graphical notation. It may very well be the case that different methods are based on the same way of modelling, and yet use a different graphical notation.

The arrows in figure 2 should be interpreted as: aspect x supports aspect y.

The combination of a way of modelling and a way of communicating is usually referred to as a modelling technique. Several attempts to compare modelling methods and techniques with each other have been made. These attempts usually only compare the underlying way of thinking, the way of communicating, and the way of working. In this article, we try to take a more constructive approach, and define a common (kernel of a) way of modelling, which can then be used to define different ways of communicating and working. It is our belief that the basis of an information modelling method or technique is formed by its way of modelling.

To illustrate the elegance of the ORM kernel concept, we present the ORM kernel first, and then define an (E)ER ([Che76], [EGH’92]) and a NIAM ([NI89]) way of communicating on top of it as case studies. The formalisation of the ORM kernel proposed in this paper is inspired by the formalisation of PSM ([HW93], [HPW93]) and EVORM ([PW94]). We do not yet claim that the presented ORM kernel is general enough.
to cover all different aspects of object role modelling techniques; nevertheless, the (E)ER and NIAM case studies already provide some empirical prove of the generality of this kernel. We also include a discussion on how the ORM kernel may be refined for less general variations of Object-Role Modelling.

The structure of this article is as follows. In section 2 we present the syntactical aspects of the ORM kernel, i.e. what is a model. Semantical issues of ORM models are addressed in section 3, i.e. what does a model mean. Some examples of how to tune the ORM kernel to different ORM (and ER) versions are provided in section 4. Sections 5 and 6 then provide the ways of communicating for (E)ER and NIAM respectively, together with an elaborated example.

2 Syntactical aspects of the ORM Kernel

In this section, the syntactical issues of the ORM kernel are addressed, i.e. what is a proper ORM data model.

2.1 Abstract and concrete object types

In data modelling there exists a distinction between objects that can be represented directly and objects that cannot be represented directly. This corresponds to the difference between label (or value) types and non-label types. Labels can be represented directly on a communication medium, while other objects depend on labels for their representation. As a result, label types are also called concrete object types, as opposed to the other object types which are referred to as abstract object types. Although these terms have been well accepted in literature ([BHW91], [HW93] and [HPW93]) we realise that some communities rather prefer the usage of other terms, such as lexical and non-lexical.

The abstract and concrete object types are captured formally by two disjunct, nonempty, sets \( \mathcal{L} \) and \( \mathcal{N} \) of object types. Together (\( \mathcal{O} = \mathcal{L} \cup \mathcal{N} \)), they form the set of all object types.

2.2 Atomic types

A special class of types are the types without any (direct!) underlying structure. These types are the atomic types: \( \mathcal{A} \subseteq \mathcal{O} \); They are not decomposable in other object types. The abstract atomic object types (\( \mathcal{E} = \mathcal{N} \cap \mathcal{A} \)) are referred to as entity types.

2.3 Fact typing

One of the key concepts in data modelling is the concept of fact type (or relationship type). In this article we treat the terms relationship types and fact types as synonyms in this article. We do realise, however, that sometimes the term fact type is reserved for a special class of relationship type.

Generally, a fact type is considered to be an association between object types. A fact type consists of a number of roles denoting the way object types participate in that fact type. The connection between an object type and a role is called a predicator. In the ORM kernel, a fact type is identified by a set of predicators. A fact type is therefore considered to be an association between predicators, rather than between object types. A fact type may be treated as an object type (fact objectification), and can therefore play a role in other fact types.

Formally, the set of predicators is provided as \( \mathcal{P} \), and the set of fact types as a partition \( \mathcal{F} \) of the set \( \mathcal{P} \). The auxiliary function \( \text{Fact} : \mathcal{P} \rightarrow \mathcal{F} \) yields the fact type in which a given predicator is contained, and is defined by: \( \text{Fact}(p) = f \iff p \in f \). The function \( \text{Base} : \mathcal{P} \rightarrow \mathcal{O} \) yields the object type that plays the role of the predicator.
A bridge type is a special fact type, relating the abstract and the concrete worlds. In some ORM variations, they are considered the only way to bridge the gap between concrete and abstract world. The set of bridge types (B) is identified by:

$$B = \{ \{p, q\} \in F \mid p \in P \land q \in P \}$$

where $P = \{ p \in P \mid Base(p) \in X \}$. In section 4 an axiom is presented which (optionally) enforces the idea that bridge types should be the single way to cross the gap between the concrete and abstract worlds. The predicators that constitute a bridge type $b = \{p, q\}$ can be extracted by the operators $\text{concr}$ and $\text{abstr}$. These operators are defined by

$$\text{concr}(b) = p \text{ such that } p \in b \cap P$$

and

$$\text{abstr}(b) = p \text{ such that } p \in b \cap P$$

respectively.

![Figure 3: Example fact/relationship type](image)

As an example fact type, consider the ER schema depicted in figure 3. In this schema we have: entity types $E = \{X_1, X_2\}$, fact types $F = \{R\}$, and predicators $P = \{p_1, p_2\}$ where fact type $R = \{p_1, p_2\}$. Note that to provide an example, we already have to choose a more concrete way of communicating, i.e. the ER style.

### 2.4 Power typing

The concept of power type in ORM forms the data modelling pendant of power sets in conventional set theory ([Lev79]). This notion is the same as the notion of grouping introduced in the IFO data model ([AH87]). Power types form a special class of object types ($G \subseteq O$). An instance of a power type is a set of instances of its element type. Such an instance is identified by its elements, just as a set is identified by its elements in set theory (axiom of extensionality). The element type of a power type is found by the function $\text{Elt} : G \rightarrow O$. An example power type is provided in figure 4 in the PSM style of communicating. This example is concerned with convoys, being sets of ships.

![Figure 4: Convoys of ships](image)

### 2.5 Sequence typing

Sequence typing offers the opportunity to represent sequences, built from an underlying element type. The sequence types are captured as the set $S \subseteq O$. Instances of a sequence type thus correspond to sequences of instances from its underlying element type. The element type of a sequence type is found by the function $\text{Elt} : S \rightarrow O$. Note that $\text{Elt}$ is now an overloaded function symbol for a function: $\text{Elt} : S \cup G \rightarrow O$. 

---
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2.6 Identification hierarchy

In the ORM kernel, we define the notion of identification hierarchy, which generalises generalisation and specialisation. Both generalisation and specialisation are treated as special flavours of inheritance in the identification hierarchy, and they will be introduced in the next two subsections.

The identification hierarchy is defined as a partial order (asymmetric and transitive) \( IdfBy \subseteq \mathcal{A} \times \mathcal{O} \) on object types, with the convention that \( a IdfBy b \) is interpreted as: \( a \) inherits its identification from \( b \). Note that an identification hierarchy only deals with inheritance of identification via specialisation or generalisation.

The nature of a partial order is expressed by:

**[ORM1]** (asymmetry) \( x IdfBy y \Rightarrow \neg y IdfBy x \)

**[ORM2]** (transitivity) \( x IdfBy y IdfBy z \Rightarrow x IdfBy z \)

Note that \( x IdfBy y IdfBy z \) is an abbreviation of \( x IdfBy y \land y IdfBy z \).

We define \( IdfBy_1 \) as the one step counterpart of \( IdfBy \):

\[
x IdfBy_1 y \triangleq x IdfBy y \land \neg \exists z \left( x IdfBy z IdfBy y \right)
\]

In the ORM kernel, all object types in the identification hierarchy have direct ancestors:

**[ORM3]** (direct ancestors) \( x IdfBy y \Rightarrow x IdfBy_1 y \lor \exists p \left( x IdfBy_1 p IdfBy y \right) \)

The finite depth of the identification hierarchy in the ORM kernel is expressed by the following schema of induction:

**[ORM4]** (identification induction) If \( F \) is a property for object types, such that:

\[
\forall x : y IdfBy_1 x [F(x)] \Rightarrow F(y) \text{ for any } y
\]

then \( \forall x \in \mathcal{O} [F(x)] \)

The identification hierarchy is a result of specialisation and generalisation:

**[ORM5]** (complete span)

\[
x IdfBy_1 y \Rightarrow x Gen y \lor x Spec y
\]

\[
x Gen y \lor x Spec y \Rightarrow x IdfBy y
\]

2.7 Specialisation

Specialisation is a mechanism for representing one or more (possibly overlapping) subtypes of an object type. Specialisation is to be applied when only for specific instances of an object type certain facts are to be recorded.

A specialisation relation between a subtype and a supertype implies that the instances of the subtype are also instances of the supertype. For proper specialisation, it is required that subtypes be defined in terms of one or more of their supertypes. Such a decision criterion is referred to as subtype defining rule ([BHWW91]), and can be specified by means of a LISA-D expression ([HPW93]). Identification of subtypes is derived from their supertypes. As an example specialisation consider figure 5. Possible subtype defining rules for CD and Record in the example are:

CD = Medium having Type 'CD'

Record = Medium having Type 'Record'
Objects inherit all properties from their ancestors in the specialisation hierarchy. This characteristic of specialisation excludes non-entity types (e.g. fact types) occurring as subtypes. Consider for example the case that a ternary fact type is a subtype of a binary fact type. Clearly this leads to a contradiction. No problems occur when non-entity types themselves are specialised. Consequently, non-entity types always act as pater familias. For an in depth discussion of specialisation, we refer to [HHO92].

The concept of specialisation is modelled as a partial order (asymmetric and transitive) Spec on object types, such that Spec is a part of the identification hierarchy. The intuition behind a Spec b is: a is a specialisation of b, or a is a subtype of b.

\[ \text{ORM6} \] (transitivity completeness) If \( x \text{ ldBy} y \text{ ldBy} z \) then:
\[
x \text{ Spec } y \text{ Spec } z \iff x \text{ Spec } z
\]

Note that the asymmetry of Spec follows from the asymmetry of ldBy, as Spec \( \subseteq \) ldBy.

Since the identification hierarchy, and thus the specialisation hierarchy, is non-cyclic and finite, roots can be identified. For specialisation, these roots are referred to as pater familias (see [DMV88]), and are identified by: \( \sqcap(x, y) \equiv (x \text{ Spec } y \lor x = y) \land \neg \text{spec}(y) \) where spec(\( x \)) is a shorthand for \( \exists y [x \text{ Spec } y] \).

Each specialisation hierarchy, contrary to generalisation, has a unique top element. This is stipulated by the following axiom:

\[ \text{ORM7} \] (unique pater familias) \( \sqcap(x, y) \land \sqcap(x, z) \Rightarrow y = z \)

This axiom allows us to regard the pater familias relation \( \sqcap \) as a partial function, and to write \( \sqcap(x) = y \) instead of \( \sqcap(x, y) \).

### 2.8 Generalisation

Generalisation is a mechanism that allows for the creation of new object types by uniting existing object types. Generalisation is to be applied when different object types play identical roles in fact types. Contrary to what its name suggests, generalisation is not the inverse of specialisation. Specialisation and generalisation originate from different axioms in set theory ([HW93]) and therefore have a different expressive power. Specialisation is based on set comprehension \( \{ x \in S \mid P(x) \} \) where \( P \) is the subtype defining rule), whereas generalisation corresponds to set union \( (X \cup Y) \).

An example of the use of a generalisation is provided in figure 6. This example is taken from [HP95]. In this schema, the type fragment is either a graphic or it is a sequence (a paragraph) of sentences.

For generalisation it typically is required that the generalised object type is covered by its constituent object types (or specifiers), i.e. the population of the generalisation equals the union of its specifiers. Therefore,
a decision criterion as in the case of specialisation (the subtype defining rule) is not necessary. Generalisation is typically only used when common facts need to be stored for types with different (polymorphic) underlying types. In [HP95] this is enforced by an explicit axiom (in section 4 we provide this axiom as an illustration of a refinement of the kernel). Even more, in [EN94] it is argued that a total generalisation (there called categorisation) can just as well be modelled using a specialisation. However, in [HP95] it is argued that this only makes sense if the underlying specifiers of the generalisation have the same underlying structure (not polymorph).

A further important difference between generalisation and specialisation is the fact that properties are inherited “upward” in a generalisation hierarchy instead of “downward”, which is the case for specialisation (see also [AH87]). This also implies that the identification of a generalised object type depends on the identification of its specifiers. From the nature of generalisation, it is apparent that a non-entity type cannot be a generalised object type.

The concept of generalisation is introduced as a partial order Gen. The expression a Gen b stands for: a is a generalisation of b, or b is a specifier of a. In the sequel gen(x) will be used as an abbreviation for \( \exists y [x \text{ Gen } y] \).

[ORM8] (transitivity completeness) If \( x \text{ IdfBy } y \text{ IdfBy } z \) then:

\[
x \text{ Gen } y \text{ Gen } z \iff x \text{ Gen } z
\]

Generalisation and specialisation can be conflicting due to their inheritance structure. To avoid such conflicts, generalised object types are required to be pater familias:

[ORM9] \( \text{ gen}(x) \Rightarrow \neg \text{ spec}(x) \)

Basic specifiers of a generalised object type are defined analogously to the pater familias of a specialised object type: \( \cup(x, y) \triangleq (x \text{ Gen } y \lor x = y) \land \neg \text{ gen}(y) \). Note that uniqueness of basic specifiers is not required. As a shorthand, we will write \( \cup(x) \) for the set \( \{ y \mid \cup(x, y) \} \).

2.9 Schema typing

A schema type is an object type with an underlying decomposition. The concept of schema typing allows for the decomposition of large schemata into, objectified, subschemata. The need for such a mechanism
has been generally recognised. In figure 7, an example of a schema type concerned with activity graphs and their decomposition is given. Note that the encircled dot indicates a so-called disjunctive total role constraint. In the example, the left most total role constraint implies that each activity plays the having input or having output role (or both).

The set of schema types is presumed to be provided by $\mathcal{C} \subseteq \mathcal{O}$. Schema types can be decomposed into their underlying information structure via the relation $\prec \subseteq \mathcal{C} \times \mathcal{O}$, with the convention that $x \prec y$ is interpreted as $x$ is decomposed into $y$ or $y$ is part of the decomposition of $x$. This underlying information structure $\mathcal{I}_x$ for a schema type $x$ is derived from the object types into which $x$ is decomposed: $\mathcal{O}_x = \{ y \in \mathcal{O} \mid x \prec y \}$. Analogously, the special object classes $\mathcal{F}_x, \mathcal{G}_x, \mathcal{S}_x, \mathcal{C}_x$ and $\mathcal{A}_x$ can be derived. The functions $\text{Base}_x, \text{Elt}_x, \prec_x, \text{Spec}_x, \bigcap_x$ and $\text{Gen}_x$ are obtained by restriction to object types within $\mathcal{O}_x$. In order to be a proper decomposition, the underlying information structure should form an information structure on its own:

**[ORM10]** (structural nesting) $x \in \mathcal{C} \Rightarrow \mathcal{I}_x$ is an ORM information structure.

The strict separation between concrete and abstract object types also goes for schema types. A schema type can either be a label type or a non-label type. For a schema type, which is a label type, this means that all the object types in the decomposition of it are also label types. An example of this is a date. A date can be regarded as a combination of a year, a month and a day, which can all be defined as label types.

### 2.10 Additional properties

Due to the different interpretation that will be given to atomic types, fact types, power types, sequence types and schema types, these object types are all considered to be different concepts:

**[ORM11]** (disjunction) $\mathcal{A}, \mathcal{F}, \mathcal{G}, \mathcal{S}$ and $\mathcal{C}$ form a partition of $\mathcal{O}$

It is interesting to see that label types do not necessarily have to be atomic. If desired, however, an appropriate axiom can be added requiring label types to be atomic.

The concrete and the abstract world may not be mixed; therefore the following rule should hold:

**[ORM12]** (strict separation) $x = \text{Elt}(y) \lor x \prec y \lor x \text{ldfBy} y \Rightarrow x, y \in \mathcal{C} \lor x, y \in \mathcal{N}$

The gap between the concrete and abstract worlds may only be bridged using fact types. In some versions of ORM this is even further limited to the bridge types only.
Even though it can be argued that power typing, sequence typing, and schema typing, are not elementary concepts ([HW93]) it is convenient to have them explicitly present in the kernel; since this allows for a more elegant formal treatment of these concepts.

Finally, we realise that the terminology used in this paper may not be agreed upon by everyone. In the field of conceptual modelling there is still an abundance of terminological disputes and differences. For instance, alternative terms for our notion of generalisation exist, such as: category and polymorphism. In [HP95] a terminological framework for ORM based modelling techniques is proposed as part of ongoing research between the authors of FORM ([HO92]) and PSM ([HW93]) variations of ORM. As such, this article, as well as [HP95], are all steps in the direction of a unifying Object-Role Modelling Theory.

3 Semantical aspects of the ORM kernel

In this section we first provide the semantics of data models in the ORM kernel. We distinguish two sorts of semantics. The first sort of semantics deals with the interpretation of both the user and information analyst. Thus far, object types and predicates in the ORM kernel are abstract concepts. We propose a naming mechanism for these abstract concepts, providing a means for human interpretation. The second sort of semantics is concerned with populations of data models in the ORM kernel, and constraints defined over these populations.

After providing the semantics of the data models, we provide some example axioms to ‘tune’ the ORM kernel to concrete data modelling techniques.

3.1 Naming of Concepts

In this article we define two classes of names for the abstract concepts in the ORM kernel. Object types, and combinations of predicates, may also receive a name. The set Names is used for all names that can be found in an information structure.

Object types are referenced by a unique name: ONm : O \rightarrow \text{Names}, which is specified in the schema upon their introduction. The (partial) function Obj : \text{Names} \rightarrow O is the left-inverse of ONm, and relates object type names to their corresponding object type:

\[ \forall x \in \text{dom}(\text{ONm}) \ [\text{Obj}(\text{ONm}(x)) = x] \]

where dom(ONm) denotes the domain of function ONm.

Besides naming of objects, ORM also allows naming of pairs of (different) predicates by means of connector names. The function combining such pairs with names is called Connector : \mathcal{P} \times \mathcal{P} \rightarrow \text{Names}. Names can only be given to pairs of predicates which are part of one single fact type:

Connector(p, q) \Rightarrow p \in \text{Fact}(q)

Note that in some interpretations, connector names may correspond to the notion of role name. In figure 3, we could for instance have the following names:

ONm(X_1) = Department Connector(p_1, p_2) = has as coworker the
ONm(X_2) = Employee Connector(p_2, p_1) = is a coworker of the

3.2 Constraints and Semantics

An information structure is used as a model for some part of the (real) world, the so-called universe of discourse (UoD). A state of the UoD then corresponds to a so-called instantiation or population of the information structure, and vice versa.
In the ORM kernel, a population \( \text{Pop} \) of an information structure \( \mathcal{I} \) is a value assignment of sets of instances to the object types in \( \mathcal{O} \), satisfying the population (POP) rules that follow in the remainder of this section. This is denoted as \( \text{IsPop}(\mathcal{I}, \text{Pop}) \). \( \text{Pop} \) then is a mapping \( \text{Pop} : \mathcal{O} \rightarrow \wp(\Omega) \), where \( \Omega \) is the universe of instances that can occur in the population of an information structure \( \mathcal{I} \). This universe of instances is defined in definition 3.1.

An information structure can only be populated if a link is established between label types and concrete domains. The instances of label types come from their associated concrete domain. Formally, this link is established by the function \( \text{Dom} : \mathcal{L} \cap \mathcal{A} \rightarrow D \). The range of this function, i.e. \( D \), is the set of concrete domains (e.g. string, natno). The sets in \( D \) form the carriers of a many sorted algebra \( D = (D, F) \), where \( F \) is the set of operations (e.g. +) on the sorts in \( D \).

**Definition 3.1**

The universe of instances \( \Omega \) is inductively defined as the smallest set satisfying:

1. \( \bigcup D \subseteq \Omega \). Instances from the sorts in the many sorted algebra are elements of the universe of instances.
2. \( \Theta \subseteq \Omega \), where \( \Theta \) is an abstract (countable) domain of (unstructured) values that may occur in the population of entity types.
3. \( x_1, \ldots, x_n \in \Omega \land p_1, \ldots, p_n \in \mathcal{P} \Rightarrow \{p_1 : x_1, \ldots, p_n : x_n\} \in \Omega \). The set \( \{p_1 : x_1, \ldots, p_n : x_n\} \) denotes a mapping, assigning \( x_i \) to each predicator \( p_i \). These mappings are intended for the population of fact types.
4. \( x_1, \ldots, x_n \in \Omega \Rightarrow \{x_1, \ldots, x_n\} \in \Omega \). Sets of instances may occur as instances of power types.
5. \( x_1, \ldots, x_n \in \Omega \Rightarrow (x_1, \ldots, x_n) \in \Omega \). Sequences of instances are used as instances of sequence types (see the sequence type rule). The \( i \)-th element of a sequence \( (x_1, \ldots, x_n) \), i.e. \( x_i \), can be derived using projection, denoted as: \( (x_1, \ldots, x_n)_{<i>} \).
6. \( X_1, \ldots, X_n \subseteq \Omega \land O_1, \ldots, O_n \in \mathcal{O} \Rightarrow \{O_1 : X_1, \ldots, O_n : X_n\} \in \Omega \). Assignments of sets of instances to object types are also valid instances. They are intended for the populations of composition types.

For populations, certain conditions must hold. Some of these conditions are given below, for a complete set of conditions, refer to [HPW93]. Root object types are object types that are neither generalised, nor specialised. This is formalised as: \( \text{Root}(x) = \neg \text{gen}(x) \land \neg \text{spec}(x) \). The population of a (root) label type is a set of values taken from its corresponding concrete domain:

[POP1] \( x \in \mathcal{L} \land \text{Root}(x) \Rightarrow \text{Pop}(x) \subseteq \text{Dom}(x) \)

Note that \( \text{Root}(x) \Rightarrow x \in \mathcal{A} \). The population of root entity types is a set of values, taken from the abstract domain \( \Theta \).

[POP2] \( x \in \mathcal{E} \land \text{Root}(x) \Rightarrow \text{Pop}(x) \subseteq \Theta \)

The population of a fact type is a set of tuples. A tuple \( y \) in the population of a fact type \( x \) is a mapping of all its predicates to values of the appropriate type. This is referred to as the **conformity rule**:

[POP3] \( x \in \mathcal{F} \land y \in \text{Pop}(x) \Rightarrow y : x \rightarrow \Omega \land \forall p \in x \left[ y(p) \in \text{Pop(Base}(p)) \right] \)

The population of a power type consists of (nonempty) sets of instances of the corresponding element type. This is called the **power type rule**: 
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The population of a sequence type consists of (nonempty) sequences of instances of the corresponding element type. This is called the sequence type rule:

\[[\text{POP4}]\quad x \in S \land y \in \text{Pop}(x) \Rightarrow y \in \text{Pop}((\text{Elt}(x))) = \{ \emptyset \}\]

The population of a composition type consists of populations of the underlying information structure.

\[[\text{POP5}]\quad x \in C \land y \in \text{Pop}(x) \Rightarrow \text{IsPop}(\text{Id}(x), y)\]

Respecting the identification hierarchy is reflected by the following rule:

\[[\text{POP6}]\quad \text{If gen}(x) \text{ or spec}(x), then: } \exists \text{Pop}(y) \subseteq \bigcup_{y : x \text{ IdBy } y} \text{Pop}(y)\]

Instances of a generalised or specialised object type originate from object types ‘higher’ in the identification hierarchy. In generalisation, all instances of a specifier are also instances of the generalised object type, contrary to specialisation where this is governed by the subtype defining rule.

\[[\text{POP7}]\quad x \text{ Gen } y \Rightarrow \text{Pop}(y) \subseteq \text{Pop}(x)\]

In the UoD restrictions may have to be enforced on the populations. For example, a person can be stated to have at least one name. In some contexts, it can be stated that a person has a unique name. Such restrictions are called constraints, forming the set \( R \). In this section we define three classes of constraints, which are usually modelled graphically in data models. For more (complex) constraints see [HW92]. The first class of constraints is the uniqueness constraint. This class of constraints states that the population of the predicator \( p \), which it is enforced upon, may not have multiple occurrences of the same instances:

\[\text{unique}(p) = \forall x, y \in \text{Pop}(|\text{Fact}(p)|) [x(p) = y(p) \iff x = y]\]

Another class of constraints is the total role constraint. Such a constraint states that all instances of the base of the predicator \( p \) must participate in the population of the fact of that predicator:

\[\text{total}(p) = \forall x \in \text{Pop}(|\text{Base}(p)|) \exists y \in \text{Pop}(|\text{Fact}(p)|) [y(p) = x]\]

The last class of constraints we define, is the exclusion constraint. An exclusion constraint states that the population of different object types may not have any instance in common:

\[\text{exclusion}(\{x_1, \ldots, x_n\}) = \forall 1 \leq i < j \leq n [\text{Pop}(x_i) \cap \text{Pop}(x_j) = \emptyset]\]

### 4 Tuning the Kernel

Besides the POP and ORM axioms for the ORM kernel, more specific axioms can be formulated for models in ER and NIAM like modelling techniques. This allows us to tune the kernel for different versions of ER based techniques or ORM based techniques. Some of such extra rules are discussed in this section. We do not intend to be elaborate, but rather try to give an idea of such extra rules. The explicit identification of such rules should allow for a classification of ER and ORM based modelling techniques quite similar to the classification of epistemic logic systems such as the S4, S5 and K45 modal systems (see e.g. [Luk91]).
4.1 ER

The ER model presented in [Che76], does not deal with constructs like power typing, sequence typing and schema typing. This results in the following restriction:

\[ \text{[ER1] (no complex types)} \quad G \cup S \cup C = \emptyset \]

Furthermore, pure ER does not support complex label types:

\[ \text{[ER2] (no complex labels)} \quad P_L \subseteq \cup B \]

In pure ER it is also forbidden to use objectification:

\[ \text{[ER3] (no objectification)} \quad \text{ran(Base) } \cap \mathcal{F} = \emptyset \]

The \text{ran} in the above axiom returns the range of a function. Finally, pure ER does not allow for generalisation and specialisation of object types:

\[ \text{[ER4] (No inheritance)} \quad \text{IdBy} = \emptyset \]

Extended versions of ER (see for example [EN94] or [EGH+92]) typically do allow for some of the constructs excluded by the above 4 extra axioms.

4.2 ORM

The ORM variation presented in [NH89] (one of the NIAM variations), does not deal with power typing, sequence typing and schema typing either, so we would have:

\[ \text{[NIAM1] (no complex types)} \quad G \cup S \cup C = \emptyset \]

Pure NIAM also does not support complex label types:

\[ \text{[NIAM2] (no complex labels)} \quad P_L \subseteq \cup B \]

Finally, pure NIAM does not allow for generalisation of object types:

\[ \text{[NIAM3] (no generalisation)} \quad \text{Gen} = \emptyset \]

The ORM version presented in [SZ91] differs from pure NIAM in the fact that it only allows for binary fact types:

\[ \text{[NIAM4]} \quad f \in \mathcal{F} \Rightarrow |f| = 2 \]

In the NIAM version adopted in [Win90], bridge types, are the only way to cross the gap between the concrete and abstract worlds:

\[ \text{[NIAM5] (bridges only)} \quad f \in \mathcal{F} \Rightarrow f \subseteq P_L \vee f \subseteq P_N \vee f \in B \]

In [BZL94], a so called “fully communication oriented” variation of NIAM is proposed in which no entity types are allowed. Each “entity type” should rather be an objectification of a fact type representing its identification (its way of communicating).

Finally, the following rule ([HP95]) allows us to limit the use of generalisation to the cases where it is really required due to polymorph specifiers:

\[ \text{[NIAM6] (polymorph generalisation)} \quad \text{gen}(x) \Rightarrow \exists y \in \mathcal{O} - A \quad [x \text{ Gen } y] \]
5 ER way of communicating

When discussing the ER way of communicating, we actually refer to a group of modelling techniques. In this article we will use the name pure ER for the modelling technique which was introduced in [Che76]. Taking this technique as a base, we will define ER+ by adding new symbols, part of which are taken from the EER technique as presented in [EGH+92].

5.1 Running example

Before discussing the ER way of communicating, we introduce a running example to illustrate this way of communicating. Now that we have defined the concepts in the ORM kernel, the naming of these concepts, the populations and constraints on the populations, we are able to use them in an example.

We employ the example of a zoo as a running example in the remainder of this article. Consider a company owning several zoo’s in different cities. A zoo houses a number of animals (in this case only mammals and reptiles), and employs people to run the zoo. The persons working for the zoo each have a contract for a number of hours a week. Since the zoo is obliged to pay an environmental-tax for the amount of biological waste it produces, the zoo wants to know the amount (in kilos) of manure each mammal produces. For reptiles it is essential that their living environment is kept at a specific temperature, therefore, for each reptile this temperature is recorded. Each animal is accommodated in a home (together with other animals). Furthermore, each animal has an owner which is either a person or a zoo. Finally, all kinds of animals need to be fed at certain times, therefore a feeding table needs to be maintained.

If you consider the way of communicating we use to present the example UoD to be unreadable, and incomprehensible, we could not agree with you more! The readability and comprehensability is exactly the reason why a graphical way of communicating for data models is to be preferred. For a preview on the resulting graphical models, the reader is advised to look at figure 8 and figure 9.

The example UoD can now be formulated in terms of the concepts of the ORM kernel. The object types in this example are, in abstract notation:

\[
\begin{align*}
A &= \{x_1, \ldots, x_{20}\} & \mathcal{P} &= \{p_1, \ldots, p_{32}\} \\
\mathcal{F} &= \{\{p_1, p_2\}, \ldots, \{p_{31}, p_{32}\}\} & \mathcal{G} &= \{g\} \\
\mathcal{S} &= \{s\} & \mathcal{C} &= \{c\}
\end{align*}
\]

Note that, in this example, all fact types are binary.

The object types in the example, which receive a name are:

\[
\begin{align*}
\text{ONm}(x_1) &= \text{Name} & \text{ONm}(x_2) &= \text{F id} & \text{ONm}(x_3) &= \text{P id} \\
\text{ONm}(x_4) &= \# \text{ Hours} & \text{ONm}(x_5) &= \text{C id} & \text{ONm}(x_6) &= \text{Kg} \\
\text{ONm}(x_7) &= ^\circ \text{C} & \text{ONm}(x_8) &= \text{Function} & \text{ONm}(x_9) &= \text{Person} \\
\text{ONm}(x_{10}) &= \text{Zoo keeper} & \text{ONm}(x_{11}) &= \text{Home} & \text{ONm}(x_{12}) &= \text{Time} \\
\text{ONm}(x_{13}) &= \text{City} & \text{ONm}(x_{14}) &= \text{Kind of animal} & \text{ONm}(x_{15}) &= \text{Animal} \\
\text{ONm}(x_{16}) &= \text{Manure} & \text{ONm}(x_{17}) &= \text{Mammal} & \text{ONm}(x_{18}) &= \text{Reptile} \\
\text{ONm}(x_{19}) &= \text{Temperature} & \text{ONm}(x_{20}) &= \text{Owner} & \text{ONm}(g) &= \text{Animals} \\
\text{ONm}(s) &= \text{Feeding table} & \text{ONm}(c) &= \text{Zoo} & \text{ONm}(\{p_1, p_2\}) &= \text{Contract}
\end{align*}
\]

The division in label types and non-label types is given by:

\[
\begin{align*}
\mathcal{L} &= \{\text{Obj(Name)}, \text{Obj(F id)}, \text{Obj(P id)}, \text{Obj(\# Hours)}, \text{Obj(C id)}, \text{Obj(Kg)}, \text{Obj(\circ C)}\} \\
\mathcal{N} &= \{\text{Obj(Function)}, \text{Obj(Person)}, \text{Obj(Zoo keeper)}, \text{Obj(Home)}, \text{Obj(Time)}, \text{Obj(Kind of animal)} \\
& \quad \text{Obj(City)}, \text{Obj(Animal)}, \text{Obj(Manure)}, \text{Obj(Mammal)}, \text{Obj(Reptile)}, \text{Obj(Temperature)}, \\
& \quad \text{Obj(Animals)}, \text{Obj(Feeding table)}, \text{Obj(Zoo)}, \text{Obj(Contract)}, \{p_3, p_4, \ldots, p_{31}, p_{32}\}\}
\end{align*}
\]
The bases of the predicators are:

\[
\begin{align*}
\text{Base}(p_1) &= \text{Obj(Function)} & \text{Base}(p_2) &= \text{Obj(Person)} \\
\text{Base}(p_3) &= \text{Obj(Person)} & \text{Base}(p_4) &= \text{Obj(Name)} \\
\text{Base}(p_5) &= \text{Obj(Contract)} & \text{Base}(p_6) &= \text{Obj(# Hours)} \\
\text{Base}(p_7) &= \text{Obj(Zoo keeper)} & \text{Base}(p_8) &= \text{Obj(Kind of animal)} \\
\text{Base}(p_9) &= \text{Obj(Home)} & \text{Base}(p_{10}) &= \text{Obj(Animals)} \\
\text{Base}(p_{11}) &= \text{Obj(Zoo)} & \text{Base}(p_{12}) &= \text{Obj(City)} \\
\text{Base}(p_{13}) &= \text{Obj(Feeding table)} & \text{Base}(p_{14}) &= \text{Obj(Kind of animal)} \\
\text{Base}(p_{15}) &= \text{Obj(Kind of animal)} & \text{Base}(p_{16}) &= \text{Obj(Animal)} \\
\text{Base}(p_{17}) &= \text{Obj(Manure)} & \text{Base}(p_{18}) &= \text{Obj(Mammal)} \\
\text{Base}(p_{19}) &= \text{Obj(Reptile)} & \text{Base}(p_{20}) &= \text{Obj(Temperature)} \\
\text{Base}(p_{21}) &= \text{Obj(Owner)} & \text{Base}(p_{22}) &= \text{Obj(Animal)} \\
\text{Base}(p_{23}) &= \text{Obj(Function)} & \text{Base}(p_{24}) &= \text{Obj(F id)} \\
\text{Base}(p_{25}) &= \text{Obj(Person)} & \text{Base}(p_{26}) &= \text{Obj(P id)} \\
\text{Base}(p_{27}) &= \text{Obj(Manure)} & \text{Base}(p_{28}) &= \text{Obj(Kg)} \\
\text{Base}(p_{29}) &= \text{Obj(Temperature)} & \text{Base}(p_{30}) &= \text{Obj(^C)} \\
\text{Base}(p_{31}) &= \text{Obj(Animal)} & \text{Base}(p_{32}) &= \text{Obj(Kind)} \\
\end{align*}
\]

The element types of the Feeding table and Animals object types are:

\[
\text{Elt}(\text{Obj(Animals)}) = \text{Obj(Animal)} \text{ and } \text{Elt}(\text{Obj(Feeding table)}) = \text{Obj(Time)}
\]

Almost all object types are in the decomposition of schema type Zoo:

\[
\forall o \in O = \{\text{Obj(Zoo)}, \{p_{11}, p_{12}\}, \text{Obj(City)}, \text{Obj(C id)}\} \setminus \{\text{Obj(Zoo)} \leftarrow o\}
\]

In the example the following connectors are used:

\[
\begin{align*}
\text{Connector}(p_{11}, p_{12}) &= \text{is done by} & \text{Connector}(p_{11}, p_{12}) &= \text{works as} \\
\text{Connector}(p_{3}, p_{4}) &= \text{has as} & \text{Connector}(p_{3}, p_{4}) &= \text{is name of} \\
\text{Connector}(p_{5}, p_{6}) &= \text{for} & \text{Connector}(p_{5}, p_{6}) &= \text{belonging to} \\
\text{Connector}(p_{7}, p_{8}) &= \text{takes care of} & \text{Connector}(p_{7}, p_{8}) &= \text{is taken care by} \\
\text{Connector}(p_{9}, p_{10}) &= \text{inhabits} & \text{Connector}(p_{9}, p_{10}) &= \text{are inhabitants of} \\
\text{Connector}(p_{11}, p_{12}) &= \text{is located in} & \text{Connector}(p_{11}, p_{12}) &= \text{has as zoo} \\
\text{Connector}(p_{13}, p_{14}) &= \text{contains times to feed} & \text{Connector}(p_{13}, p_{14}) &= \text{must be fed at} \\
\text{Connector}(p_{15}, p_{16}) &= \text{has as animal} & \text{Connector}(p_{15}, p_{16}) &= \text{is kind of} \\
\text{Connector}(p_{17}, p_{18}) &= \text{is produced by} & \text{Connector}(p_{17}, p_{18}) &= \text{produces} \\
\text{Connector}(p_{19}, p_{20}) &= \text{likes} & \text{Connector}(p_{19}, p_{20}) &= \text{is favorite of} \\
\text{Connector}(p_{21}, p_{22}) &= \text{owns} & \text{Connector}(p_{21}, p_{22}) &= \text{owns}
\end{align*}
\]

The information structure contains three specialisations and two generalisations:

\[
\text{Obj(Zoo keeper)} \text{ Spec Obj(Person)}
\]

\[
\text{Obj(Kind of Animal)} \text{ Spec Obj(Mammal)} \text{ and Obj(Kind of Animal)} \text{ Spec Obj(Reptile)}
\]

\[
\text{Obj(Owner)} \text{ Gen Obj(Person)} \text{ and Obj(Owner)} \text{ Gen Obj(Zoo)}
\]

Finally, in the structure there are a number of constraints:

For each \( x \) in the following set we have unique(\( x \)):

\[
P_3, P_5, P_{14}, P_{16}, P_{19}, P_{22}, \ldots, P_{32}
\]

For each \( x \) in the following set we have total(\( x \)):

\[
P_3, \ldots, P_8, P_{10}, \ldots, P_{14}, P_{16}, P_{17}, P_{19}, P_{20}, P_{23}, P_{25}, P_{27}, P_{29}, P_{31}
\]
<table>
<thead>
<tr>
<th>construct</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \in \mathcal{A} \cap \mathcal{N}$</td>
<td><img src="image" alt="x" /></td>
</tr>
<tr>
<td>$f \in \mathcal{F} - \mathcal{F}_0$</td>
<td><img src="image" alt="f" /></td>
</tr>
<tr>
<td>$p \in \mathcal{P}_e - \cup \mathcal{B}$</td>
<td><img src="image" alt="p" /></td>
</tr>
<tr>
<td>$x \in \mathcal{A} \cap \mathcal{L}$</td>
<td><img src="image" alt="l" /></td>
</tr>
<tr>
<td>$f \in \mathcal{B}$</td>
<td><img src="image" alt="f" /></td>
</tr>
</tbody>
</table>

Table 1: Relation between ORM constructs and ER symbols

<table>
<thead>
<tr>
<th>construct</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{unique}(p) \land \text{total}(p)$</td>
<td><img src="image" alt="p" /></td>
</tr>
<tr>
<td>$\neg \text{unique}(p) \land \text{total}(p)$</td>
<td><img src="image" alt="p" /></td>
</tr>
<tr>
<td>$\text{unique}(p) \land \neg \text{total}(p)$</td>
<td><img src="image" alt="p" /></td>
</tr>
<tr>
<td>$\neg \text{unique}(p) \land \neg \text{total}(p)$</td>
<td><img src="image" alt="p" /></td>
</tr>
</tbody>
</table>

Table 2: Constraints

### 5.2 Pure ER

As stated before, pure ER stands for the technique introduced in [Che76]. In this technique the following ORM constructs can be identified: entity types, fact types, predicicators, label types and bridge types. In table 1 these constructs and their pure ER representation are given. For instance, an atomic non-label type (entity type) is represented as a rectangle, and an bridge type (attribute type) is represented by a line between the abstract part and the concrete part of the bridge type.

Although [Che76] does not give a graphical notation for attributes (bridge types), we will consider the notation shown in table 1 to be pure ER. The set $\mathcal{F}_0$ corresponds to the objectified fact types, and is defined by:

$$\mathcal{F}_0 \triangleq \text{ran}(\text{Base}) \cap \mathcal{F}$$

where $\text{ran}$ returns the range of a function. Note that in pure ER: $\mathcal{P}_e \subseteq \cup \mathcal{B}$.

In table 2, the ER-symbols for uniqueness and total role constraints are given. The notation used for uniqueness constraints is based on the well known chicken feet notation. In the remainder, a predicicator drawn in ER style without any constraints, is optional and not unique.
<table>
<thead>
<tr>
<th>construct</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f \in \mathcal{F}_O )</td>
<td>![symbol for ( f \in \mathcal{F}_O )]</td>
</tr>
<tr>
<td>( p \in \mathcal{P}_E \cup \mathcal{B} )</td>
<td>![symbol for ( p \in \mathcal{P}_E \cup \mathcal{B} )]</td>
</tr>
<tr>
<td>( g \in \mathcal{L} \cap \mathcal{G} )</td>
<td>![symbol for ( g \in \mathcal{L} \cap \mathcal{G} )]</td>
</tr>
<tr>
<td>( s \in \mathcal{L} \cap \mathcal{S} )</td>
<td>![symbol for ( s \in \mathcal{L} \cap \mathcal{S} )]</td>
</tr>
<tr>
<td>( c \in \mathcal{L} \cap \text{Dec}(c) = {d_1, \ldots, d_n} )</td>
<td>![symbol for ( c \in \mathcal{L} \cap \text{Dec}(c) = {d_1, \ldots, d_n} )]</td>
</tr>
<tr>
<td>( g \in \mathcal{N} \cap \mathcal{G} )</td>
<td>![symbol for ( g \in \mathcal{N} \cap \mathcal{G} )]</td>
</tr>
<tr>
<td>( s \in \mathcal{N} \cap \mathcal{S} )</td>
<td>![symbol for ( s \in \mathcal{N} \cap \mathcal{S} )]</td>
</tr>
<tr>
<td>( c \in \mathcal{N} \cap \text{Dec}(c) = {d_1, \ldots, d_n} )</td>
<td>![symbol for ( c \in \mathcal{N} \cap \text{Dec}(c) = {d_1, \ldots, d_n} )]</td>
</tr>
</tbody>
</table>

Table 3: Relation between ER\(^+\) symbols and ORM constructs

5.3 ER\(^+\)

Taking pure ER as a starting point, we can define ER\(^+\) by adding more symbols. These extra symbols deal with fact objectification, generalisation, specialisation as well as power, sequence and schema types.

The symbol used for fact objectification is similar to the one used in NIAM or PSM, in that it is made by drawing an entity type symbol around a fact type symbol. For the representation of power and sequence types we distinguish between concrete and abstract types. This representation is based on the representation of multi- and data-valued attributes in [EGH+92]. Except for generalisation and specialisation, all extra symbols are depicted in table 3. In this table, the \( \text{Dec} \) function is defined as:

\[
\text{Dec}(c) = \begin{cases} 
    \{d \mid c \prec d\} & \text{if } c \in \mathcal{C} \\
    \perp & \text{else}
\end{cases}
\]

The notation for label types in \( \mathcal{G} \) and \( \mathcal{S} \) can be simplified, using the following derivation rule, in which \( \lambda \) stands for \( \text{list} \) or \( \text{set} \) and \( \varepsilon \) stands for an arbitrary label type.

Generalisation and specialisation are represented using one single symbol. This symbol is taken from [EGH+92], where the symbol represents only one single construct, called type construction. Despite that,
it is possible to use this single symbol for representing the combination of the two constructs generalisation and specialisation.

Generalisation can be drawn in a very direct way (see table 4), using Gen1 and IsGenOf:

\[
\begin{align*}
  x & \text{Gen}_1 y \triangleq x \text{Gen} y \land x \text{IdfBy}_1 y \\
  x & \text{IsGenOf} Y \triangleq Y = \{y \mid x \text{Gen}_1 y\}
\end{align*}
\]

For specialisation hierarchies, the drawing algorithm is less straightforward. As for generalisation, we introduce some predicates:

\[
\begin{align*}
  x & \text{Spec}_1 y \triangleq x \text{Spec} y \land x \text{IdfBy}_1 y \\
  X & \text{AreSpecsOf} y \triangleq X = \{x \mid x \text{Spec}_1 y\}
\end{align*}
\]

For drawing Spec in \(ER^+\) we execute, for any \(X\) and \(y\) such that \(X \text{AreSpecsOf} y\), the following algorithm:

\[
\begin{align*}
  E & \triangleq \{S \mid R \vdash \text{exclusion}(S)\} \cup \{x \mid x \in \mathcal{O}\} \\
  \text{while } X \neq \emptyset & \text{ do} \\
  & \text{let } \{x_1, \ldots, x_n\} \subseteq X \text{ such that } \{x_1, \ldots, x_n\} \in E \text{ and } n \text{ is maximised} \\
  & \text{/* Note that the let makes a non-deterministic choice */} \\
  & X := X - \{x_1, \ldots, x_n\}
\end{align*}
\]

Note: with \textit{maximised} is meant that the \(n\) must be chosen such that there is no larger set of \(x_i\)'s such that the conditions are met.

This algorithm also deals with exclusion constraints, since all output types of a type construction (the types at the top of the triangle) have to be disjoint.

In [EGH+92], the general case of type construction consists of \(n\) input types and \(m\) output types (the types drawn at the base and the top of the triangle respectively), where \(n\) and \(m\) are greater than 1. The notations given above do not result in this general construct. In the following derivation rule, we show how this
general type construction relates to the constructions given above:

\[
\text{StandAlone}(x) \triangleq x \notin (F_0 \cup \text{ran}(\text{Elt}))
\]

where the predicate StandAlone states that an object type is not used directly in the construction of another object type:

The complete zoo example is now depicted in figure 8 in the ER$^+$ style. Note that we did not depict all names of object types, and connectors, for reasons of clarity.

![Complete zoo example in ER$^+$](image)

**Figure 8:** Complete zoo example in ER$^+$

### 6 NIAM way of communicating

The techniques, which use a NIAM way of communicating are mostly extensions of the NIAM modelling technique presented in [NH89]. The Predicator Set Model, which is presented in [HW93], is also such an extension of NIAM. In this section we make a distinction between the concepts used in NIAM and the concepts used in PSM.
Table 5: Relation between ORM constructs and pure NIAM symbols

<table>
<thead>
<tr>
<th>construct</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \in \mathcal{N} \cap \mathcal{A}$</td>
<td>![Symbol for $x \in \mathcal{N} \cap \mathcal{A}$]</td>
</tr>
<tr>
<td>$p \in \mathcal{P}$</td>
<td>![Symbol for $p \in \mathcal{P}$]</td>
</tr>
<tr>
<td>$f \in \mathcal{F}$</td>
<td>![Symbol for $f \in \mathcal{F}$]</td>
</tr>
<tr>
<td>$l \in \mathcal{L} \cap \mathcal{A}$</td>
<td>![Symbol for $l \in \mathcal{L} \cap \mathcal{A}$]</td>
</tr>
<tr>
<td>$x \text{Spec} y$</td>
<td>![Symbol for $x \text{Spec} y$]</td>
</tr>
</tbody>
</table>

Table 6: Constraints

<table>
<thead>
<tr>
<th>construct</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{unique}(p) \land \text{total}(p)$</td>
<td>![Symbol for $\text{unique}(p) \land \text{total}(p)$]</td>
</tr>
<tr>
<td>$\neg \text{unique}(p) \land \text{total}(p)$</td>
<td>![Symbol for $\neg \text{unique}(p) \land \text{total}(p)$]</td>
</tr>
<tr>
<td>$\text{unique}(p) \land \neg \text{total}(p)$</td>
<td>![Symbol for $\text{unique}(p) \land \neg \text{total}(p)$]</td>
</tr>
<tr>
<td>$\neg \text{unique}(p) \land \neg \text{total}(p)$</td>
<td>![Symbol for $\neg \text{unique}(p) \land \neg \text{total}(p)$]</td>
</tr>
<tr>
<td>exclusion(${X_1, \ldots, X_n}$)</td>
<td>![Symbol for exclusion(${X_1, \ldots, X_n}$)]</td>
</tr>
</tbody>
</table>

6.1 Pure NIAM

In pure NIAM the following ORM concepts can be identified: object types ($\mathcal{O}$), entity types ($\mathcal{E}$), roles or predicasts ($\mathcal{P}$), fact types ($\mathcal{F}$), and label types ($\mathcal{L}$). In table 5 the relation between the ORM constructs and NIAM are provided. In table 6, the NIAM-symbols for uniqueness, total role and exclusion constraints are given.

6.2 PSM

Not all of the constructs of ORM can be represented using NIAM. Therefore, NIAM was extended with some constructs, resulting in PSM (see [HW93]). In PSM, all concepts of the ORM kernel can be visu-
Table 7: Relation between the ORM constructs and the PSM symbols

<table>
<thead>
<tr>
<th>construct</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \text{ Gen } y$</td>
<td>$x \rightarrow y$</td>
</tr>
<tr>
<td>$p \in \mathcal{G}$</td>
<td>$\mathcal{E}(p)$</td>
</tr>
<tr>
<td>$s \in \mathcal{S}$</td>
<td>$\mathcal{S}(s)$</td>
</tr>
<tr>
<td>$\text{Dec}(c) = {d_1, \ldots, d_n}$</td>
<td>$\mathcal{C}(c)$</td>
</tr>
</tbody>
</table>

alised. The additional concepts are: generalisation, power typing, sequence typing, and schema typing.

In table 7 the PSM symbols corresponding to the ORM constructs are given. The complete zoo example is depicted in figure 9.

6.3 Evaluation

From our running example follows that most schemas denoted with the ER way of communicating can be directly represented in the NIAM way of communicating using the ORM kernel as an intermediate. However, the reverse will usually not be as easy. A NIAM schema usually contains more details than an ER schema does; in particular with regards to attributes. NIAM schemas tend to be more elaborate.

Some authors, and we tend to agree with this, suggest to regard ER schemas as an abstraction from NIAM schemas (and ORM in general) ([ICH94], [Cam94]). We expect no problems in defining the abstraction mechanisms provided in [ICH94] in terms of an ORM kernel.

7 Conclusions

By making a clear distinction between the different aspects of methods, we were able to demonstrate the possibility to build a CASE-tool with different ways of communicating, using a single way of modelling. We have presented a first attempt for an ORM kernel, general enough to contain both ER-like and NIAM-like models, together with two appropriate ways of communicating. Furthermore, we have shown how the general ORM kernel can be tuned to match one’s own flavour of ER or NIAM.

As a next step, an actual CASE-tool should be build supporting the ORM kernel and multiple ways of communicating. Furthermore, the completeness of the ORM kernel should be validated. e.g. can object oriented data models be ‘linked’ into the kernel. So far, we do not yet know whether the ORM kernel is indeed general enough to include object oriented data models, and this certainly requires more investigation. A new avenue in this research effort is discussed in [FHL97] where data modelling techniques are expressed as categories in category theory ([BW90]).

The ORM kernel further illustrates that there is little difference in the way of modelling of ER and NIAM (more extensive comparisons can be found in [Bro93a], [Mar93] and [Bro93b]). The main difference
between ER and NIAM lies in their respective ways of working, any research concerned with the underlying way of modelling is interchangeable between both ‘worlds’.
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