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We present a study of 43 000 3-jet events from $Z^0$ boson decays. Both the measured jet energy distributions and the event orientation are reproduced by second order QCD. An alternative model with scalar gluons fails to describe the data.

1. Introduction

Quarks and gluons of high momentum produced in $e^+e^-$ annihilation form jets, which preserve the energy and the direction of the primary partons. The $Z^0$ resonance is ideal for a test of quantum chromodynamics (QCD) [1] for the following reasons: (a) Hadronization effects are small at such a center of mass energy. Jets are more collimated than those at lower energies. (b) The hadronic cross section is large. (c) Initial state hard photon radiation is strongly suppressed.

There is only one free parameter in QCD, which can be chosen as the strong coupling constant $\alpha_s$ at the scale $\mu = M_Z$. We have determined $\alpha_s$ from the fraction of 3-jet events and also from energy energy correlations at the $Z^0$ resonance [2,3]. With this parameter known, all QCD matrix element calculations can be tested by comparing the measured jet distributions in multi-jet events to the theory.

Previously we have studied angular correlations in 4-jet events produced at the $Z^0$ resonance [4] and the fraction of 3-jet events as function of a jet resolution parameter [2]. In both these cases the measured distributions are reproduced by second order QCD calculations.

Here we present a study of 43 000 3-jet events observed at $\sqrt{s} = 91.2$ GeV in the L3 detector at LEP. We measure (a) the jet energy distributions, and (b) the orientation of the jets with respect to the beam direction. The data are compared to second order
2. Theoretical basis

For unpolarized beams, an event of type $e^+e^- \rightarrow 3$ jets can be described by four independent kinematical variables (apart from the jet masses): the energy of the first jet normalized to the beam energy, $x_1$; the energy of the second jet normalized to the beam energy, $x_2$; the polar angle of the first jet with respect to the $e^-$ direction, $\theta$; and the angle between the jet plane and a plane spanned by the first jet and the beam, $\chi$. Here we do not distinguish between quark, antiquark and gluon jets. We refer to the most energetic jet as the “first jet”, i.e.

$$x_1 > x_2 > x_3 \quad \text{and} \quad x_1 + x_2 + x_3 = 2.$$ 

Figs. 1a and 1b illustrate those definitions.

The differential cross section for the process $e^+e^- \rightarrow 3$ jets can be written in the general form

$$\frac{d\sigma}{dx_1 dx_2 d\cos \theta d\chi} = \sum_{i=1}^{4} f_i^{(\cos \theta, \chi)} - \frac{d\sigma_i}{dx_1 dx_2}, \quad (1)$$

where the sum extends over four different $Z^0$ spin states and interference terms $i$ [5].

While the functions $f_i$ are determined by the initial state ($e^+e^-$) and the exchanged boson ($Z^0$), the helicity cross sections $d\sigma_i/dx_1 dx_2$ are sensitive to the final state strong interactions ($qqg$) and depend on the gluon spin ($0$ or $1$). In lowest order, their form does not depend on the strong coupling constant, which appears as an overall factor. The helicity cross sections have been evaluated first for massless partons and photon exchange to $O(\alpha_s)$ in ref. [6] for vector gluons (QCD) and in ref. [7] for scalar gluons. Later the calculations have been refined by including mass effects [8], $Z^0$ exchange [5], and $O(\alpha_s^2)$ corrections [9] (for the spin-1 case).

The scalar gluon model is not compatible with various other measurements, in particular the energy dependence of jet rates [2]. Its purpose in this context is to provide a consistent theoretical alternative to QCD to show the sensitivity of the measured distributions.

Integrating (1) over the angular variables gives

$$\frac{d\sigma}{dx_1 dx_2} = \frac{d\sigma_U}{dx_1 dx_2} + \frac{d\sigma_L}{dx_1 dx_2}, \quad (2)$$

Here only the terms corresponding to transverse unpolarized $Z^0$ bosons ($\sigma_U$) and longitudinally polarized $Z^0$’s ($\sigma_L$) contribute. This distribution and also the integrals of eq. (2) over $x_1$ or $x_2$ are quite different for vector and scalar gluons and thus allow to discriminate between these models. The difference is mainly due to the poles at $x_1 = 1$ and $x_2 = 1$, which exist in QCD but not in the scalar gluon model. Also the Ellis–Karlner angle $\chi$ between the third and first jet, defined in the center of mass system of jets 2 and 3, allows a clear distinction between spin-1 and spin-0 gluons [10]. For massless partons [11]:

$$|\cos \chi| = \frac{x_2 - x_3}{x_1}.$$ 

The differential angular cross section can be calcu-
lated by integrating over a certain kinematic range of
the variables $x_1$ and $x_2$. We choose to define it by
the scaled invariant mass $y$ of jets 2 and 3. For three
massless partons $y = 1 - x_1$. Then

$$\frac{d\sigma}{d\cos \theta d\chi} = \sum f_i (\cos \theta, \chi) \sigma_i (y)$$  (3)

and, with the explicit expressions for $f_i$ [5]:

$$\frac{d\sigma}{d\cos \theta} \propto 1 + \alpha (y) \cos^2 \theta,$$  (4)

$$\frac{d\sigma}{d\chi} \propto 1 + \beta (y) \cos (2\chi).$$  (5)

All distributions (3)–(5) depend on the gluon spin,
and also the distribution

$$\frac{d\sigma}{d\cos \omega} \propto 1 + \gamma (y) \cos^2 \omega,$$  (6)

where $\omega$ is the angle of the normal to the 3-jet plane
with respect to the beam direction:

$$\cos \omega = \sin \theta \sin \chi.$$  

The parameters $\alpha$, $\beta$, $\gamma$ are given by

$$\alpha = \frac{\sigma^U - 2\sigma^L}{\sigma^U + 2\sigma^L},$$

$$\beta = \frac{\sigma^T}{\sigma^U + \sigma^T},$$

$$\gamma = -\frac{1}{3} \frac{\sigma^U - 2\sigma^L + 6\sigma^T}{\sigma^U + 2/3\sigma^L + 2/3\sigma^T}.$$  

For the well-known case of 2-jet events the parameter
$\alpha$ is equal to 1. In first order QCD the helicity cross
section corresponding to the interference between he-
licity +1 and -1 states of the Z° is $\sigma^T = \frac{1}{2} \sigma^L$ and therefore $\gamma = -\frac{1}{2}$.

In the vector gluon case the cross sections $\sigma^U$, $\sigma^L$
and $\sigma^T$ for $e^+e^- \rightarrow \gamma \rightarrow q\bar{q}$ and for $e^+e^- \rightarrow Z^0 \rightarrow q\bar{q}$ are identical. For spin-0 gluons the helicity cross
section terms proportional to $u_q^2$ and $a_q^2$ are different
from each other. Here $u_q$ and $a_q$ denote the vector
and axial vector couplings of the quark $q$ to the Z°
bozon, respectively. Thus in the scalar gluon case the
3-jet distributions for Z° exchange differ from those for $\gamma$ exchange.

In this paper we compare the measured 2-dimen-
sional distributions (2) ("Dalitz plot") and (3), and
the 1-dimensional distributions in the variables $x_2$, $x_3$, $\cos \lambda$, $\cos \theta$, $\chi$ and $\cos \omega$ to the theoretical predictions
by QCD and by the scalar gluon model. We also
investigate the dependence of the mean values $\langle x_2 \rangle$, $\langle x_3 \rangle$, $\langle \cos \lambda \rangle$, and the parameters $\alpha$, $\beta$ and $\gamma$, on the scaled invariant mass $y$.

3. The L3 detector

The L3 detector covers 99% of $4\pi$ [12]. The de-
tector consists of a central tracking chamber, a high
resolution electromagnetic calorimeter composed of
bismuth germanium oxide crystals, a ring of scintilla-
tion counters, a uranium and brass hadron calorime-
ter with proportional wire chamber readout, and an
accurate muon chamber system. These detectors are
installed in a 12 m diameter magnet which provides
a uniform field of 0.5 T along the beam direction.

For the present analysis, we use the data collected
in the following ranges of polar angles:
- for the electromagnetic calorimeter, $42^\circ < \theta < 138^\circ$,
- for the hadron calorimeter, $5^\circ < \theta < 175^\circ$.

The fine segmentation of these detectors allow us to
measure the axis of jets with an angular resolution of
approximately $2.5^\circ$, and to measure the total energy
of hadronic events from Z° decay with a resolution
of about 10% [13].

4. Selection of hadronic events

Events collected at the pole of the Z° resonance
($\sqrt{s} = 91.2$ GeV) from the 1990 LEP running period
are used for this analysis.

The primary trigger for hadronic events requires
a total energy of about 15 GeV in the calorimeters.
This trigger is in logical OR with a trigger using the
barrel scintillation counters and with a charged track
trigger. The combined trigger efficiency for selected
hadronic events exceeds 99.5%.

The selection of $e^+e^- \rightarrow$ hadrons events is based on
the energy measured in the electromagnetic detector
and in the hadron calorimeter. Events are accepted if

$$0.6 < \frac{E_{vis}}{\sqrt{s}} < 1.4,$$  

555
$|E_{\text{vis}}| < 0.40$, $E_{\perp}/E_{\text{vis}} < 0.40$,

$n_{\text{cluster}} \geq 12$,

where $E_{\text{vis}}$ is the total energy observed in the detector, $E_{\parallel}$ is the energy imbalance along the beam direction, and $E_{\perp}$ is the transverse energy imbalance. An algorithm was used to group neighbouring calorimeter hits, which are probably produced by the same particle, into clusters. Only clusters with a total energy above 100 MeV were used. The algorithm normally reconstructs one cluster for each particle produced near the interaction point. Thus the cut on the number of clusters rejects low multiplicity events ($e^+e^-$, $\mu^+\mu^-$, $\tau^+\tau^-$).

In total 82 300 events were selected.

Applying the same cuts to simulated events, we find that 97% of the hadronic decays from the $Z^0$ are accepted. The contamination from final states $e^+e^-$, $\gamma\gamma$, and hadronic production via two photon processes in the event sample is below 0.2% and can be neglected.

Monte Carlo events were generated by the parton shower programs JETSET 7.2 [14] and HERWIG 4.3 [15] with values for the QCD scale and fragmentation parameters as determined from a fit to our data [3,16]. The generated events were passed through the L3 detector simulation [17] which includes the effects of energy loss, multiple scattering, interactions and decays in the detector materials and beam pipe.

5. Analysis of 3-jet events

Jets are reconstructed out of clusters in the calorimeters. We have investigated several jet algorithms to optimize the angular resolution of the jets. The best method starts with the "JADE" version [19] of an invariant mass algorithm. In this recombination scheme, there is a close agreement between jet rates at parton and detector level. The jet angular resolution is improved by (a) adding up the four momenta of the clusters within a cone of half opening angle of 30° around the initial jet directions, (b) redefining the jets as the sums of four momenta, and (c) iterating the procedure until it converges. The initial jet directions are those given by the JADE algorithm. As a cross check to this method, we also use a different jet algorithm, with only angular criteria on energy ordered clusters for recombination, as used by CELLO [20]. The second method gives a comparable jet angular resolution, but is inferior in determining the correct jet multiplicity.

A jet resolution parameter $\gamma_{\text{cut}} \geq 0.02$ corresponding to a jet pair mass of 13 GeV or more is used to select 3-jet events for this analysis. We divide the event sample into six subsamples according to the jet resolution parameter $\gamma_{\text{cut}}$: 0.02−0.05, 0.05−0.10, 0.10−0.15, 0.15−0.20, 0.20−0.25 and > 0.25. The corresponding numbers of events are 20 800, 13 100, 5200, 2500, 1200 and 550, respectively. An event is included only, if it is a 3-jet event for both the lower and upper $\gamma_{\text{cut}}$ values defining the $\gamma_{\text{cut}}$ region considered.

All the kinematic quantities studied here, are computed using the measured jet directions. The formulae are strictly correct only for massless partons. The Dalitz plot variable, $x_i$, can be determined using [11]

$$x_i = \frac{2 \sin \psi_i}{\sin \psi_1 + \sin \psi_2 + \sin \psi_3},$$

where $\psi_i$ is the angle between the two jets different from jet $i$ (see fig. 1a). The use of this formula is justified since the measured 3-jet events are planar to a good approximation: for 95% of the events the sum of the three angles, $\psi_1 + \psi_2 + \psi_3$, exceeds 0.98 $\cdot$ 2$\pi$. The Ellis–Karliner $\lambda$ angle is then given by

$$|\cos \lambda| = \frac{\sin \psi_2 - \sin \psi_3}{\sin \psi_1}.$$
Fig. 2. Comparison of measured and predicted distributions with 3-jet events for 0.02 < y_Cut < 0.05. The data are corrected for detector effects. The errors include statistical and systematic uncertainties. The horizontal bars indicate the bin width. The solid and dashed lines show the predictions for vector and scalar gluons, respectively. They include corrections for hadronization and photon radiation. (a) scaled energy of the second jet, x_2, (b) scaled energy of third jet, x_3, (c) cosine of Ellis–Karliner angle, cos \lambda, (d) cosine of angle of the first jet with respect to the beam direction, cos \theta, (e) azimuthal angle of jet plane, \chi, (f) cosine of polar angle of normal to jet plane with respect to the beam, cos \omega.
Fig. 3. Comparison of measured and predicted distributions for 3-jet events as in fig. 2, but for $y_{\text{cut}} > 0.25$. 
Table 1

Experimental resolution and hadronization effects (half width half maximum) for the quantities $x_2$, $x_3$, $\cos \lambda$, $\cos \theta$, $\chi$ and $\cos \omega$ averaged over the entire event sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Detector resol.</th>
<th>Hadronization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_2$</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>$\cos \lambda$</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>$\cos \theta$</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>$\chi$</td>
<td>$9^o$</td>
<td>$6^o$</td>
</tr>
<tr>
<td>$\cos \omega$</td>
<td>0.05</td>
<td>0.03</td>
</tr>
</tbody>
</table>

3-jet events at generator level migrate to a different category at detector level, while non-3-jet events at generator level can become 3-jet events at detector level. From a Monte Carlo study both effects are found to be small ($\sim 5\%$) and have been corrected for again on a bin-by-bin basis. The observed distributions are also corrected for acceptance and shown in figs. 2 and 3. The overall correction factor for each bin equals 1 within typically 10%.

The uncertainties in the detector correction are studied (a) by changing the energy response in different detector components in the Monte Carlo simulation by up to 10\%, (b) by using the HERWIG 4.3 [15] parton shower Monte Carlo program (instead of JETSET 7.2) with detector simulation to correct the data, and (c) by using different methods of background subtractions. We find a total systematic uncertainty in the correction factors of 5\%. This error has been added in quadrature to the statistical error as shown in figs. 2 and 3.

Table 2 and fig. 4 show the mean values of the variables $x_2$, $x_3$, and $\cos \lambda$ as a function of $y_{\text{cut}}$, corrected for detector effects. The systematic error in the mean is estimated by using several sets of corrected distributions, corresponding to different energy response functions, different Monte Carlo models, and different background correction methods.

We fit eqs. (4)-(6) to the angular distributions to obtain the parameters $\alpha$, $\beta$ and $\gamma$. In all cases the $\chi^2$ values of the fits are close to the number of degrees of freedom. The values of $\alpha$, $\beta$ and $\gamma$ are shown in table 3 and fig. 5 as a function of $y_{\text{cut}}$. We estimate the systematic errors in these parameters in a way similar to the one described above for the mean values. For low values of $y_{\text{cut}}$ the errors in tables 2, 3 are dominated by systematic uncertainties.

<table>
<thead>
<tr>
<th>$y_{\text{cut}}$</th>
<th>$\langle x_2 \rangle$</th>
<th>$\langle x_3 \rangle$</th>
<th>$\langle \cos \lambda \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02-0.03</td>
<td>0.845 ± 0.003</td>
<td>0.181 ± 0.006</td>
<td>0.681 ± 0.010</td>
</tr>
<tr>
<td>0.05-0.10</td>
<td>0.811 ± 0.003</td>
<td>0.249 ± 0.006</td>
<td>0.596 ± 0.010</td>
</tr>
<tr>
<td>0.10-0.15</td>
<td>0.778 ± 0.003</td>
<td>0.330 ± 0.006</td>
<td>0.500 ± 0.010</td>
</tr>
<tr>
<td>0.15-0.20</td>
<td>0.736 ± 0.003</td>
<td>0.421 ± 0.006</td>
<td>0.373 ± 0.010</td>
</tr>
<tr>
<td>0.20-0.25</td>
<td>0.708 ± 0.004</td>
<td>0.500 ± 0.007</td>
<td>0.263 ± 0.011</td>
</tr>
<tr>
<td>&gt; 0.25</td>
<td>0.678 ± 0.004</td>
<td>0.574 ± 0.007</td>
<td>0.142 ± 0.011</td>
</tr>
</tbody>
</table>
6. Theoretical models

To compute the QCD predictions we use the matrix element option in JETSET 7.2 which is based on the calculations given in ref. [21] and includes terms up to $O(\alpha_s^2)$ for the jet energy distributions. We applied the approximate $O(\alpha_s^2)$ correction [9].

Table 3

Parameters $\alpha$, $\beta$ and $\gamma$ as a function of $y_{\text{cut}}$, corrected for detector effects. The errors include statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>$y_{\text{cut}}$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02-0.05</td>
<td>$0.85 \pm 0.16$</td>
<td>$0.05 \pm 0.03$</td>
<td>$-0.35 \pm 0.06$</td>
</tr>
<tr>
<td>0.05-0.10</td>
<td>$0.79 \pm 0.16$</td>
<td>$0.01 \pm 0.03$</td>
<td>$-0.29 \pm 0.07$</td>
</tr>
<tr>
<td>0.10-0.15</td>
<td>$0.88 \pm 0.18$</td>
<td>$0.00 \pm 0.04$</td>
<td>$-0.29 \pm 0.07$</td>
</tr>
<tr>
<td>0.15-0.20</td>
<td>$1.02 \pm 0.21$</td>
<td>$0.01 \pm 0.05$</td>
<td>$-0.34 \pm 0.08$</td>
</tr>
<tr>
<td>0.20-0.25</td>
<td>$0.74 \pm 0.23$</td>
<td>$0.00 \pm 0.06$</td>
<td>$-0.24 \pm 0.11$</td>
</tr>
<tr>
<td>&gt; 0.25</td>
<td>$0.60 \pm 0.30$</td>
<td>$-0.01 \pm 0.08$</td>
<td>$-0.19 \pm 0.16$</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of measured and predicted parameters (a) $\alpha$, see eq. (4), (b) $\beta$, see eq. (5), (c) $\gamma$, see eq. (6), as a function of $y_{\text{cm}}$. The meaning of the errors is the same as for fig. 4.

to the jet plane orientation, which is available only to $O(\alpha_s^4)$ in the original program version. We used a value of $\Lambda_{\text{QCD}}$ as measured from the 3-jet rate [2] and a renormalization scale $\mu^2 = 0.08s$. The distributions calculated to second order in $\alpha_s$ deviate only little from those obtained in first order; the biggest effect is seen in the parameter $\alpha$ in eq. (4), which is increased by up to 0.05; this change is small compared to the experimental error.

To simulate the hadronization process we again use the matrix element option in JETSET 7.2 with fragmentation parameters as determined from a comparison of predicted and measured distributions for several event shape variables. The effect of hadronization is small. Table 1 shows the effect of hadronization for the principal quantities used in this analysis. The mean values $(x_2)$, $(x_3)$, $(\cos \lambda)$ and also the parameters $\alpha$, $\beta$ and $\gamma$ are modified by less than 0.02 when going from the parton to the hadron level. The shape of the angular distributions remains unchanged.

In addition we include initial and final state radiation, which has a negligible effect on the quantities investigated here.

For the computation of the scalar gluon distributions we use the generator JETSET 7.2 with modified helicity cross sections which include both vector and axial vector contributions as appropriate for $Z^0$ boson exchange [5]. The $O(\alpha_s^4)$ parton distributions are then corrected (bin-by-bin) using correction factors $f$ determined for the vector-gluon case: $f = MC_{\text{hadron}}/MC_{\text{parton}}$. The numerator is calculated with the second order QCD matrix element generator plus fragmentation and photon radiation. $MC_{\text{parton}}$ is obtained using the first order generator at the parton level. This procedure is applied since the contribution of 4-parton final states is not known in the scalar gluon case, and since fragmentation is not well defined in this model. Typically $f$ is in the range 0.9-1.1 for the Dalitz plot variables and in the range 0.97-1.03 for the $\cos \theta$, $\chi$ and $\cos \omega$ distributions.

To study theoretical uncertainties we vary the renormalization scale and the fragmentation parameters. A change in the scale in the range $0.002 \lesssim \mu^2 \lesssim 0.01$ and a corresponding change in $\Lambda_{\text{QCD}}$ [2] modifies the mean values of the variables $x_2$, $x_3$ and $\cos \lambda$ by less than 0.01. The variation in the parameters $\alpha$, $\beta$ and $\gamma$ is of the order 0.02. The sensitivity to a change in the fragmentation parameters, in a range...
compatible with our measured event shape distributions, is similar to that for the scale variation. When calculating \( \chi^2 \) values we assign a 5% relative error per bin for the Dalitz plot variables and an uncertainty of 3% for the angular variables \( \cos \theta, \chi \) and \( \cos \omega \).

Statistical uncertainties due to limited Monte Carlo generator statistics can be neglected, since we generated event samples exceeding the size of the data event sample by more than a factor of 10.

7. Results and comparison to theoretical models

We compare the measured two-dimensional distributions in the variables \( x_2, x_3 \) (eq. (2)) and \( \cos \theta, \chi \) (eq. (3)) to the predictions of the vector and scalar models, normalized to the number of data events. Here all 3-jet events have been used. The resulting \( \chi^2 \) values and corresponding probabilities are given in Table 4. Each of the two-dimensional distributions can be reproduced by QCD while the scalar gluon model predictions fail to describe either of them.

Figs. 2 and 3 compare the measured one-dimensional distributions in the variables \( x_2, x_3, \cos \lambda, \cos \theta, \chi \) with predicted ones for the lowest and highest \( y_{\text{cut}} \) regions, \( 0.02 < y_{\text{cut}} < 0.05 \) and \( y_{\text{cut}} > 0.25 \). Again the theoretical curves are normalized to the number of data events. In all cases good agreement is found between the QCD predictions and the measurements. The scalar model fails to describe the data, which can be seen best in Fig. 2 for the Dalitz plot variables. The data points in Fig. 2a exhibit a strong rise for \( x_2 \rightarrow 1 \) as expected from the pole in QCD, but not predicted in the scalar gluon model. The decrease of the mean value of the \( x_2 \) distribution with increasing \( y_{\text{cut}} \) is due to the relation \( x_2 < x_1 \approx 1 - y_{\text{cut}} \). The mean value \( \langle x_3 \rangle \) increases with \( y_{\text{cut}} \) since \( x_3 = 2 - x_1 - x_2 \).

To study the dependence on the jet resolution parameter \( y_{\text{cut}} \), we have computed the mean values of the variables \( x_2, x_3 \) and \( \cos \lambda \) for the six \( y_{\text{cut}} \) regions defined above. They are shown in Table 2 and in Fig. 4 together with the model predictions as a function of the jet resolution parameter \( y_{\text{cut}} \). Similarly we show in Table 3 and Fig. 5 the \( y_{\text{cut}} \) dependence of the fitted parameters \( \alpha, \beta, \gamma \). Again, only QCD can reproduce the measurements.

The comparison between data and theory using the alternative jet algorithm gives results comparable to those described above.

8. Comparison to previous measurements

Measurements of the Dalitz plot variables and of the Ellis–Karliner angle, and comparisons to first-order QCD and the scalar gluon model, have been published previously [11,22,20,23]. These analyses were based on relatively small event samples (100–2000 3-jet events) obtained at center of mass energies around 30 GeV, where hadronic final states are produced dominantly via \( \gamma \) exchange. Due to large fragmentation effects for low energy jets only events corresponding to \( y_{\text{cut}} > 0.07–0.10 \) could be used. As a consequence the pole structure in the distribution of the variables \( x_1 \) and \( x_2 \), which is predicted for vector gluons only, can not be seen very well. In all previous studies the first order QCD predictions were found to agree with the measurements, while the scalar gluon model could not reproduce the data.

Also the orientation of 3-jet events has been studied using about 2000 events corresponding to \( y_{\text{cut}} \approx 0.15 \) at \( \sqrt{s} \approx 30 \) GeV [24]. QCD to first order reproduces the measured distributions; a comparison to the scalar gluon model has not been made.

9. Summary and conclusions

We present the first study of the jet energy distributions and the event orientation for a large sample...
of 3-jet events at $\sqrt{s} = 91.2$ GeV. The measured distributions and also their dependence on the invariant mass of the two least energetic jets are reproduced by second order QCD. An alternative scalar gluon model fails to describe the data.
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