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ABSTRACT The introduction of automated vehicles means that some or all operational control over these vehicles is diverted away from a human driver to a technological system. The concept of Meaningful Human Control (MHC) was derived to address control issues over automated systems, allowing a system to explicitly consider human intentions and reasons. Applying MHC to technological systems, such as automated driving is a real challenge, and the main focus of this article. An approach with mathematical elaboration has been developed that offers a first quantifiable operationalisation of MHC for the traffic domain and for use with automated vehicles. A major contribution lies in the taxonomification of control for MHC in the broader traffic environment, including consideration of the driver, the vehicle, the traffic environment, considering behaviour, moral standards and societal values, which are considered in a case study. The demonstration case shows the validity of the developed approach for an automated vehicle overtaking a cyclist on an urban street. This article is one of the first to operationalise MHC to such a level of detail and opens the door to further development of the concept for technological implementation.

INDEX TERMS Cooperative and automated driving, meaningful human control, automated vehicle design and evaluation.

I. INTRODUCTION

WITH the rise of automated vehicles in recent years and the expected introduction of cooperative, connected and automated vehicles (CAV) in the coming years, there has been much discussion in regard to safety and the required level of development for deployment on roads [1]. On high level roads, such as freeways and motorways, CAVs have a relatively safe traffic environment in which to be introduced with one directional uninterrupted traffic, relatively few conflict situations, and the absence of vulnerable road users (VRU). When allowing CAV’s to drive in urban areas, many more challenges are present, such as interactions with vulnerable road users, greater and more heterogeneous interactions with other road users and the road infrastructure (e.g., traffic lights). There are also questions about gaps in control of CAVs [2], [3] and moral choices by CAVs [4]–[6] that are present for highway traffic, and these are all more potent and amplified in the urban traffic environment [7]. With certain aspects of CAV control being questionable from a purely operational and human acceptance perspective [8], [9], the concept of Meaningful Human Control (MHC) has been adopted for Cooperative and Automated Driving (CAD) to explicitly include human moral reasoning and ethical acceptability. MHC is a general concept that allows an automated driving system (ADS) to be designed and evaluated to a more morally responsible extent, while also considering driver and vehicle capabilities.
The notion of MHC, originated in the political debate on autonomous weapons systems [10], has been increasingly receiving attention from the engineering community in application to different kinds of automated systems, such as driving systems and surgical robots [28]. While MHC describes a control philosophy, in itself, it is not an operational control theory. Rather, it prescribes the conditions for a relationship between controlling agents and controlled system that preserves moral responsibility and clear human accountability even in the absence of any specific form of operational control from a human. In this article, the main objective is to take the concept of MHC and develop a description of CAV control in an urban traffic environment while considering the conditions laid out by MHC. Although we could consider this in many different traffic environments, the urban traffic environment offers unique challenges due to the extensive interactions and conflicts between road users. This has been widely acknowledged as an area in which automated vehicles will be tested to the full and require additional development for [3], [11]. The increased interaction with human beings (e.g., pedestrians, cyclists) also increases the necessity to consider this traffic environment from a broader point of view [12], [13] and to embrace the philosophical discussions on the issue of control and human intentions [14].

While control is often reduced to the technical aspects, the societal and moral aspects of control are just as important. In this article, we will consider the notion of Meaningful Human Control as conceptualized and successively developed by [14]. In their account [29], the authors distinguish two major conditions for human control to be meaningful, namely tracking and tracing. The tracking condition considers the responsiveness of a given system to the reasons to act of a certain (group of) agent(s). While classic theories of control focus on the causal relation between controller and controlled system, MHC is designed to deal with intelligent autonomous systems, and therefore considers how well its behaviour is (capable to be) attuned with a certain desired behaviour. The other condition, tracing, considers the degree of moral and practical involvement of the different agents with regard to the consequences of an automated system’s behaviour. The aim of this condition is to allow the clearer and fairer possible identification of the roles automated of different agents in the chain of control, while also considering the ethical dilemma’s involved.

In this article, the focus is on addressing issues of CAV control in the urban environment from the perspective of MHC. To do this, the concept of MHC needs to be operationalised in a formulation that allows it to be applied quantitatively to vehicle control. Operationalisation in this context refers to the translation of the concept into a tangible and process that can be applied in practical cases for a specific purpose. Therefore, the main contribution of this article lies in the description of CAV control in an urban environment from a human-centred, normative perspective of MHC. This, in turn, is meant to contribute to the design of automated systems that are more accountable and transparent, thereby allowing for a clearer understanding of the roles and responsibilities of the multiple agents involved in designing, deploying and supervising these systems. We must emphasise that the main focus is on the operationalisation of MHC and not on the development of control theory, which will be left to future work. In the following section, we start by describing the main system components that are required and how these relate to MHC and to the control approach. Section III describes the step towards operationalisation with the quantification of MHC in mathematical terms, which is demonstrated in a case experiment in Section IV. In Sections V and VI, we conclude with a discussion on the application of MHC in this context and the conclusions to the research.

II. URBAN CAD-V2X CONTROL DESCRIPTION

Here, we set the scope for the setup of the control system for automated vehicles in an urban environment with consideration of MHC. First, we touch upon the main components of the traffic system that should be considered. These give the scope for the design of the control system. The role of MHC in operational control is also discussed before we give the theoretical description of the control system thereafter.

A. SYSTEM COMPONENTS

The traffic system that we are investigating in this research refers to mixed traffic with cooperative automated vehicles (CAV) of various levels of technological development and human driven vehicles (HDV). We intentionally consider the control ability of this vehicle mix in an urbanised environment in which controlled intersections are present with intelligent traffic signals with the ability to communicate with CAV’s. Vulnerable road users (VRU) are also present in the traffic system in the form of cyclists and on-road cyclists.

In Calvert et al. [15], a comprehensive overview of core components of the CAV traffic system is given, which describes the categories driver, vehicle, infrastructure, and environment, in which the categories driver and vehicles form traffic. We adopt the same division here in listing the relevant components for the control system. For environment, we consider the aforementioned urban environment with external environmental effects, such as weather conditions, to be ‘regular’, (entailing no effective precipitation, wind or any other type of disturbance) and consistent, and therefore uninfluential to traffic performance. Also, cyclists are also considered as additional actors in the traffic environment.

Infrastructure
- Road geometry
- Intersection design (# lanes, cyclists stop area, etc)
- Road sensors (e.g., loop detectors, motion sensors, camera sensors, etc)
- Traffic signals (traffic light controller, I2V communication, V2I prioritisation, etc)
that operational control by a qualified driver can lead to the system being under MHC, not just because a driver engages in driving tasks, but because the system satisfies the two fundamental conditions. In this way, the chain of control in the system can be traced to human users, while the intentions of the human users can be tracked in the automated system, as shown in Fig. 1.

Inclusion of MHC in traffic control systems can be viewed on different levels of abstraction. We mention two here, and will place the greater focus in this article on the second. The first level is that of the global traffic system in which the entirety of interactions between actors and components can be considered in regard to the extent to which they can be classified as under MHC, i.e., complying with the normative requirements and constraints expressed by the tracking and tracing conditions. The global traffic system that is considered is that of the highest level, which obviously includes aspects such as traffic (drivers and vehicles), and the infrastructure, but also regulatory and societal aspects such as traffic laws, driver training and experiences, trip planning, and general acceptable driving behaviour. Such a system is vastly expansive and enormously complicated. For this reason, we will by no means try to capture it in its entirety, but will be selective in describing some of the main factors of influence and we will make simplifications to the system to achieve this.

The second level considers MHC over individual CAV’s. The controller in the control system for a fully automated vehicle is the automated driving control system (ADCS) of a CAV, while in a partially automated vehicle, the controller of the system is an interaction between the ADCS and the driver (see Calvert et al. [15] for a detailed description). In both cases, the ADCS performs tasks based on input from sensors, and results in behaviour that fulfil the following two conditions to the greatest extent:

- It corresponds to an identifiable set of relevant reasons to act of one or more designated human controllers. This is the tracking condition.
- It can be traced back through the chain of control to the appropriate human agents, i.e., those who display the relevant capacities and moral awareness. This is the tracing condition.

Furthermore, MHC is determined as a ratio rather than in binary terms: for any given system under consideration, the extent to which the tracking and tracing conditions are fulfilled indicates the extent to which the system is, or can be, under MHC. The two conditions are expressed through

---

**B. ROLE OF MHC IN CONTROL SYSTEM**

The concept of MHC in such a control system and within the traffic environment is a logical, but nevertheless intriguing, one that has not been considered or developed previously in literature. The concept explicitly addresses aspects of human behaviour and ethical awareness that has not previously been encompassed in technical systems. The application of the concept of MHC in vehicle automation is logical as humans must maintain generic control over such an ADCS that is there to aid mobility, but also has the potential to cause undesirable, unsafe or even dangerous situations, especially in an environment with VRU’s. MHC relies on two formal conditions called tracking and tracing. The tracking condition considers the responsiveness of a system’s behaviour to human (moral) reasons and intentions to act. Automated systems should be designed to recognize and eventually respond to different reasons in favour or against certain behaviour, given a certain situation. The nature of these reasons might be arbitrary and subjective, and pertain to single individuals, as well as highly general and intersubjective, and reflect societal values. E.g., different legal systems or social contexts might or might not want to allow more decisional freedom to drivers rushing to the emergency room, and perhaps less to those that have to rush to work. The tracking condition strives to achieve a form of control where direct operational control might not be available by design, such as in highly automated systems. The tracing condition demands the possibility to identify one or more human agents (e.g., ADCS designers, drivers, etc.) in the system’s design and operation, who are able to: (i) appreciate the capabilities of the system and (ii) understand their own role as targets of potential moral consequences for the system’s behaviour. This could be the driver, but does not have to be. MHC defines conditions for control that do not depend on whether a particular agent is performing specific tasks, e.g., exercising direct, operational control. Rather, those conditions regard certain capacities of the system as a whole. In such a way, it is clear
numerous sub-conditions that need to be disaggregated in a clear fashion before an operationalisation is possible. To aid understanding of the global traffic system, a decomposition of some of the main elements of MHC is given (see Fig. 2 and Fig. 3). In the flow charts, the aim is to decompose down to the level of core components of the traffic system, such that it starts to become feasible to consider how the concept of MHC can be transferred to a control strategy.

The tracking condition considers the responsiveness of a system to act according to human reasons and is decomposed in Fig. 2. The decomposition starts with the identification of agents (in the broadest sense) whose (moral) reasons can influence the system and MHC, and the corresponding reasons themselves. We can define external and internal agents to the system, such as the driver, on one extreme, to society on the other extreme. These agents can again also be defined in regard to how closely and directly (‘proximally’) their intentions influence the vehicle while in operation [14].

The human reasons are defined on a proximity scale: reasons of different agents are correlated to the behaviour of the controlled system. For example, a tactical reason may be that a driver wishes to take an off-ramp and will plan a manoeuvre to change lanes. This manoeuvre is therefore subject to the driver’s behaviour to do so. At the top end of distal reasons, regulations play an important part, but also softer moral values and norms from which those regulations normally stem.

The tracing condition of MHC is decomposed and shown in Fig. 3. Tracing is defined as the ability to identify, within a system’s design history or use context, one or more human agents who appreciate the system’s capability and understand their own role as a target of potential moral consequences of the systems behaviour [29]. Therefore, ‘Knowledge and Capacity’ and ‘Moral awareness’ are taken as the highest level parts. Knowledge is the product of a driver’s training and own past experience, which can be formal, e.g., driving lessons, or informal, e.g., reading a vehicles manual [10], [16]. Experience can also be active, passive, regular or irregular depending on the type of traffic events that are experienced [16], [17]. A driver’s capacity relates to the type of task, which can be defined on a scale that goes from highly general strategic plans through to subconscious operations. This particular taxonomy, classically proposed by [30], regards the decision making process and the drivers’ ability to make those decisions in relation to behavioural driving tasks. Reference [14] discussed how this distinction could be integrated with insights from classic theory of action to expand it to encompass a larger set of agents and their related (moral and ethical) reasons, intentions, values. There, it is proposed to discriminate the manifold of (moral) reasons and the agents of the MHC chain according to their relative ‘proximity’ to the behaviour of the controlled system, i.e., to how closely in time and space they influence the system’s behaviour. For more details on this, we point to [14]. Moral awareness requires an agent who controls the vehicle (generally the driver) to be aware of generally accepted values, while their own role must be clear to themselves, in the sense that they have to understand and accept to bear moral and legal responsibility for the consequences of the behaviour of the system that is (partially) under their control [14], [29].
III. QUANTIFICATION AND APPLICATION OF MHC CONTROL APPROACH

The conceptual control approach of CAVs in an urban environment that is optimised for MHC was given in the previous section. The application and quantification of a confined case of this operational control is given in this section. It is necessary to restrict the expanse of the quantitative description, as giving a full generic description is not feasible. To illustrate, this would need to include all aspects of Fig. 2-3 worked out to the fullest. If we take society’s values as an example, this is just one element that would require extensive research and derivation and even then would only be able to convey a small subset of reality. The theoretical description is therefore given as a function of a precisely defined case with certain constraints put in place to allow quantification and demonstration of the control approach in a model. This addresses the aspects of MHC as indicated in Fig. 4. To this extent, we first give a short description of the case we consider. This is followed by the mathematical description of the quantified control approach with MHC. In Section IV, we describe the setup of the demonstrative case and give the results of modelled scenarios of the case using the applicable theory.

It should also be noted that the presented approach to operationalise MHC is unique due to the underlying human moral reasons and behavioural considerations that are based on ethical reasoning. The approach aligns with the domain of Responsible Innovation and Value-Sensitive Design research, which focusses on the embedding and expression of societal values into technical and socio-technical systems [18]–[20]. The fundamental question posed by these approaches is how to design technical and socio-technical systems that satisfy normative societal requirements and values such as transparency, accountability, explainability and so on. For example, the upcoming and increased use of Artificial Intelligence (AI) in socio-technical systems is often seen as an opportunity to include most explicit and implicit aspects of a system control and optimisation [21], [22], including human-centred qualitative aspects [23], Friedman et al. [18] recently performed an extensive review of current AI and ethics literature and concluded that “risk assessments, while valuable, do not capture important ethical risks which may be unquantifiable, qualitative, or unobservable” [18], which includes the objectives set out by MHC. For this reason, while being potentially valuable if achievable, we have not performed a comparison against any benchmark approach, as it would not be valid to do so. Moreover, the goal of the
use case is not exclusively present an irrefutable methodology for vehicle automation, but rather to offer an arbitrary demonstration of the application of the presented approach for automated driving. Therefore, the choices of parameters values, etc, are also arbitrary, but nevertheless logical ones.

A. USE CASE DESCRIPTION

The use case considers the interaction between a CAV and a VRU to demonstrate the technical and meaningful levels of the control approach for MHC in an urban environment. We reiterate that the objective of the case is to demonstrate the developed approach and that the case should not be considered as a standalone methodology, but rather an arbitrary exemplification. The case considers an ego-CAV on an urban road with bi-directional traffic. The ego-CAV encounters a cyclist on the road moving in the same direction as itself. There is limited, but sufficient, space to pass the cyclist, while taking the lateral distance to the cyclist and to the traffic on the opposite side of the road into account.

The cyclist maintains a constant longitudinal speed, but also has a lateral deflection described by a sinusoidal function with random error that enhances the lateral movements in a semi-predictable fashion. The ego-CAV can be considered to be a SAE level 4 vehicle, such that the vehicle is in control of operations and manoeuvres and must make the decision how to overtake and when to overtake. The model is setup, such that the CAV performs a large number of these overtaking manoeuvres so that the control system can learn from each experience and can adapt its strategy to optimise MHC. The described case is depicted in Fig. 5. The mathematical description of the approach based on MHC is given in the remainder of this section.

B. MHC CONTROL APPROACH

1) EVALUATION OF MHC

The translation of MHC and the control approach is made such that MHC is optimised in a workable model based on the control approach described in Section II and in accordance with a correct understanding on MHC and its components. The application of the control approach to a model is given in Fig. 6. The objective is to optimise MHC, thus ensuring that the vehicle performs actions that are as in line with MHC as possible. MHC is defined as a unitless variable:

\[
MHC = Tracking + Tracing
\]

As tracking considers the extent to which human reasons are met by the system, we define two levels of reasons for this case. The first is a tactical reason: a general human moral intention to not cause an accident or create a feeling of unsafety and therefore maintain a sufficiently high enough level of safety: \( R_{safe}^T(t) \). The second is a strategic reason: the intention of the human driver to traverse their route with a minimal duration: \( R_{safe}^S(t) \). The operational reasons related to the actual performance of the overtaking manoeuvre are presumed to be met and are not considered. As the duration should be minimised to create positive MHC and safety maximised, tracking is defined in the case as:

\[
Tracking = R_{safe}^T(t) + R_{dur}^S(t)
\]

Safety is defined here as a bi-logarithmic function of the lateral distance from the ego-vehicle to the cyclist \( w_{vehped} \) or the centre line of the road \( w_{CL} \), and of the inverted speed of the ego-vehicle \( v(t) \), such that safety is written as:

\[
safety = \frac{\log(a_1 w_{veh}(t)/v(t)) + \log(a_2 w_{CL}(t)/v(t))}{b}
\]

\[
R_{safe}^T(t) = \max(\min(safety, 1), 0)
\]

The log function is chosen to capture the potential severity of close proximity driving to another object, which relents quickly as the distance increases. Here, \( a_1, a_2, b \) are sensitivity parameters that allow each part of the function to be calibrated if required. Furthermore, the eventual value of the \( R_{safe}^T \) is constrained to keep it in the range \([0, 1]\) as seen in Eq. (4).

The function for the duration to pass the cyclist is setup such that the longer the ego-vehicle takes to pass the cyclist, the lower the ‘reason’ to pass promptly is satisfied. Also, if the current speed \( v(t) \) is further away from the desired speed \( v_0 \), then the situation is further from the human driver’s reasons. This is given by the equation:

\[
R_{dur}^S(t) = \frac{1}{\sqrt{T_{cyc}}} \cdot c_1 + \frac{v_0 - |v(t) - v_0|}{v_0} \cdot (1 - c_1)
\]

Here, \( T_{cyc} \) is the time to pass the cyclist, \( c \) is a sensitivity parameter for this time, and \( c_1 \) is a sensitivity parameter that distributes the importance of the duration versus the speed sensitivity.
The tracing condition is constrained in this case by the knowledge $Kn$ and capacity $Cap$ of the vehicle/driver to perform their tasks, and is given by:

$$Tracing = Kn \cdot Cap$$

(6)

We make a simplification to presume that the driver and/or vehicle designers are aware of their role allowing us to omit this part from the function. The ego-vehicles are presumed to have a base level of knowledge (or experience) $d_1$ based on previously acquired experiences, while the level of knowledge increases with each time the ego-vehicle performs an iteration of this case and attempts to pass a cyclist. The knowledge component is given by:

$$Kn = d_1 + \left(1 - \frac{1}{kh}\right) \cdot (1 - d_1)$$

(7)

where $k$ is the current number of iterations/experiences, and $h$ is the sensitivity parameter for experiences.

The capacity, or capability, is a-posteriori variable, determined from previous performances. This entails that the number of poor overtaking manoeuvres is weighed against the number of correct overtaking manoeuvres. This is given by:

$$Cap = d_2 + \left(\min\left(1 - \frac{q}{k} \cdot \sum_{k} (p_k > 0) / k, 1\right)\right) \cdot (1 - d_2)$$

(8)

Here, $d_2$ is the distribution parameter for the base level of capability, e.g., 0.5, $p_k$ is a binary penalty value for bad experiences, and $q$ is the influence parameter for those bad experiences.

2) DECISION AND ACTUATION

The decision of the ego-vehicle’s ADCS to perform an overtaking manoeuvre is based on the capacity to manoeuvre, and willingness to, based on experience. This entails a trade-off between reasons for safety coupled with ability on one side against the reasons for progression (short travel times). The safety reasons to perform the overtaking manoeuvre must be sufficiently high, while the capacity to perform the manoeuvre must also be sufficiently high. However, a decreasing level of the reasons to have a short travel time, may act as a trigger to perform the overtaking manoeuvre, hence why a lower $R_{dur}^s$ will lead to an overtaking manoeuvre sooner. We make the fair assumption here that capacity to perform a manoeuvre is connected to the level of desire. This is all captured in the decision equation $D$:

$$D = Tracing \cdot R_{safe}^T > R_{dur}^s$$

(9)

$$D = 2 \cdot Kn \cdot Cap \cdot R_{safe}^T - R_{dur}^s > 0$$

(10)

Once safety above the desired duration reaches a critical value (computed by the ego-vehicle capacity), then the driver overtakes: $D = 1$. The 2 at the start of Eq. (10) is there to balance the unitless variables and has no physical meaning. Once the decision to overtake is made, then the manoeuvre is blindly carried out without intermediate re-evaluation of the decision. This process is carried out in three steps:

The lateral position $w_{veh-ped}$ and the current vehicle speed $v(t)$ are applied, as calculated in that control iteration, to perform the overtaking manoeuvre.

The time required to overtake is then calculated. This is presumed to be the required time to cover a static distance of 12 m (5 m following distance plus 5 m vehicle length plus 2 m buffer) plus the additional dynamic distance covered while overtaking is in progress ($v - v_{cyc}$).

The speed and lateral position of the cyclist are reviewed after the overtaking manoeuvre to update the ego-vehicle’s experience and capacity values. If the cyclist moves into the vehicle’s path, then this is recorded as a bad experience and is given a penalty: $p_k = 1.0$. If the vehicle passes without interaction, then this is positive experience and is recorded without penalty: $p_k = 0$. The corresponding $R_{safe}^T$, $R_{dur}^s$ values are also recorded.
The control iteration update runs in time within a single experience $k$ and updates the desired distance between the vehicle and cyclist $w_{veh−cyc}$ and the desired speed $v$ of the ego-vehicle. This update is performed by maximisation of the reasons to act ($R_{safe}^t, R_{dur}^t$) to aim to maximise MHC. A further corrective factor $c_{pk}$ is applied, which penalises bad experiences, as described above, and leads to a small increase in future $w_{veh−cyc}$ values to avoid the negative impact on MHC due to reduced future capacity $Cap$. The applied optimisation is given as:

$$Tracking\left(\left(\sum_{k}^n p_k > 0\right), v(t)\right) \rightarrow \max$$

(11)

To clarify, tracing is not applied in the optimisation equation, as this relates to variables that are updated after each experience iteration and are not optimised within a single iteration $k$.

IV. USE CASE SCENARIOS AND RESULTS

A. USE CASE SETUP

A concise description of the case study is given in Section III-A along with a graphical example of the considered overtaking case of a cyclist by an ego-vehicle with high automation (see Fig. 5). The model, as described in the previous section, is implemented in MATLAB with certain constraints and values for the various parameters. The setup of the model for this case and the applied parameter values are now given.

A total of 200 experience iterations are performed, each with a maximum time duration of 600 time-steps, such that the ego-vehicle always has enough time to attempt an overtaking manoeuvre. A single time step is set at 0.1 s, meaning that the ego-vehicle has 60 s to pass the cyclist. To clarify, each experience iteration is a single encounter of the cyclist by the ego-vehicle in which it will attempt to pass the cyclist. Once an overtaking manoeuvre is initiated, the ego-vehicle will always proceed with the manoeuvre until completion regardless of the proximity to the cyclist. The decision to overtake the cyclist is made using the current lateral spatial gap available for the ego-vehicle. However, the cyclist while in motion, also has a dynamic lateral deviation that the ego-vehicle cannot account for. For this reason, in some cases the cyclist may move into the path of the ego-vehicle while an overtaking manoeuvre is in operation, which leads to a ‘bad experience’ for the ego-vehicle and the ADCS. The movement of the cyclist is governed by a sinus function expanded by a random factor to resemble the, sometimes unpredictable, cycling behaviour of a cyclist. This is applied by:

$$w_{cyc}(t) = m_1 \cdot \sin\left(\frac{t}{5}\right) + m_2 \cdot M(t)$$

(12)

Here, $m_1 = 0.6$, while $m_1 = 0.2$ and $M$ is a set of random numbers from a uniform distribution in the range $[0, 1]$. This results in the cyclist maintaining a default position $w_{cyc,0}$ on the road of 0.5 m from the curb, with oscillations in both directions, shown in Fig. 7.

The nominal width of the lane is set at 1.2 m, which is taken as the distance of a regular lane minus the width of an average car and minus the width of a cyclist. This allows us to assume the cyclist and the ego-vehicle as single points rather than have to consider their lateral dimensions (see Fig. 5). The cyclist has a stable longitudinal speed of 4 m/s, while the default desired speed of the ego-vehicle is set at 12 m/s, which is also the default speed for the first time iteration.

The parameter settings applied in the case are calibrated to ensure the model is stable, starting from arbitrary assumptions of appropriate values. This resulted in values of $b = 5$ and $a_1 = a_2 = 1$ for the safety reason sensitivity parameters, $c = 3$ and $c_1 = 0.8$ for the duration reason sensitivity parameters. $d_1 = 0.4$ for the base level of driver/vehicle knowledge, $d_2 = 0.5$ for the base level of driver/vehicle capacity, and $q = 2$ for the influence parameter for bad experiences. Furthermore, the optimisation correction factor for the $w_{veh−cyc}$ distance is set at $c_{pk} = 0.01$ metres.

B. USE CASE RESULTS

The case is applied to demonstrate how the developed control approach can work in simulating MHC and can be applied to aid AV design considering MHC. The case results are evaluated based on the optimised $w_{veh−cyc}$ value with the occurrence of bad experiences (see Fig. 8a), the applied speed of the ego-vehicle together with the number of time-steps before the ego-vehicle decides to initiate an overtaking manoeuvre (see Fig. 8c) and the resulting values of the tactical reasons for safety, the strategic reasons for duration, and the calculated value of MHC per experience iteration (see Fig. 8b). In Fig. 9, we also give an example of how the values for $MHC, R_{safe}^t, R_{dur}^t, w_{veh−cyc}$ change within a single experience iteration as the ego-vehicle waits for a suitable opportunity to overtake the cyclist.
FIGURE 8. Results of model for a) lateral passing distance $w_{veh-cyc}$ at decision, bad experiences, b) level of MHC and corresponding values for strategic and tactical reasons, c) required time to make overtaking decision and ego-vehicle speed during overtaking.

The stochastic behaviour of the cyclist’s lateral movement naturally results in deviations in the lateral distance at which the ego-vehicle attempts to pass the cyclist. This is clearly visible from Fig. 8a as well as in Fig. 9 in which the resulting $w_{veh-cyc}$ per time step within a single experience iteration is shown prior to a decision to overtake. As the cyclist’s lateral deviation sometimes continues to move in the direction of the ego-vehicle while the overtaking manoeuvre is taking place, a conflict can occur in which the distance between the vehicle and cyclist becomes zero (and would result in a collision without compensatory measures from the ego-vehicle). This is recorded as a bad experience by the ego-vehicle as shown in 8a. This also shows that the more experience the ego-vehicle gains, the fewer bad experiences occur. As safety, short travel time duration and also vehicle/driver capacity and knowledge contribute positively to MHC, we also see a trend that with increasing experience, the value of MHC also increases (8b). This increasing trend is not due to a single factor, but due to an increase in all three of these aspects that comprise the calculation of the MHC calculation. Also, with a greater degree of experience, the ego-vehicle is able to pass the cyclist with a shorter time duration. This positively impacts on the strategic duration reason and is made possible by a greater degree of safety and capacity of the ego-vehicle in the initial time intervals. Throughout the experiment, it emerged that the choice of ego-vehicle speed $v_k$ remained inferior to the distance to the cyclist in the optimisation process and did not deviate from the desired speed for acceptable parameter values.

Within a single experience iteration, the process towards a positive decision to overtake can be graphically seen in Fig. 9. Initially when the ego-vehicle approaches the cyclist, the immediate desire to overtake is not high (inverse to $R_{dur}^s$). However, as the strategic reason starts to quickly decrease, the chance of an overtaking manoeuvre increases to prevent the overall MHC value dropping too far (as this is what is optimised in the decision to overtake and at which distance). As the cyclist moves laterally in the lane, an opportunity to overtake will occur at a certain point when the tactical reason for safety is sufficiently high and the desire to overtake is also sufficiently high. The knowledge and capacity (ability) of the vehicle does not change within a single experience iteration, as no additional knowledge or abilities are created. However, for a following iteration $k$, these values will change and will influence the decision to overtake (as seen in Eq. (10)). From Fig. 9, it is also clear why a prompt overtaking decision

FIGURE 9. Results of model for a single experience iteration.
can lead to a higher MHC value, as the strategic reason for a short duration is met much quicker, but only if the combined tactical reason for safety and vehicle experience and capacity are sufficiently high enough.

V. DISCUSSION
A. CASE AND MODEL DISCUSSION
The concept of MHC is an important one in the scope of automated systems, however operational generalisation of the concept in quantitative terms is challenging, if not impossible, as it basically encompasses the entire world of human values and reasons, something that in itself is difficult to quantify [4], [7], [24]. The main components, derived from literature found in psychology, automotive domain and philosophy as given in Fig. 2 and Fig. 3, give a good reflection of the system, while offering a framework to build a model from. The framework is intentionally left at a higher level of abstraction, as when one branches the framework out further, many cross connections, unproven theories and new abstract concepts of various psychological and philosophical areas open up, which might end up being too vast or insufficiently understood to be operationalized in any meaningful way. Some of those notions, e.g., moral responsibility and accountability, have been keeping generations of philosophers busy (for a useful taxonomy in relation to automated systems and control, see, e.g., de Sio and Mecacci [25]).

Comprising a generic taxonomy is not realistic and also not the purpose of this research. Also for this reason, when we considered a case to demonstrate the developed mathematical control model, we have also specified and constrained the case description to adhere to acceptable and well defined components that allow an operationalisation and demonstration of the concept. The focus is therefore on explicit components that are internal to the case’s system and that can be quantified, such as a driver’s experience, tactical and operational manoeuvres and driver behaviour. External components and those that are funded more in societal and philosophical constructs, such as norms, values and moral standards, as well as legal aspects, are excluded due to their immense complexity when considering a system in operational sense. We do plan, and also challenge other researchers, to explicitly investigate these more distal components in the future and how they work and influence the system.

The control system is optimised for MHC, which makes sense as the premise is to demonstrate that automated vehicles control can be applied considering MHC. MHC was defined as a function of the two main conditions, tracking and tracing. The choice to assume a summation of these rather than a multiplication, and to assume equal weights is arbitrary. There is no evidence to indicate for or against this assumption. A similar case applies to the definition of tracking as a function of strategic and tactical reasons, and for tracing as a function driver knowledge and capacity. In regard to that last point, we do take the product of knowledge and capacity, rather than the summation, as without any knowledge, we deem driver’s capacity to not be relevant and vice versa. For example, if a driver has zero capacity to drive (e.g., they cannot move there body or give instructions), then having knowledge of the system of how to drive is irrelevant. In a similar way to these logical and thought through, but nonetheless in many cases arbitrary, decisions, many of the other formulation have also been made in the model. The formulations are argued in the descriptions, and we do encourage other scholars to examine, adjust and propose altered or new formulations based on stronger theoretical foundations from the related fields of philosophy, psychology and alike.

The case is chosen as a simple and clear example of how MHC can work in practice. Again, this has been well constrained to allow the mechanism to be clearly presented and avoid unfounded assumptions and complexity beyond what can be demonstrated. The case successfully showed how MHC can be applied to lead to a system that generates a greater fulfilment of human reasons; in the case, a reason for safety and a reason for short travel time. With increasing iterations, fewer bad experiences occurred and we see the travel time increase as well, which both directly lead to a higher level of MHC due to the reasons being met to a greater degree. It goes without saying that the absolute values of the case should not be over analysed as the case is about demonstrating the mechanism and MHC principle in practice rather than being able to model exactly how many bad experiences an AV might encounter.

Finally, in recent years the development of automated driving systems has accelerated, with increasing on road testing of higher level systems. Currently, only low-level AVs exist on roads (e.g., with ACC and LKA technology), which are governed by simpler control mechanisms and encompass a limited decision making process. Higher level systems, that may be closer to autonomous driving, will require more complex decision making technology, of which much is expected to come from Artificial Intelligence (AI) [21], [26], [27]. This in itself is a broad and yet uncertain discussion that is ongoing in scientific and technical communities and is also of relevance. We have chosen not to engage directly in this discussion in the paper, as the focus is not on the decision making process here. Nevertheless, the existence of this discussion needs to be highlighted and should also relate to the concepts presented in this article.

B. BROADER MHC DISCUSSION
MHC is a notion of control that crucially includes normative elements and constraints. It configures as a radical reconceptualization of the notion of control in engineering, to embrace psychological and political intuitions. Systems where AI plays an increasing role, can less and less be controlled as simple machines, but must be dealt with in a more sophisticated way. Intelligent systems are by design “out of control”. The challenge of MHC is to find new ways to keep human agents involved in, and responsible for, the behaviour of AI driven systems. Although its origin is the
whether a certain agent is more or less aware of their role when compared to a second agent, *ceteris paribus*.

Third, and connected to the second point, MHC is never conceived as an all or nothing feature of a system. Even in a case where there is a perfect intersubjective agreement on the meaning and relative value of the components of control, it is impossible in principle to establish a theoretical maximum of MHC. Hence, MHC is not a matter of binary presence or absence, but rather an intersubjectively established relative quantity, that always comes in degrees, and makes the most sense in a comparative scenario (e.g., one can establish, in a control model, whether a certain element at time T has increased or decreased relatively to a previous point in time T-1).

An important aspect of MHC is the realisation that it is not a concept that can be considered universally absolute. No scale can exist that can allow MHC to be 100% present, as it exists of many components that are related to very abstract and collective normative aspects, such as human values and reasons. These will nearly always have some element of conflict between agents and can never be achieved to perfection.

Therefore, we speak of the degree to which MHC can be achieved on a relative scale, rather than talking about MHC being present or absent as a binary notion. Translation to a quantitative operational variable requires some refining of this, but should also consider the aforementioned characteristic of the concept, such that various factors will results in a greater or weaker degree of MHC (in our case this is the trade-off between the tactical reason for safety and the strategic reason for duration).

VI. CONCLUSION

With challenges of increased vehicle automation and questions regarding sufficient control of these vehicles, this article has presented an elaboration of the operationalisation of Meaningful Human Control (MHC), as a control concept that can address many control issues in Cooperative and Automated Driving (CAD). Operationalisation of a philosophical control concept is challenging for a number of reasons that have been addressed in this article. Building on past and present developments, the paper has identified key components of the control system and has developed a first mathematical underpinning of how these can be operationalised for analysis and design in real life cases. This is captured in a control approach that focuses on operationalisation in the field of transportation, rather than systems control, and has taken a corresponding approach. A major contribution lies in the taxonomification of control for MHC in the broader traffic environment, including consideration of the driver, the vehicle, the traffic environment, considering behaviour, moral standards and societal values, such as safety. The presented case is applied as demonstration of the approach and considers the control process of a highly automated vehicle attempting to pass a cyclist on an urban road, while considering trade-offs between human desires, moral standards, traffic efficiency and safety. These interactions are highly critical and will pose challenges for CAVs as they continue to develop and be implemented. The developed approach demonstrates that MHC can be applied as the core control concept to allow the system to interact with other road users (a cyclist in this case) and to learn to improve performance through multiple iterations. The importance of MHC at the core of these control developments further means that human reasons and values are explicitly considered internally, rather than nominally and externally to the system, which has demonstrated up to this point, to lead to breaches in acceptability and causality when considering safety and control with automated vehicles. Design and evaluation of automated vehicles system performance with consideration of MHC is taken a step closer through the research in this article and the broader automotive and transportation communities are urged to take heed of the developments.
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