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ABSTRACT

Adult antisocial behaviour has precursors in childhood and adolescence and is most successfully treated using childhood interventions. The aim of this study was to identify and validate robust risk factors for antisocial behaviour involving police contact in a data-driven, hypothesis-free framework. Antisocial behavior involving police contact (20/25% incidence) as well as 554 other behavioural and environmental measures were assessed in the longitudinal general population Estonian Children Personality Behaviour and Health Study sample (n=872). The strongest risk factors for antisocial behaviour included past substance use disorder, gender, aggressive mode of action upon provocation, and concentration difficulties and physical fighting in school at age 15 years. Prediction using the selected variables for both methods in the other, unseen cohort resulted in an area under the receiver operating characteristics curve of 0.78-0.84. Our work confirms known risk factors for antisocial behaviour as well as identifies novel specific risk factors. Together, these provide good predictive power in an unseen cohort. Our identification and validation of risk factors for antisocial behaviour can aid early intervention for at-risk individuals.

1. Introduction

Antisocial behaviour can be defined as actions that disregard the well-being of others (Fairchld et al., 2013). It includes a wide range of disruptive behaviours ranging in severity from nuisances such as loud or unruly behaviour to criminal behaviour including (but not limited to) vandalism or physical violence. Individuals with antisocial behaviour incur a high cost for society, with some estimates ranging between $9000-$15,000 USD increased annual public costs per child diagnosed with antisocial behaviour (Foster et al., 2005; Scott et al., 2010). The strongest risk factors for antisocial behaviour included past substance use disorder, gender, aggressive mode of action upon provocation, and concentration difficulties and physical fighting in school at age 15 years. Prediction using the selected variables for both methods in the other, unseen cohort resulted in an area under the receiver operating characteristics curve of 0.78-0.84. Our work confirms known risk factors for antisocial behaviour as well as identifies novel specific risk factors. Together, these provide good predictive power in an unseen cohort. Our identification and validation of risk factors for antisocial behaviour can aid early intervention for at-risk individuals.

While the full developmental path remains unclear, a common precursor to adult antisocial behaviour is aggressive and disruptive behaviour in childhood (Calkins and Keane, 2009; Fairchld et al., 2013). Moreover, antisocial behaviour benefits from early intervention: while treatment of adults remains difficult and often inconclusive or unsuccessful (Gibbon et al., 2010; Khalifa et al., 2010), intervention in childhood may be both cost-effective and more successful (Foster et al., 2006; Scott et al., 2010).

Because of the benefits of early intervention and treatment, the idea of predicting the occurrence of antisocial behaviour later in life is not new. A longitudinal study assigning preschool children into three risk groups showed predictive power for police contact at age 15 years, with
the best predictors including externalising behaviour and motor coordination. However, the false positive rate was too high to support an early intervention policy (White, Jennifer L. Moffitt, Terrie E. Earl, Felton Robins, Lee Silva, 1990). In another longitudinal study, White and coworkers found that the best childhood precursors of antisocial behaviour included economic deprivation, poor parenting, an antisocial family, and ADHD-like symptoms (Farrington, 1993). A longitudinal twin study performed by Farrington and colleagues found that lower IQ, reading problems, conduct problem symptoms, and ADHD symptoms in childhood predicted adult antisocial personality disorder (Simonoff et al., 2004). In a cross-sectional study, Bender and Lösel identified bullying behaviour as a strong risk factor for later antisocial behaviour (Tofli et al., 2012).

While the previous studies have identified risk factors that predicted antisocial behaviour later in life, none of the studies to date (to our knowledge) included a validation in a second, independent sample. Building predictive models without an independent testing sample is sensitive to overfitting (e.g. (Reunanen, 2003)), which means that the best predictors from one study may not predict antisocial behaviour in a new sample. Identifying a robust set of predictors and demonstrating that these have discriminative power in an unseen sample will be essential to work towards inclusion of such prediction into early intervention policy and fills a hole in existing literature. It is important to note that identifying robust predictors does not necessarily contribute to the understanding of the causal relationship(s) between predictors and outcome. One approach to untangle direct and indirect effects of the predictors is with a mediation model.

Based on the above, the aim of the current study was two-fold: first, to identify and validate the best predictors for antisocial behaviour involving police contact (ABPC) using a hypothesis-free approach in two longitudinal cohorts of ages 9-33 years. This means that all individual items as well as subscales from available questionnaires were treated as potential predictors without making a prior selection. The chosen approach permitted the use of all available data (in our case 555 variables) without prior selection. Second, we used a causal discovery approach to test whether our validated predictors had a mediated or unique effect on ABPC.

2. Methods and materials
2.1. Study population

The study was performed using the longitudinal Estonian Children Personality Behaviour and Health Study (ECPBHS) sample consisting of two independent cohorts. The younger cohort (n = 583) was born between 1988-1989. The elder cohort (n = 655) was born in between 1982-1983. More detailed information about the design and collection methods of the ECPBHS can be found in (Harro et al., 2001; Tomson et al., 2011). Briefly, ECPBHS is a general population longitudinal multidisciplinary study of (at the time) school-aged children from Tartu County in Estonia. Data was collected in four waves at ages 9, 15, 18, and 25 years for the younger, and ages 15, 18, 25, and 33 years for the elder cohort. Written informed consent was obtained from participants and parents and the study was approved by the Ethics Review Committee on Human Research of the University of Tartu, Estonia.

2.2. Measurements

The data available for this study included multiple types of descriptive and questionnaire data. Some of these were completed by parents and teachers, others by participants about themselves and about other participants. A complete overview can be found in Table 1.

2.2.1. Outcome measure for antisocial behaviour involving police contact

ABPC was measured using the Life History of Aggression (LHA; (Coccaro et al., 1997)) interview by clinical psychologist. The LHA measures the timing and frequency of aggressive behaviour over the lifetime. One LHA item measured frequency of ABPC. For this study, this was converted to a binary variable. Other LHA items (such as physical assault on people) were excluded from the analyses, because these items partially target the same ABPC.

With regards to police contact, Estonia is a member of the European Union (EU), Europol, and Interpol and its justice system follows generally recognised principles of international law. Crime rate has declined over the last couple of decades (Criminal Policy Department of the Estonian Ministry of Justice, 2019) and trust in police is high at 87% in 2018 (Kiviriik, 2018; Sööt et al., 2014; Tabur and Sepp, 2020) with trust ratings similar to other European countries like Norway, Spain, the UK, Switzerland, and the Netherlands (Jackson et al., 2011). With a prison population rate of 184 per 100,000 inhabitants in 2020, Estonia is on the higher end of EU prison population rates yet comparable to other Eastern European countries such as Czechia (197), Poland (195), Slovakia (195), and Latvia (179) (Institute for Crime and Justice Policy Research, 2020).

2.2.2. Aggression measures

Multiple aggression measures were available for analysis. First, the Buss-Perry rating scale measures aggression and consists of four aggression components (Buss and Perry, 1992). Second, the driver anger scale (DAS; (Lajunen et al., 1998)) measures driver anger. Third, the University of Illinois bully scale (UIBS; (Espelage and Holt, 2001)) measures bullying behaviour and consists of three subscales. For the UIBS, participants were asked to retrospectively rate themselves and selected classmates, so that each participant was rated by at least two raters. Fourth, the aggressive provocation questionnaire (APQ; (O’Connor et al., 2001)) measures aggressive behaviour and consists of 12 scenarios where participants indicate levels of anger, frustration, irritation, and select a response behaviour. Lastly, the aggressiveness subscale of the Hyperactivity Scale of af Klinteberg (HSK; (af Klinteberg, 1988)) was rated by class teachers.

2.2.3. ADHD and impulsivity measures

The adult ADHD self-report scale (ASRS) measures adult ADHD (Kessler et al., 2005) and was completed by participants. The Swansea, Nolan and Pelham (SNAP) rating scale measures ADHD symptom severity (Swanson, 1981). The SNAP was completed by teachers and individually by both parents. The Adaptive and Maladaptive Impulsivity Scale (AMIS; (Laas et al., 2010)) measures impulsivity. Lastly, class teachers rated hyperactivity using the HSK.

2.2.4. Other measures

The ECPBHS includes information on other measures that we used in order to achieve our aim: First, lifetime substance use disorders were assessed by the MINI psychiatric interview (Sheehan et al., 1998). Second, stressful life events were assessed using the stressful life events inventory (Akkermann et al., 2012). Third, family relations were measured using the Tartu adult family relationships scale (TFRS; (Paafer et al., 2008)), consisting of 49 items. Fourth, general mental abilities were assessed using tests C and D of the Raven Standard Progressive Matrices Test (RSPM; (Raven et al., 1998)) and completed by participants. An assortment of general items, including environmental factors such as family income and education was gathered and included in our analysis.

2.3. Variable selection and prediction

As the main goal of this study was to identify informative variables for ABPC, we followed a two-stage approach in order to select the most informative predictors with 7 steps in total. The full process is illustrated in Fig. 1. We did this because standard approaches might identify risk factors within a group, but generally do not exclude the
Table 1
Overview of all questionnaires and the ages at which they were measured in the two Estonian children personality behaviour and health study cohorts.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Age at assessment, younger cohort (years)</th>
<th>Age at assessment, elder cohort (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggression Life History of Aggression</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>Driver Anger Scale</td>
<td>25</td>
<td>25, 33</td>
</tr>
<tr>
<td>University of Illinois Bully Scale</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>Aggressive Provocation Questionnaire</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>Buss-Perry rating Scale</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>ADHD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult ADHD self-report</td>
<td>25</td>
<td>25, 33</td>
</tr>
<tr>
<td>Swanson, Nolan, and Pelham Rating Scale</td>
<td>15, 18</td>
<td>18</td>
</tr>
<tr>
<td>Adaptive and Maladaptive Impulsivity Scale</td>
<td>15, 18, 25</td>
<td>18, 25, 33</td>
</tr>
<tr>
<td>Hyperactivity Scale of af Klinteberg</td>
<td>9, 15, 18</td>
<td>15, 18</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mini International Neuropsychiatric Interview</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Tartu adult family relationship scale</td>
<td>18, 25</td>
<td>18, 25, 33</td>
</tr>
<tr>
<td>Raven Standard Progressive Matrices Test</td>
<td>18, 25</td>
<td>25</td>
</tr>
<tr>
<td>Stress &amp; Stressful life events*</td>
<td>15, 18, 25</td>
<td>15, 18, 25, 33</td>
</tr>
<tr>
<td>General, socioeconomic, and substance use*</td>
<td>9, 15, 18, 25</td>
<td>15, 18, 25, 33</td>
</tr>
</tbody>
</table>

⁎ Unnamed rating scales, see Section 2.2.4.

Fig. 1. Schematic overview of imputation, quality control, and variable selection steps. Panel 1 show the imputation and quality control steps for both cohorts, as well as the variable selection step. Next, we continue with three parallel processes to examine and validate the variable selection results. This is illustrated in panels 2, 3, and 4.

Panel 1: Schematic overview of the pre-processing and variable selection. Initially in step 1A, the younger cohort consists of n=587 individuals and d=670 variables. The elder cohort consists of n=655 individuals and 670 variables. Secondly in step 1B, imputation, quality control, and normalisation within cohort is performed. Thirdly in step 1C, the available variables from the two cohorts are compared and only the overlapping variables are kept. Fourthly, in step 1D the end result for the younger cohort is n=412 with 555 variables and n=460 for the elder cohort with 555 (identical) variables. Lastly step 1E shows the variable selection.

Panel 2: Schematic overview of the model training and prediction. In step 2A the selected variables from step 1E are used to train predictive models using the discovery cohorts. Next, in step 2B, the models are tested in the other, unseen cohort. This is the first time in the process that we “cross over” from one cohort to the other.

Panel 3: Schematic overview of the stability selection process. After steps 1-5 shown in Fig. 1, in step 3A we further investigate the 9 variables that were selected by at least three out of four models. This involves testing the stability of the variable selected process (1E) with respect to changes in our particular sample.

Panel 4: Schematic overview of the mediation analysis. In step 4A we include 21 variables for mediation analysis (see 3.5). Next in step 4B we join the two age cohorts together to create one large sample of n=872 individuals. Lastly in step 4C, a causal discovery algorithm is used to produce a full mediation model.
possibility of the findings being limited to their very specific sample. To address this, we tested the stability of risk factors, their predictive power in new individuals, and possible mediation effects.

2.3.1. Preprocessing and imputation

In the preprocessing stage, we started with two initial cohorts containing missing values (Fig. 1-1A). The missing data points were imputed using a non-parametric imputation random forest approach with the “MissForest” R package version 1.4 (Stekhoven and Bühlmann, 2012). Next (Fig. 1-1B), variables and individuals with >50% missing data (before imputation) were excluded, as well as individuals with missing ABPC outcome. Only variables available in both cohorts were included (Fig. 1-1C). If the variables were measures at different ages, the closest age match was selected. This resulted in the final data sets of n = 412 individuals for the younger and n = 460 individuals for the elder cohort, with 555 variables overlapping between the cohorts (Fig. 1-1D). Importantly, during this process, the two cohorts were treated separately as to avoid introducing bias.

2.3.2. Variable selection

A hypothesis-free variable selection process was performed in each cohort (Fig. 1-1E). Two methods were used for variable selection and prediction. The first method was elastic net regularised logistic regression, which is a standard method for variable selection and prediction that creates a linear model (Zou and Hastie, 2005). The second method was random forest classification, which performs variable selection and prediction in high-dimensional data (see e.g. (Boulesteix et al., 2012)) and builds a non-linear model (Breiman, 2001).

For elastic net logistic regression, optimal variable selection was achieved using cross-validation in the training cohort. This optimal selection was defined as the most regularised model within 1 standard error of the minimum mean cross-validated error. The elastic net parameter alpha, which defines the balance between ridge and LASSO regression, was tested for eleven values.

Variable selection for random forest was done using the permuted out-of-bag prediction error for a forest of 15,000 trees. The optimal model was defined as all variables above 1 standard deviation of the mean out-of-bag prediction error. The random forest parameter minimal number of observations in a leaf node, which defines the number of observations that one leaf node should at least contain, was tested for seven values.

Analyses were run using the Mathworks MATLAB® software package version R2018a.

2.3.2. Prediction

Using only the per-method selected variables, two predictive models (one with logistic regression, one with random forest) were trained in each cohort separately (Fig. 1-2A), resulting in 4 final models using only the selected variables. After that, the predictive models were tested on the other, unseen cohort (Fig. 1-2B). The performance of the predictive models was evaluated using receiver operating characteristic (ROC) curves and their area under the curves (AUC) for the binary outcome of ABPC. The AUC is a number between 0-100 and can be roughly interpreted as 50-60: fail; 60-70: poor; 70-80: fair; 80-90: good; and 90-100: excellent (Safari et al., 2016).

2.3.3. Stability selection

The variable selection results may not be uniquely informative if they are sensitive to small changes in the sample. To avoid implicating one specific risk factor when any one in a correlated variable group would perform similarly, we verified the stability of results using the sample splitting procedure outlined in (Meinshausen and Bühlmann, 2010), which consists of splitting each cohort into half to test whether the variable selection is sensitive to changes in the sample size and characteristics (Fig. 1-3A). In both cohorts, the splitting procedure was performed 100 times for both elastic net logistic regression and random forest.

2.3.4. Mediation analysis

Mediation analysis was performed using Bayesian Constraint-based Causal Discovery (BCCD; (Claassen and Heskes, 2012)). BCCD can help identify whether the effects of predictors on ABPC are direct or indirect (i.e. a shared effect) and was used to determine the relationship structure between the selected predictors and ABPC.

Causal discovery benefits from the inclusion of peripheral information. This means that mediation effects in the data can better be detected if information is included that does not directly relate to our outcome. Thus, to facilitate mediation analysis, all available sum scores from questionnaires were included in the mediation model (Fig. 1-4A). This approach maximises the included peripheral information, while still limiting the total number of variables in the model (reducing computational complexity).

For BCCD mediation analysis, the two separate cohorts were pooled (Fig. 1-4C) and a cohort indicator was included (Mooij et al., 2016). A correlation matrix of all 21 variables was also computed.

3. Results

3.1. Sample

After pre-processing and imputation (Fig. 1-1A-C), the final data sets consisted of n = 412 individuals (younger cohort) and n = 460 individuals (elder cohort), with d = 555 remaining overlapping variables including the ABPC outcome (Fig. 1-1D). Table S1 shows the distribution of age, gender, and ABPC across the two cohorts. The outcome variable of ABPC was nominal significantly different in the cohorts (p = 0.045), with the younger cohort having a higher incidence (25%) compared to the elder cohort (20%). Overall, 257 out of 555 variables had nominal significantly (p < 0.05) different distributions. The distribution of p-values for the differences between variables in the two cohorts is shown in Fig. S1.

3.2. Prediction results

The main results are shown in Fig. 2. Information on the parameter-dependent performance of the models for the two variable selection methods is shown in panels A1, B1, C1, and D1. Information on the prediction accuracy ROC using the optimal parameter is shown in panels A2, B2, C2, and D2.

For elastic net logistic regression, the best prediction result of AUC = 0.84 was obtained with a model consisting of 9 variables (see Section 3.3). Overall, models with fewer variables tend to perform better using logistic regression prediction in the unseen cohort.

For random forest, the best result of AUC = 0.80 was obtained with a model consisting of 52 variables. The minimum number of observations per leaf parameter (see 2.3.2) shows little effect on the total number of variables selected, which is consistently higher in the younger-to-elder selection (52-75 selected variables) than in the elder-to-younger selection (14-19), or the prediction accuracy. Again, models with fewer variables tend to perform slightly better.

3.3. Selected variables

In total, 70 unique variables were selected for the four models. Of those, 53 variables were selected only by a single model, eight variables were selected by two models, four variables by three models, and five variables were selected by all models. The five variables selected by all models were: gender, past substance use disorder, the APQ aggressive mode of action, teacher-rated concentration difficulties at age 15, and the UIBS item 9 as answered by peers: physical fighting. The four variables selected by three models were excessive drinking at age 25, education level at age...
25, maternal education at age 15, and teacher-rated motor restlessness at age 15.

Fig. 3 shows the 9 selected variables with their relative importance for the younger-to-elder logistic regression prediction in panel A1 from Fig. 2. In supplemental Figs. S2, S3, and S4, the selected variables for the other three models are shown.

3.4. Stability selection results

We tested the stability (with the elastic net logistic regression and
The top two panels (A1 and A2) show results using the younger cohort to build the model, and the elder cohort to test the model. The topmost left panel A1 shows the characteristic (ROC) with varying hyperparameters. In the right column the ROC curve belonging to the best AUC from the left is shown.

For elastic net logistic regression, the most stable predictors for ABPC (selected >60% in both splits) were past substance use disorder, gender, and education level at age 25. For random forest, the most stable predictors were past substance use disorder and UIBS item 9: physical fighting. Less stable variables (selected between 40%-60% in both splits) for elastic net logistic regression were teacher-rated concentration difficulties at age 15, the APQ aggressive mode of action, UIBS item 9 physical fighting, maternal education, and excessive drinking at age 25. For random forest, these were the APQ aggressive mode of action, teacher-rated concentration difficulties, teacher-rated motor restlessness, education level, and gender. These were selected in both splits around 50% of the time, suggesting that these effects were driven by a subset of our sample or that the information they provided could also be provided by other (correlated) variables. The least stable variables (selected <40% in both splits) were for elastic net logistic regression teacher-rated motor restlessness at age 15, and for random forest excessive drinking and maternal education. These variables likely did not provide unique information but rather correlated with other variables.

### 3.5. Mediation analysis

In total, 21 variables were included in the mediation analysis: (a) the nine variables that were selected by at least three out of four models, (b) ten sum total scores from available questionnaires to provide peripheral information, (c) a binary dummy variable to represent the age cohorts, and (d) the outcome variable ABPC. The full correlation matrix and mediation model are included as Figs. S5 and S6 in the supplement.

Out of the included variables, four were found to have an unmediated (i.e. direct) effect on ABPC. These were past substance use disorder, the APQ aggressive mode of action, education level at age 25, and the UIBS item 9 physical fighting. The effects on ABPC of all other variables in the model were mediated through these four. Notably, gender did not have a direct effect on our outcome, but instead indirectly affected ABPC through the substance use and aggression/bullying measures (see Fig. S5). Highly correlated variables, such as teacher-rated concentration difficulties and motor restlessness, group together.

### 4. Discussion

We aimed to identify and validate robust predictors for ABPC by going beyond traditional correlation studies. Our approach was to apply two different selection methods and identify the best predictors in one cohort followed by their use for prediction of the same outcome in a second independent cohort. The best prediction (AUC=0.84) was obtained using 9 out of 554 possible predictors selected in the younger cohort and tested in the elder. Vice versa, the best prediction from the elder to the younger cohort (AUC=0.78) was obtained using 22 variables. Because the predictive power was tested in an unseen, independent cohort, the identified predictors are robust to overfitting and are likely to generalise well to the population level.

Five predictors were selected by all models. Past substance use disorder at age 25 was the most influential and stable predictor for ABPC in all models. The association between antisocial behaviour and substance use is well documented (Robins, 1998; Westermeyer and Thuras, 2005).
While it is not surprising that past substance use disorder was found to be a good predictor for ABPC, this finding increases the confidence that our approach does indeed identify relevant predictors. Adding to what was previously known, we have found that effects of stress and excessive drinking are mediated by past substance use disorder, and that it can be used to predict ABPC in an independent sample.

Gender was identified as the second-most stable predictor. While boys and girls experience similar trajectories and outcomes for antisocial behaviour (Oders et al., 2008), evidence for differential gender pathways have also been found (e.g. (Lewin et al., 1999; McEachern and Snyder, 2012; Raine et al., 2011)). In this study, especially the linear logistic regression model found gender to be both influential and stable for ABPC, whereas the non-linear random forest model showed less stability in selecting gender as a predictor. This result can be explained by the mediation analysis: the effects of gender on ABPC are fully mediated by substance use, aggression, and bullying behaviour, each of which has known gender effects (Menesini and Salmivalli, 2017; Stone et al., 2012; Tremblay and Côté, 2019). This shows that gender does not provide additional information when substance use and aggression data are available.

The APQ aggressive mode of action was also selected by all models as a predictor for ABPC, albeit with lower stability. This lower stability may be explained by the high correlation between the APQ aggression subscale and other aggression questionnaires: the DAS and B-P. Even so, our research shows that among these three instruments, the APQ aggressive mode of action best predicts ABPC. Importantly, the DAS, B-P, and instruments that measure ADHD-like symptoms do not provide additional information.

Teacher-rated concentration difficulties at age 15 were a predictor for ABPC measured before adulthood. In previous work, concentration difficulties in childhood and adolescence have been associated with antisocial behaviour (Farrington, 2005; af Klinteberg et al., 1993); we additionally show that this correlation can be exploited for prediction.

The final predictor selected by all models was UIBS item 9: physical fighting as reported by peers. The UIBS was taken at age 25 (younger) or 33 years (elder cohort) and assessed the middle school period (ages 11-16), retrospectively. Bullying behaviour has already been suggested as a strong predictor for antisocial behaviour (Ttofi et al., 2012). However, our models selected this specific item over the subscale that it belongs to. This novel result suggests that this physical fighting behaviour is particularly indicative of later ABPC. The mediation model shows physical fighting has a direct effect on ABPC, distinct from the effects of other aggression measures. This shows that physical fighting in school is a unique and specific risk factor for later antisocial behaviour.

Because most aggression measures in our sample were taken later in life (ages 25/33 years), their usefulness for intervention before adulthood should be validated. However, two of the five best predictors may be particularly interesting for early intervention: concentration difficulties and physical fighting in school. Together, these two explain roughly 20% of observed variance for later ABPC in our sample with a Nagelkerke pseudo-R² of 0.19 (data not shown). Other candidates for early identification include motor restlessness at age 15 as a risk factor and maternal education at age 15 as a protective factor.

We have applied both linear (logistic regression) and non-linear (random forest) prediction methods. The linear models never performed worse than the non-linear models. This suggests either that there are no significant non-linear interactions in our measures that are predictive of ABPC, or alternatively that a larger sample is needed to leverage them.

Our results enable prediction at an individual level at a chosen level of sensitivity/specificity. Because false positives in ABPC risk stigmatisation as well as unnecessary treatment, individual predictions ideally have a high level of specificity. While our prediction with an AUC of 0.74-0.84 by itself may not be enough to provide this level of
discriminate power, the aim of this research was not to diagnose, but to identify risk factors that may be used to refer potentially at-risk individuals to proper care as early as possible.

Our results can aid both education professionals and clinicians. Because we show that early ratings by teachers are predictive of ABPC, it may help to extend the early prevention aspect in this direction. Our results can help education professionals be more proactive when observing early predictors as described in this paper. For clinicians, who generally face patients who already have developed a disorder, it is beneficial to know which (combinations of) problematic behaviours are indicative of future ABPC, especially in cases where the primary referral is not for antisocial behaviour.

Actionable suggestions for education professionals, clinicians, and practitioners based on our results include the following. Firstly, while gender is a risk factor for ABPC, it is not informative when aggression and substance use information is already considered. Secondly, physical fighting specifically is a risk factor; other types of bullying behaviour much less so. Thirdly, stress and stressful life events are not indicative of later ABPC, unless accompanied by substance abuse. Fourthly and lastly, symptoms relating to inattention and hyperactivity are not direct risk factors for later ABPC, but may be among the earliest to be noticed. If accompanied by any aggressive behaviour, they become risk factors.

The results of this study should be considered in light of some strengths and limitations. Our results show that it is possible to identify robust predictors for complex behaviours by leveraging large-scale data collection as well as current data processing techniques. These techniques make it possible to analyse large quantities of data in a hypothesis-free framework without compromising on reproducibility. In terms of limitations, we would like to emphasise that the causal mediation analysis that identified predictors should not be considered causative for ABPC. Instead, they should be treated as (mediated or unmediated) risk factors. Secondly, while the variable selection and prediction steps were performed in independent cohorts, these cohorts both were drawn from a specific geographic population and age range. This means that even though our risk factors generalise well within this population, it is to be determined whether they predict equally well in different populations. Promisingly, our risk factors partially overlap with findings in other populations. In addition, other results from the same two cohorts have been observed in different populations, such as a genetic/environment interaction in disordered eating in a Caucasian-American population (Akkerman et al., 2012; Rozenblat et al., 2017; Stoltenberg et al., 2012), physical activity and sleep related findings in a Swedish population (Ortega et al., 2011), and a genetic/ADHD association in a Croatian population (Nikolac Perkovic et al., 2013). This suggests that our risk factors might generalise beyond Estonia, but further research remains needed. Thirdly, because the UIBS was administered retrospectively, it may have been vulnerable to distortion by later experiences. Prospective data collections could therefore be even more informative for prediction studies.

In conclusion, by combining a data-driven approach in separate cohorts with stability testing and a causal mediation analysis, our work fills a hole in existing literature by moving away from testing specific hypotheses with a focus on robust, reproducible results. This approach of using independent cohorts combined with variable selection and prediction techniques allows large scale analyses while improving scientific reproducibility over traditional correlation studies. We confirmed known risk factors for ABPC in a population sample and identified the novel specific risk factor of physical fighting in school which together have good predictive power in an unseen cohort. These predictors may be suitable as indicators for the start of early intervention treatments.
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