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A B S T R A C T

We performed combined experimental and computational research on damage processes in ruthenium thin films induced by femtosecond lasers with various photon energies. We present an experiment with an optical laser at normal incidence conditions and compare it with previously reported experiments at grazing incidence conditions with XUV and hard X-ray photons, covering a large range of photon energies. Analysis of ablation craters in Ru shows very similar crater morphology and depth of about 10–20 nm for all considered irradiation conditions. Simulations of light-matter interactions are performed with our combined Monte Carlo and two-temperature hydrodynamics approach. The simulation results show that the primal cause of eventual ablation is Auger decay of core-shell holes created after absorption of XUV and hard X-ray photons in the vicinity of ruthenium surface. They lead to the creation of many low-energy electrons which consequently release the absorbed energy near the surface, resembling the optical irradiation case. Similar absorbed energy distributions in the top part of ruthenium induce a similar thermo-mechanical response and, therefore, similar ablation process. Our results suggest that such mechanism is universal in a wide range of photon energies at grazing incidence conditions, when the photon absorption depth is smaller than the photoelectrons range.

1. Introduction

Interaction of femtosecond laser pulses with matter is a complex multi-physical and multi-scale process, which strongly depends on the irradiation conditions and the target properties. Understanding the mechanisms that govern such interactions is of crucial importance in both fundamental and applied science. Absorption of intense femtosecond laser pulses can bring material into an excited non-equilibrium state at considerably high temperature (up to several eV), but still at solid state density. The theoretical description of such a state, also referred to as warm dense matter [1,2], is challenging, since neither standard solid state nor semi-classical plasma formalisms can be directly applied [3,4]. Relaxation of such an excited system may lead to strong changes in the lattice structure of the irradiated target and eventually to severe damage. Identifying and controlling such processes is necessary, e.g., to manufacture long lasting reflective optics for the rapidly developing X-ray free-electron lasers (XFELs).

A typical damage phenomenon that occurs after irradiation of a target with intense femtosecond laser pulses is ablation of the top surface material. Many studies of laser ablation in solids with optical lasers were performed in the past [5–10]. Damage tests of different materials such as multilayer mirrors [11–13], thick substrates [14–16] and thin films [12,14–19] at extreme ultraviolet (XUV) and X-ray free electron laser light sources were also reported. Although such
experiments at XFELs are becoming more and more accessible, there is still a lack of detailed understanding of the nature of the observed damage phenomena. Moreover, scalability of already known results to different materials and irradiation conditions is of high demand in order to avoid numerous experimental tests.

Thin metal films are commonly used as grazing incidence mirrors at XFEL facilities to ensure high reflectivity. At such conditions light is absorbed in the thin (several nm) top layer of the target, which is similar to the well-studied optical case, where absorption occurs within the skin depth of about 10 nm. Despite that similarity in the photon absorption depth, the following evolution of excited electrons strongly depends on the incident photon energy. In a metal, an optical laser only probes conduction band electrons due to low energy of the incident photons. Excitation of core electrons is possible only via multi-photon absorption which requires extremely high intensities. Contrarily, in the X-rays regime the photons are predominantly absorbed by core-shell electrons. As a result, secondary electrons with various kinetic energies are created, which can play a role in the damage processes in the target [20–22].

In the present paper, we perform an experimental and theoretical comparative study of single-shot damage produced in ruthenium (Ru) films by femtosecond laser pulses in a wide photon energy range, from the optical to the hard X-ray regime. Ru is chosen as a relevant material to be used as a grazing incidence reflective mirror at XFEL facilities [15,21,23]. Four different photon energies are compared, namely 1.5 eV (optical), 92 eV (XUV), 7 and 12 keV (hard X-rays). The XUV single-shot damage experiment was reported by Milov et al. in previous work [23], while for 7 and 12 keV we analyze the data from the work by Aquila et al. [21,24]. The optical damage experiment is performed in the present work.

The complex nature of light-matter interaction dictates the necessity to use a combination of different models to describe various physical aspects involved in such interaction. For example, a combination of the two-temperature-based models with classical molecular dynamics is frequently used to describe the interaction of the optical lasers with the targets [25,26]. In the Ref. [22] an approach of combining hydrodynamics simulations with calculations of the radiation field in the material was applied to model the XFEL-matter interaction.

In our work, the experimental results are analyzed using a two-temperature hydrodynamics (2T-HD) model [27], which simulates material response to ultrafast energy deposition. The latter is obtained with the Monte Carlo code XCASCADE(3D) [28], which models the photoabsorption and subsequent non-equilibrium electron kinetics. Such an approach combining the Monte Carlo and 2T-HD methods provides insights into the spatial distributions of material characteristics inside a heated sample during its evolution, starting from photoabsorption and non-equilibrium electron cascades, up to the lattice response and damage formation.

To successfully apply the 2T-HD model, the equation of state (EOS) of the material under investigation is required. Ru is still poorly studied in the two-temperature (2T) regime of thermal non-equilibrium between electrons and ions, which is realized after the absorption of a femtosecond laser pulse. In a separate paper [29] we obtain the 2T EOS that govern the thermodynamics of Ru in a wide range of temperatures and pressures using ab initio density functional theory (DFT) calculations. The kinetic coefficients (2T thermal conductivity and electron-phonon coupling factor) are also calculated in [29].

2. Experiment

Optical single-shot damage experiments were performed using a femtosecond regenerative amplifier system (Spectra Physics Spitfire, 800 nm wavelength, maximum energy of 2.2 mJ at 1 kHz, ~90 fs FWHM pulse length) under atmospheric conditions. For the damage experiment the laser system was operated in single-shot mode, which allows only one laser pulse to be released after the trigger event. For beam characterization, the laser system was operated in multi-shot mode, where pulses were released at 1 kHz repetition rate.

The p-polarized laser beam was focused on a sample into a spot of ~42 µm radius (radius @ 1/e²). The beam radius was characterized by the knife edge method along the horizontal direction. The sample was positioned slightly before the focal spot to avoid possible ionization of air and, therefore, disturbance of the beam quality at the sample. The angle of incidence (AOI) was set close to normal (~10° off-normal). To continuously control the laser fluence we used an attenuator comprising a half-wave plate and a polarizer. We characterized the laser pulse duration by locating an autocorrelator just before the sample, with typical measured values to be ~90 fs (FWHM).

A Ru polycrystalline film of 50 nm thickness was used as a target. The sample was prepared by depositing Ru on a naturally oxidized super-polished silicon substrate using the magnetron sputtering technique. Irradiations were performed varying the incident fluence. For each fluence a pristine surface was irradiated.

Ex situ analysis was performed by means of scanning electron microscopy (SEM) and transmission electron microscopy (TEM). Fig. 1(a) shows a SEM image of a typical damage crater produced during the experiment described above. Ablation, also referred to as thermo-(photo-) mechanical spallation, of the top part of Ru is observed, which is typical for metals irradiated with high fluence femtosecond optical lasers [26,30–34]. The remaining part of the ablated Ru forms the edge of the crater. The surface at the bottom of the crater appears to be much rougher, compared to the non-irradiated surface. The fact that only the top part of the Ru layer is ablated is confirmed by TEM measurements. Fig. 1(b) shows a TEM cross-section image taken at the edge of the crater. The depth of the crater was found to be ~15–20 nm by measuring the thickness of the remaining Ru inside the crater and subtracting it from the initial 50 nm thickness.

We compare the results of the optical laser damage experiment described above with three other single-shot damage experiments previously performed at XFEL facilities, where light with different photon energies was used. Identical samples were irradiated, namely 50 nm thick Ru films on Si substrates prepared with magnetron sputtering.

In the first experiment performed at the Free-electron LASer in Hamburg (FLASH [35]), femtosecond XUV pulses with 92 eV photon energy were used. Identical samples were irradiated, namely 50 nm thick Ru films on Si substrates prepared with magnetron sputtering.
Fig. 2. (a) SEM image of Ru damage crater produced by a 100 fs 92 eV (13.5 nm) laser pulse with an incident peak fluence $F = 300 \text{ mJ/cm}^2$. The yellow line indicates where the TEM cross-section is made. (b) TEM cross-section image taken along the short axis at the edge of the damage crater, illustrating ablation of the top 18–22 nm of Ru. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1

<table>
<thead>
<tr>
<th>Photon energy [eV]</th>
<th>1.5</th>
<th>92</th>
<th>7000</th>
<th>12000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>atmosphere</td>
<td>high vacuum</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AOI, $\delta$ [deg]</td>
<td>80</td>
<td>20</td>
<td>0.26</td>
<td>0.17</td>
</tr>
<tr>
<td>Photon penetration depth, $\delta$ [nm]</td>
<td>12.8</td>
<td>3.5</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Surface reflectivity, $R$ [%]</td>
<td>67</td>
<td>68</td>
<td>89.9</td>
<td>95</td>
</tr>
<tr>
<td>Pulse duration (FWHM), $\tau$ [fs]</td>
<td>90</td>
<td>100</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Exp. dam. threshold, $F_{th}$ [mJ/cm$^2$]</td>
<td>367 ± 66</td>
<td>200 ± 40</td>
<td>1395</td>
<td>14100</td>
</tr>
<tr>
<td>Fraction of escaped energy, $\xi$ [%]</td>
<td>0</td>
<td>9</td>
<td>47</td>
<td>48</td>
</tr>
<tr>
<td>$F_{abs}^{th} = F_{th}(1 - R)(1 - \xi)$ [mJ/cm$^2$]</td>
<td>121 ± 22</td>
<td>58 ± 12</td>
<td>75</td>
<td>367</td>
</tr>
<tr>
<td>Abs. dose, $D = F_{abs}^{th} / \delta$ [eV/atom]</td>
<td>8</td>
<td>14</td>
<td>35</td>
<td>162</td>
</tr>
<tr>
<td>Exp. crater depth [nm]</td>
<td>15-20</td>
<td>18-22</td>
<td>10-20</td>
<td>15-20</td>
</tr>
</tbody>
</table>

a Measured from the sample surface.

b Calculated with XCASCADE(3D).

described experiments. Note that the threshold fluences reported in [21] should be scaled by a $\sin(\delta)$ factor, in order to obtain the incident threshold fluence at the sample surface, $F_{th}$, where $\delta$ is the AOI measured from the sample surface. For better comparison of all four experiments, the single-shot ablation threshold values, $F_{th}^{ab}$, are recalculated into the absorbed fluence $F_{abs}^{th} = F_{th}(1 - R)(1 - \xi)$ taking into account surface reflectivity, $R$, and the fraction of energy that escapes from Ru due to electron emission, $\xi$. The latter is determined by the XCASCADE(3D) simulations reported below. In our assumption of instant electron thermalization, the electron emission in the optical case can only occur due to the tail of the Fermi-Dirac distribution, which is exponentially small at our calculated electron temperatures.

It is known that the surface roughness can increase the X-ray absorption at extremely small grazing angles [40], but for our conditions...
such an effect on absorbed fluence is estimated to be insignificant.

An increase of the threshold fluence value with increasing photon energy is observed, although the case of 1.5 eV deviates from that trend, having a higher threshold value compared to 92 and 7000 eV, see Table 1. The deviation of the 1.5 eV case can be explained by a larger penetration depth of the optical light compared to XUV and hard X-rays at the considered experimental conditions (12.8 nm vs 3.5 and 1.8 nm, respectively). But different photon penetration depth alone cannot explain the full trend in the ablation threshold behavior. Moreover, the opposite trend could have been expected, since the photon penetration depth is the smallest for hard X-rays at our conditions. It is known from the literature [21,41,42] that X-ray photons are capable of creating significant electron cascades that can influence the absorbed energy distribution in the irradiated target and, hence, the damage processes. The effect of such electron cascading should be included in the analysis of X-ray matter interaction, especially in the high fluence regime. It becomes clear, if one calculates the absorbed dose without taking the transport of non-equilibrium electrons into account (see Table 1 and Ref. [21]). Another interesting observation is that despite orders of magnitude difference in the incident photon energy, all examined damage spots exhibit comparable crater depth, which indicates that the mechanisms responsible for damage may be similar.

The main goal of the present work is to study the effect of electron cascades created by photons with different energy on single-shot ablation in Ru films. To better understand the experimental results presented above, we perform simulations of laser pulse interaction with Ru at different irradiation conditions using our combined Monte Carlo-hydrodynamics approach that is described in the next section. With our simulations we aim to explain the similarities in the observed damage for considerably different irradiation conditions.

3. Model

The photoabsorption and non-equilibrium electron kinetics induced by incident photons are simulated with the classical Monte-Carlo (MC) code XCASCADE(3D) [28]. Cascading electrons with kinetic energy below a certain threshold (equal to the outermost ionization potential of the target atom, which is 8.12 eV for Ru) are considered as thermalized and provide a heat source for the 2T-HD model [27]. This model takes into account thermal diffusion of thermalized (equilibrium) electrons into the depth (in 1d) of the irradiated material, energy transfer from electronic into the ionic system and hydrodynamic evolution of the material due to thermo-induced stresses. As a result of such simulations, internal energy and temperature of both electrons and ions together with density, pressure and mass velocity can be obtained as functions of the depth and time.

In case of visible light, the energy of incident photons is not sufficient to induce electron cascades. For that reason, a standard heat source in the form of a temporally Gaussian laser pulse with exponential decay of the absorbed energy in depth is used as a heat source for the 2T-HD model instead of the output of the XCASCADE(3D) code.

3.1. XCASCADE(3D)

The XCASCADE(3D) is an asymptotic trajectory event-by-event classical MC code that models X-ray-induced non-equilibrium electron transport in a target within the atomic approximation [28]. The target is represented as an infinite homogeneous arrangement of atoms with a density corresponding to the chosen material. The photoabsorption cross sections, parameters for the electron scattering cross sections and the ionization potentials of the target taken from the EPICS2017 databases [43] are also described in the atomic approximation.

The code accounts for the following processes: photoabsorption by core-shell levels, Auger recombination of created holes with release of Auger electrons, propagation of photo- and secondary electrons, and inelastic and elastic scattering of electrons on neutral atoms. All photo- as well as secondary electrons are traced until their energy falls below the predefined cutoff energy. Electrons with energies below this cutoff, as well as holes created in the valence atomic levels, are considered as thermalized. Their energy is treated as the energy of the conduction band electrons, forming a time- and space-dependent source term for further 2T-HD simulations as described below.

The inelastic scattering resulting in impact ionization is modeled with the binary-encounter-Bethe (BEB) cross sections [44], whereas for the elastic scattering, the Mott’s cross section with the modified Moliere screening parameter is employed [45], both valid within the atomic approximation. The anisotropic scheme of electron-atom scattering is used [28].

The XCASCADE(3D) simulations are performed in two steps: first, we simulate a bulk material assuming all photons are absorbed at z = 0 (“surface”). Then, the realistic absorption profiles are taken into account by applying a convolution with the Lambert-Beer’s law with the characteristic penetration depth, which depends on the target density, photon energy and the angle of incidence. This approach, previously utilized in [23,46], also enables one to estimate the total energy emitted from the sample by escaping electrons, but not the actual distribution of the energy above the surface.

In all experiments described above the authors used p-polarized light. In case of very small grazing incidence angles (7 and 12 keV), the polarization vector then is almost perpendicularly to Ru surface. We take the effect of polarization into account by allowing photoelectrons to travel only perpendicular to the surface (up and down) until their first scattering event. For simplicity, we use the same approximation for 92 eV photons, although the AOI is no longer small. It was shown that for 92 eV the effect of polarization is negligible due to small cascade ranges and quick randomization of the electron motion [46].

The applicability of the XCASCADE(3D) code is limited to the fluence regime when the density of cascading electrons is considerably lower than the atomic density. In that case the electron-atom scattering is dominant, while electron-electron interaction can be neglected. We checked that this condition was fulfilled in all the simulations presented in this work.

This limitation also allows to always use the cross sections of unmodified, unexcited material. As we show below, the cascade duration in Ru is short at the considered irradiation conditions. The material properties that can influence the cascading process do not change significantly during this time due to the excitation of the target. That justifies the application of the XCASCADE(3D) code to model the cascading process in Ru for fluences at which damage is expected on later timescale. In terms of incident photon energy, the code is applicable in a wide range from ~50 eV up to a few tens of keV.

An a posteriori analysis of our results suggests that during the cascading time (few tens of fs), the irradiated material properties used in the XCASCADE(3D) simulations do not significantly change. That justifies a coupling between XCASCADE(3D) and 2T-HD using a scheme without feedback, when the output data from MC simulations are passed one-way into the 2T-HD model as the input.

3.2. Two-temperature hydrodynamics and equation of state

The energy distribution of thermalized conduction band electrons, \( U(z, t) \), obtained with the XCASCADE(3D) calculations is used to form a heat source in the 2T-HD model [27]. The 2T-HD equations in Lagrangian mass coordinates take the following form:

\[
\frac{\partial}{\partial t} \left( \frac{1}{\rho} \right) = \frac{\partial u}{\partial \rho},
\]

(1)

\[
\frac{\partial u}{\partial t} + \frac{\partial P}{\partial \rho} = 0,
\]

(2)
\[ \frac{d\rho}{dt} + P \frac{d\rho}{dm} = \frac{\delta}{\delta m} \left( \rho \frac{\delta T}{\delta m} \right) - \frac{\alpha}{\rho} (T_e - T_i) + S. \]  
(3)

\[ \frac{d\rho}{dt} + P \frac{d\rho}{dm} = \frac{\alpha}{\rho} (T_e - T_i). \]  
(4)

Here \( m \) is Lagrangian mass coordinate:

\[ dm = \rho dz, \quad m = \int_{z_0}^z \rho dz. \]  
(5)

\( \rho(z, t) \) is the material density, \( z \) is the depth Cartesian variable, \( z_0 \) is the Cartesian coordinate of the material surface and \( u = dz/dt \) is the velocity of a Lagrangian particle. Eqs. (1) and (2) represent the conservation of mass and momentum, respectively. The conservation of energy is written separately for electronic and ionic subsystems, accounting for energy exchange between them, Eqs. (3) and (4), respectively. Such a separation is valid in the two-temperature (2T) approximation, when \( T_e \neq T_i \), with \( T_e \) and \( T_i \) being electron and ion temperatures, respectively. The specific internal energies per unit mass of the electronic and ionic subsystems are \( \varepsilon_e \) and \( \varepsilon_i \), respectively.

The energy exchange between electrons and ions is governed by the term \((\alpha/\rho) (T_e - T_i)\), which is the electron temperature dependent electron-phonon coupling factor. The heat diffusion is assumed to be in the Fourier form defined by the heat flux \( \rho \chi_\rho (3T_e/\delta m) \), where \( \chi_\rho = \chi(\rho, T_e, T_i) \) is the density and temperature dependent electron thermal conductivity. The terms \( P(\delta u/\delta m) \) and \( P(\delta u/\delta m) \) in the energy conservation law equations define the work performed by electronic and ionic subsystems, respectively.

The system of Eqs. (1)–(4) completed with the EOS (9) and (8) is solved using the implicit finite-difference method. The artificial viscosity is introduced to suppress non-physical oscillations in the obtained solutions [53].

4. Results

In this section we present the results of the simulations with our combined approach in two fluence regimes. First, a relatively low fluence is applied in order to stay below the melting point in simulations for all four photon energies. In that regime we stay strictly within the applicability of the 2T-HD part of our model for Ru, which currently does not take into account the melting. A second set of simulations is performed in a high fluence regime corresponding to the ablation threshold values obtained in the experiments (see Table 1). In such a regime of high fluences, we expect melting of Ru to occur. The fact that melting is not simulated, due to the lack of knowledge of the EOS for liquid Ru, may influence the accuracy of our calculations. Therefore, we only aim to provide a qualitative analysis of the damage processes, which enables us to explain the trends observed in the experiment.

4.1. The fluence regime below melting

We perform simulations of a thick Ru target exposed to single femtosecond laser pulses with four photon energies: 1.5, 92, 7000 and 12000 eV. For a clean comparison, the thickness of the Ru layer in each simulation is chosen large enough to mimic a bulk sample and eliminate possible substrate effects. For the case of optical excitation (1.5 eV) we consider no electron cascading and assume instantaneous electron thermalization. We perform XCASCADE(3D) calculations only for the XUV (92 eV) and hard X-ray (7 and 12 keV) cases.

First, we study the effect of different incident photon energies on the cascading kinetics and the final distribution of the absorbed energy stored in low-energy (thermalized) conduction band electrons. For pure theoretical comparison, we set the irradiation conditions such that the total absorbed volumetric energy density is identical for all photon energies. To achieve that, we set the values of the absorbed fluence and photon penetration depth to be the same for all photon energies. The crucial difference will be in how the absorbed energy is transported into the depth of Ru by cascading electrons. The photon penetration depth in all the cases is chosen to be equal to the optical (1.5 eV) skin depth of Ru, \( \delta = 12.8 \) nm. We set the value of \( F_{abs} = 20 \text{ mJ/cm}^2 \) in order to stay below melting in all four simulations, which guarantees the applicability of the whole model. The absorbed fluence is calculated taking into account the surface reflectivity, \( R \), and a fraction of the energy that escapes from Ru due to electron emission, \( \xi : F_{abs} = F(1 - R)(1 - \xi) \).

Table 2 summarizes the irradiation parameters used in the simulations together with the most important results.

The values of \( \xi \) are extracted from XCASCADE(3D) calculations by integrating the energy distribution above the surface of Ru and are equal to 3, 38 and 44% for 92, 7000 and 12000 eV, respectively. Only a small portion of the energy carried by the cascading electrons is released from the surface in the 92 eV case due to the low energy of the particles. A minority of electrons is able to reach the surface and overcome the work function of Ru (4.71 eV [53]). Contrarily, a considerable part of the energy leaves the target in the case of hard X-rays due to the higher energy of the cascading electrons. The value of \( \xi \) is higher for 12 keV, because the probability for a photoelectron to create a secondary electron while travelling from the point of photoabsorption to the surface is lower for higher energy of a photoelectron.
In the calculations of $\xi$ we do not take into account the surface charging effect, therefore the obtained values can be considered as the upper limit. The effect is expected to be insignificant for the considered irradiation conditions. For the 92 eV case, the electron emission is already negligible. For the hard X-rays a major part of the energy is escaping via photoelectrons with high kinetic energy, which should enable them to travel a sufficient distance from the sample surface without being attracted back.

The distribution of the absorbed energy density stored in low-energy (thermalized) electrons, $U(z,t)$, at the moment of time when the cascading is finished (defined as the time when density of cascading electrons decreases below 1% of its maximum value) is shown in Fig. 4 for 92, 7000 and 12000 eV photons. The top 50 nm of Ru are shown in Fig. 4(a), while Fig. 4(b) focuses on the deeper part of Ru with long energy tails in the 7 and 12 keV cases.

As discussed above, since the absolute majority of excited electrons in the optical irradiation case (1.5 eV) has energy below 8.12 eV cutoff, there is no cascading in such a case by our definition. Therefore, the absorbed energy density can be represented with the Lambert-Beer’s law as $(F_{th}) \exp(-z/\delta)$. Photons with 92 eV energy are capable of ionizing 4s, 4p, 4d and 5s electrons in atomic Ru, with 4d and 5s valence levels representing the conduction band of the material in our atomic approximation, as we discussed in [23,46]. Photoelectrons with relatively low kinetic energy (~10–40 eV) are thus created, which results in a very short cascading range, since these electrons lose the energy below the cutoff after only a few collisions. Only a slightly deeper spread of the energy is observed for the 92 eV case compared to 1.5 eV, which demonstrates a small effect of electron cascading in Ru for 92 eV photons.

Photons with 7 and 12 keV energies are capable of ionizing core-shell electrons down to the 2s level of Ru, creating a majority of photoelectrons with energy of ~3800 and 8800 eV, respectively. Their cascading ranges are considerably larger than those in the XUV case.

A much deeper spread of energy for hard X-rays, having the same total amount of absorbed energy, results in a much lower energy density in the near surface region compared to the XUV and optical cases, see Fig. 4(a). In Fig. 4(b), the peak at 170 nm depth on the 12 keV curve corresponds to the average photoelectron range for that photon energy. The peak is separated from the contribution of secondary electrons which have lower energy and, hence, travel a shorter distance. For the 7 keV curve, the contributions from photo- and secondary electrons happen to be mostly overlapping, therefore no separate photoelectron peak is observed.

An average single (produced by one photon) cascade duration is determined as the FWHM of the energy density time derivative [54]. The results are 0.2, 4.4 and 9.9 fs for 92, 7000 and 12000 eV, respectively. Such extremely short times justify our approximation that during the cascading, the material is considered as undamaged within the MC scheme.

The 2T-HD calculations are performed using the power densities $\partial U(z,t)/\partial t$ as heat sources. For 1.5 eV the standard heat source, Eq. (7), is used. Fig. 5 shows the time dependence of electron and ion surface temperatures. All four cases exhibit thermal non-equilibrium between electrons and ions during the first ~1–2 ps. Although the qualitative behavior of the surface temperatures is similar for all photon energies, the reached temperatures differ considerably. The higher the photon energy, the deeper electrons transfer an equal amount of absorbed energy (cf. Fig. 4), which results in a lower surface temperature. Note, that $T_e$ stays below the melting temperature $T_{m}$ = 2607 K in all the calculations.

The depth profiles of ion temperature $T_i$ and total pressure $P$ at $t = 5$ ps for different photon energies are shown in Fig. 6(a) and (b), respectively. The time $t = 5$ ps is chosen as the time when the tensile pressure wave is already formed and reached an amplitude close to the maximum value (see description below). A much deeper distribution of absorbed energy by cascading electrons for the 7 and 12 keV cases results in a more gradual change of ion temperature with depth compared to a steep decrease in the cases of 1.5 and 92 eV photons. The small peak in the ion temperature profiles at the depth of ~10 nm is due to the compression of material in that region.

Ultrafast almost isochoric heating of a target by a femtosecond laser pulse results in generation of thermo-induced stress. Such a situation is
referred to as the stress confinement regime [23,26,55] and is realized when the heating time is shorter than the acoustic relaxation time. The latter can be determined as the heated depth divided by the speed of sound. For Ru at the considered irradiation conditions the acoustic time is ~10 ps, while the heating time is ~1 ps (see Fig. 5). Therefore, the material is in the stress confinement regime.

The compressive wave created at the surface propagates into the depth of the irradiated material and is followed by the tensile wave, Fig. 6(b), due to the existence of a free surface. The fracture typically occurs when the amplitude of a tensile wave overcomes the spall strength of the material [26]. The spall strength of Ru at ultra-high strain rates of about $10^{10}$ s$^{-1}$ that are typically realized during the ablation process is unknown. For solid iron the spall strength at $10^7$ s$^{-1}$ strain rate is 15 GPa [56]. The spall strength of Ru must be even higher, judging from the comparison of cold curves for these two metals (a cold curve, which is the dependence of pressure on volume/density at absolute zero temperature, can be extracted from [57]). In the studied cases, the tensile pressure in Ru stays above −7 GPa, therefore no fracture of material is expected.

The general behavior of pressure profiles in Fig. 6(b) is similar for all photon energies, but the amplitudes of the pressure waves are considerably different. Stronger temperature gradients in the cases of 1.5, 92 and 12 keV result in stronger pressures compared to the 7 and 12 keV case.

The performed analysis demonstrates that the electron cascading effect in the 7 and 12 keV cases plays an essential role in the distribution of the absorbed energy in Ru, making the hard X-ray cases considerably different from the 1.5 and 92 eV cases. Despite the fact that the energy is transferred much deeper for 7 and 12 keV, which results into a lower energy distribution in the top 50 nm of Ru, there are still temperature gradients that induce pressure waves. The amplitudes of those pressure waves are much smaller than in the 1.5 and 92 eV cases. Based on our analysis, one can expect higher amplitudes of pressure waves for higher fluences, which can result into damage. We investigate the evolution of the Ru target irradiated with fluences corresponding to the measured damage threshold values in more details in the next section.

4.2. The fluence regime at the ablation threshold level

In this section we perform similar simulations as the ones described above, but for the irradiation conditions used in the experiments (see Table 1). The absorbed fluences are chosen to be 121, 58, 75 and 367 mJ/cm$^2$ for 1.5, 92, 7000 and 12000 eV photon energy, respectively, which correspond to the measured single-shot ablation thresholds, $F_{\text{abs}}$. The values of $\xi$ calculated for the irradiation conditions considered here are 9, 47 and 48% in the 92, 7000 and 12000 eV cases, respectively. The values are higher, compared to the ones reported in the previous section, because the photon penetration depth is now smaller (see Table 1).

To significantly simplify the simulation, all calculations are again performed for the thick Ru sample, with a thickness large enough to mimic bulk material for each particular photon energy, whereas the thin Ru films with a thickness of 50 nm on Si substrates were used in the experiment. It will be shown below that the prime mechanism of damage with the fluences near the ablation threshold does not involve a major role of the substrate. The fact that the crater depth measured in all considered experiments is smaller than half of the film thickness also supports that assumption (see Discussion).

Fig. 7 shows the distribution of the absorbed energy density at the end of the cascading process for 92, 7000 and 12000 eV. Again, the exponential decay of the absorbed energy for the optical case corresponds to the Lambert-Beer’s law with the photon penetration depth $\delta = 12.8$ nm. Fig. 7(a) shows the distribution of the energy in the top 50 nm of Ru, while Fig. 7(b) shows the depth up to 700 nm focusing on the long energy tails for the 7 and 12 keV cases. The dose of several eV/atom is achieved at the near surface region in all four simulations. Such doses are considerably higher than that required for melting of Ru (~1 eV/atom, see Fig. 4(a) and Ref. [58]). This indicates that stronger damage is expected, which is confirmed in the experiments. Similar energy density distributions in the top 50 nm are observed in Fig. 7(a) for the cases of 1.5, 92 and 12000 eV, while the 7000 eV curve lies considerably lower. We will discuss the distinction of the 7 keV case.
The long range behavior, Fig. 7 (b), is different for the cases of 92, 7000 and 12000 eV photons due to different impact of the cascading effect: cascading electrons propagate deeper for higher photon energy as discussed above. Let us recall that calculations are performed for thick Ru, while according to the experiment the region \( z > 30 \text{ nm} \) should correspond to the Si substrate. The electron range in Si is approximately 4.5 and 5.5 times larger than in Ru for the incident photon energy of 7 and 12 keV, respectively. Based on that rough estimation, the tails of the energy distribution, Fig. 7(a), should be stretched in the region \( z > 50 \text{ nm} \) with corresponding factors (not shown here), which will result in the dose in that region being lower than 0.25 eV/atom. Such dose is considerably lower than the melting dose for Si, \( \sim 0.65 \text{ eV/atom} \) [59,60], which guaranties that the Si substrate is not damaged at the given irradiation conditions. This conclusion is also supported by the experimental evidence of no visible damage in the substrate.

Similar to Fig. 4, the peak at 160 nm in the 12 keV case in Fig. 7 is due to photoelectrons, while the near surface peak is the contribution from secondary electrons. More specifically, the peak-like distribution of energy in the top 10 nm of Ru for all three photon energies (92, 7000 and 12000 eV) is caused by Auger electrons produced during many-step decay of core-shell holes created after release of a photoelectron. The average kinetic energy of such Auger electrons is relatively small, so they do not travel far and stay in the near surface region. In the 92 eV case Auger electrons have higher energy than photoelectrons and make the dominant contribution to the energy distribution.

Similar energy distributions in the top part of Ru should induce similar hydrodynamic evolution and eventually lead to similar damage phenomena observed in the experiment (ablation of the top 10–20 nm). The long range energy tails in the spatial energy distribution are not expected to play a major role at our fluences, apart from being the energy sink from the near surface region. The temperature gradients are low in the deeper region compared to those in the top 20 nm of Ru. Hence, no strong pressure waves are generated there. The tails therefore act as an almost uniform mild heating source for the deep parts of the sample. That can potentially influence later stages of material evolution, playing a role in the recrystallization process and the formation of the final structure that is observed post mortem in the experiment.

According to our hypothesis that the distribution of the absorbed energy in the near surface region of Ru plays the dominant role in the ablation process detected in the experiment, one should expect similar energy profiles in that region for all considered photon energies. However our calculations show that the 7 keV profile differs from the others at the considered experimental conditions (see Fig. 7(a), thin dashed line). Only if we increase the fluence by 2.5 times, the profile becomes very similar to the other ones (thick dashed line).

The maximum depth of melting during the considered 8 ps timescale is estimated to be 30, 12, 57 and 42 nm for 1.5, 92, 7000 and 12000 eV, respectively. These values are obtained by comparing the temperature profiles with the value \( T_m + T_i \), where \( T_i = H_m/C_i = 746 \text{ K} \). Here \( H_m = 4.7 \times 10^8 \text{ J/m}^3 \) is the latent heat of melting and \( C_i = 6.3 \times 10^3 \text{ J/m}^3/\text{K} \) is the ion heat capacity at the melting temperature [61]. Note, that the melting depth in the 7 keV case would expand into the substrate in the experiments. However, as we mentioned earlier, the actual absorbed dose in the substrate is much lower due to a large spread of the photoelectrons, therefore no melting is actually expected at those depths.

The corresponding total pressure profiles are shown in Fig. 9. Strong compression waves with maximum amplitudes of \( -40–50 \text{ GPa} \) are expected in the Ru at the end of the cascading process, calculated with the XCASCADE(3D) code for different photon energies in the fluence regime corresponding to the measured ablation threshold. The irradiation parameters are listed in Table 1. Since there is no cascading in the 1.5 eV case, the distribution of energy is represented with the Lambert–Beer’s law (dotted line). The thick dashed grey line shows the 7 keV case calculated with a fluence 2.5 times higher than the measured ablation threshold. The fluence has to be increased in order to achieve a similar distribution of energy density in the top 50 nm for all considered photon energies (see discussion in the text). (b) The same distribution shown in the entire Ru to emphasize the long energy tails in 7 and 12 keV cases.
followed by rarefaction tensile waves. For accurate analysis of the strength of the tensile wave in the context of damage, one needs to know the spall strength of liquid Ru at high strain rates of \( \sim 10^{10} \text{s}^{-1} \) that are realized during the ablation processes. Unfortunately, very limited data on spall strength of metallic melts are available in the literature [62–65], with Ru not being studied at all in this respect. Due to that reason we use the experimental knowledge of the crater depth (10–20 nm) as an indication where the fracture of the material occurs. The maximum amplitude of the tensile wave reached at the depth of 10–20 nm lies in the range of 10–15 GPa for all photon energies. These values can be considered as our model prediction of the spall strength of Ru at high strain rates.

For comparison, the spall strength of solid iron at \( \sim 10^9 \text{s}^{-1} \) strain rate is 15 GPa [56]; the spall strength of liquid aluminum at \( \sim 10^9 \text{s}^{-1} \) strain rate is 3.2 GPa at \( T = 1100 \text{K} \) and is decreasing with temperature [64].

Similar amplitudes of the tensile pressure reached in the top 20 nm region for all photon energies explain the observed similarities in the crater depths.

5. Discussion

5.1. Physical reasons for energy confinement

A comparison of ablation craters in Ru obtained in the experiments demonstrates that at threshold fluences damage occurs in the top 10–20 nm for all considered irradiation conditions. Our theoretical analysis shows a similar distribution of the absorbed energy after the cascading process in the top 10–20 nm of Ru for all four photon energies, if for the 7 keV case one increases the absorbed fluence by a factor of 2.5. A similar energy distribution in the top 20 nm induces a similar hydrodynamical evolution and, hence, similar ablation craters.

Separate XCASCADE(3D) calculations show that for hard X-rays (7 and 12 keV), the peaks in the local energy density in the top 10 nm, see Fig. 7(a), are primarily caused by the Auger electrons created at the positions of the photoabsorption due to many-step decays of core–shell holes. For both considered hard X-ray energies, the electron ranges of those Auger electrons are around 8 nm, leading to the accumulation of the energy in a small volume and resulting in damage. This number is calculated taking into account the spectrum of Auger electrons created by the incoming X-ray photon and their corresponding electron ranges, all obtained using the XCASCADE(3D) code. It has also been independently verified using the Auger spectra from the \textit{ab initio} code XATOM [66–68], based on the Hartree-Fock-Slater approximation. Although such electrons possess less than half of the absorbed energy and the rest is brought deeper by the energetic photoelectrons, the latter spread the energy over a larger volume, thus decreasing the effective local absorbed dose in the depth. Only in the vicinity of the surface the energy density is sufficient to cause damage under our conditions.

This simulation result can be understood by considering the involved cross sections. First of all, the probability for a hard X-ray photon to create a core-shell hole is more than 100 times higher than that to create a valence hole [43]. It means that absorbed photons predominantly initiate Auger cascades at the positions of their absorption. Auger electrons have relatively low kinetic energies, which confines them to the proximity of their creation - the photoabsorption site. In contrast, the photoelectrons on their paths predominantly excite valence electrons. Only very few core–shell holes are created by the cascading electrons [43]. The corresponding energy loss of the...
photoelectrons is around 10 eV/nm, thus the photoelectrons typically spread the energy over a large depth.

The fact that Auger electrons may play a role in bulk materials evolution after irradiation with X-rays was discussed in [69]. An importance of Auger electrons was shown for small clusters irradiated with X-rays [70]. Since energetic photoelectrons can leave a cluster thus bringing out most of the absorbed energy from it, the remaining Auger electrons and Coulomb repulsion lead to the subsequent damage. However, for our case of metals, no Coulomb repulsion is expected and therefore one can see the pure effect of Auger electrons. To our knowledge, no corresponding studies have been published for bulk solids.

In case of 92 eV photons the photoabsorption also mostly results in the creation of the core-shell holes, which however possess a major part of the photon energy. The corresponding Auger cascades thus, again, become the main cause of the eventual damage.

For the low energy photons the localization of absorbed energy in the vicinity of the surface always occurs due to the absence of energetic electrons. For the high energy photons the localization of energy is due to the Auger electrons. Therefore, a similar spatial energy distribution near the surface leads to a very similar hydrodynamical evolution of the target and eventual damage independently of the photon energy. We expect that such a mechanism is universal in a wide range of photon energies and in various materials, however a rigorous verification is outside of the scope of this paper.

5.2. The 7 keV case

Without the correction factor of 2.5 in the absorbed fluence, the maximum amplitude of the tensile pressure at the depth of 20 nm for the 7 keV case reaches only 5.7 GPa. This value is too low to expect damage and takes the 7 keV out of the trend when compared to other considered photon energies.

Another indication that the damage threshold for the 7 keV case has to be higher follows from the analysis of the damage threshold values for all considered cases (see Table 1). Simulation results presented in Fig. 4 show that the deeper penetration of the absorbed energy results in a lower energy density in the surface region. Therefore, one expects the damage threshold value to increase with increasing energy penetration depth. Then, as it follows from Fig. 7, the considered photon energies should be listed in the order of the threshold fluence increase in the following way: 92, 1.5, 7000 and 12000 eV. One can see from Table 1 that this is only possible if the threshold fluence for the 7 keV case is increased. A factor of 2.5 increase results in a reasonable trend. We believe that the discrepancy between the experiment and our calculations for the 7 keV case can only be completely resolved with more experimental data.

5.3. Melting

The 2T EOS obtained in [29] do not take into account the phase transitions, i.e. are valid only for solid Ru. Construction of a wide range EOS (with different phases included) for Ru requires a separate dedicated study and is beyond the scope of the present work. Our 2T-HD calculations show that the top part of the sample is subjected to melting in all considered irradiation conditions (see Fig. 8). Melting can influence the pressure profiles in the molten region of the sample. It can be shown, for example, that for Au and Al the influence of melting is small if one compares the wide range EOS [71] with the solid phase EOS in the Mie-Grüneisen approximation [51] for these two metals. The Grüneisen parameter should be taken as 3.1 and 2.1 for Au and Al, respectively. With a separate classical molecular dynamics simulation [32,72–74] we checked that the effect of melting on the resulting pressure profiles during the first several ps is small for Ru as well (results will be reported elsewhere). Such a verification is obtained by comparing the pressure profile at $t = 2$ ps for the XUV case, calculated with molecular dynamics (melting is naturally included) and with the present 2T-HD code. The difference in the amplitude of the tensile wave is about 1 GPa, which is small compared to the maximum amplitude of 10–15 GPa obtained in our simulations (see Fig. 9).
5.4. Substrate

There are two possible thermo-mechanical damage scenarios in a thin film on a substrate. In the first one, the frontal tensile wave is sufficiently strong to cause material rapture, before the superposition with the pressure wave coming from the Ru-Si interface occurs. In the second scenario the frontal tensile wave is too weak to cause damage, but after the superposition with a rear-side wave, the resulting tensile stress can be sufficiently high. In that case damage starts in the region deeper than the middle of the film thickness [26]. Therefore, experimentally determined crater depths, defined by the energy localization, indicate that the first scenario is realized, making the role of a substrate negligible on the timescale before the material rapture occurs.

6. Conclusions

We performed a comparative experimental and theoretical study of ablation in Ru thin films irradiated with single-shot femtosecond laser pulses at various photon energies: 1.5 eV (optical), 92 eV (XUV), and 12 keV (hard X-rays). Optical irradiation was set at normal incidence conditions, while grazing incidence conditions were applied in the XUV and hard X-ray cases. The ablation threshold is found to increase with increasing energy penetration depth. Despite the wide range of experimental irradiation conditions, the ablation craters appear to be very similar with approximately the same depth of 10–20 nm.

Such unexpected similarity in the ablation crater depth and the trend in the ablation threshold are explained with our theoretical analysis using the combination of Monte-Carlo simulations of electron transport and two-temperature hydrodynamics. The non-equilibrium electron cascading processes induced after absorption of XUV and hard X-ray photons play an essential role in spreading the absorbed laser energy in the sample: the higher the photon energy, the deeper the absorbed energy is transported by the cascading electrons. In order to achieve the same absorbed dose in the top part of the sample, where the damage occurs, one needs a higher fluence for higher photon energy. Although, after the cascading is finished, the deep parts of absorbed energy distribution are different and strongly depend on the photon energy, the energy distributions in the top 10–20 nm are similar for all considered photon energies. We found that the same process determines the near-surface absorbed energy profile for the XUV and hard X-rays cases, namely the many-step decay of the core–shell hole with a release of numerous low-energy Auger electrons. Such Auger electrons can only travel a short distance of less than 10 nm, confining the energy in the vicinity of the surface. One should note that such a mechanism is dominant only for grazing incidence conditions, when the photon absorption depth is smaller than the photoelectron range.

A similar distribution of the absorbed energy in the top 10–20 nm of Ru induces a similar hydrodynamical evolution. With our 2T-HD simulations we show that the thermo-induced pressure waves are generated in the surface region and propagate into the depth of the material. The tensile part of the pressure wave is responsible for the material rapture. The maximum amplitude of the tensile wave reached at the depth of 10–20 nm (where ablation occurs according to the experiment) is similar for all photon energies and equals to 10–15 GPa. That gives us an estimation of the spill strength of Ru at ultra-high strain rates of 10^6 s^-1.
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