
Written records are crucial for our understanding of 
past civilizations. They are so important that history 
is commonly defined as the study of the past as it is 
described in written documents, with earlier events rele­
gated to the category of prehistory. The main reason 
why we know so much about certain past civilizations 
is that they used durable media to store their writings 
and art. Thus, we learned about old civilizations in 
Mesopotamia through 5,300-year-old clay tablets from 
Uruk that have been preserved until today, we learned 
about the late Shang dynasty (c. 1200–1050 bc) from 
China through inscriptions on oracle bones and we 
learned about the Olmec civilization in Mexico through 
the Cascajal Block, a stone slab with 3,000-year-old 
writing made of serpentinite1.

Digital data storage has completely changed the way 
we write, use and access information, and we now live 
in what is commonly referred to as the digital world. It 
is expected that the need for digital information storage 
will continue to grow, reaching the level of 44 trillion 
gigabytes in 2020 (refs2–5). However, current data storage 
suffers from digital obsolescence: although the bits and 
bytes of the digital world are eternal, at least in princi­
ple, the storage devices are not. They deteriorate over 
time, usually within a few decades. For instance, mem­
ory cards and chips are maintainable for only around 
10 years, while standard hard drives are susceptible to 
magnetic fields, high temperatures and mechanical 
failures6–8. Decay of the storage media would result in 
data loss, were it not for efforts to constantly shuffle data 
between different devices and facilities. The explosion of 
digital data means there is a constant need to migrate to 
new technologies, but these are not always backwards 
compatible9. As a result, much of the information that we 
currently have stored on floppy disks, tapes, CD-ROMS, 
spinning hard drives and flash memory will soon be lost 

forever — and the challenges do not stop there. Current 
storage technologies require considerable space and 
enormous amounts of energy10. The world data centres 
currently consume annually ca. 420 terawatt hours of 
electricity, which is, for comparison, higher than the 
annual total energy consumption of the United Kingdom 
(300 terawatt hours)11. It is clear, then, that new methods 
of writing and storing of information are required.

As alternatives to silicon-based devices, polymers 
show great potential for data storage because they are 
stable (at least the synthetic ones) and energy efficient 
and offer the possibility of high storage densities4,12–14. 
Polymers are large macromolecules composed of many 
repeating units, that is, monomers. The most well-known  
polymers are synthetic plastics, such as polyethylene 
and polystyrene, and natural biopolymers, such as 
DNA and proteins, which are essential for all biologi­
cal processes. In theory, polymers offer the intriguing 
possibility to durably store all the data of the world in 
only a handful of material, which could then be safely 
preserved in some cave or bunker on Earth or perhaps 
even on Mars!

Here, we review the current status of attempts to store 
data in natural and synthetic polymers. We focus on 
fundamental aspects, as the field has not yet sufficiently 
developed for practical applications to be possible. 
Current experiments, however, are promising and show 
great potential for the near future. We begin by discuss­
ing the units of information — bits and bytes — before 
outlining the basic principles and strategies to encode 
information in DNA. The potential for DNA-based 
computation, which has attracted a great deal of attention 
because of the potential to perform parallel calculations, 
is examined15. In addition, the potential of proteins as 
storage systems is briefly reviewed. The final section of 
this Review focuses on the most recent developments in 
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alternative information storage, in particular synthetic 
polymers for both data storage and computation.

For the purposes of this Review, data are simply 
viewed as a sequence of bits, that is, a row of 0s and 1s. 
We do not care whether this sequence represents a text 
file, an audio file, a movie, a selection of files (so-called 
tar file) or something else, nor do we care whether the 
data are compressed and/or encrypted. We are interested 
in technology that can reliably store a sequence of bits 
in a polymer and, at some later point, reliably extract 
exactly the same sequence from the polymer again.

DNA as storage medium
DNA holds, in the form of a quaternary code (a spe­
cific sequence of four nucleobases), the information for 
the reproduction of a species in nature. DNA has sev­
eral properties that make it a convenient medium for 
data storage. It is relatively robust, and the tools to write 
and read information — DNA synthesis and sequenc­
ing, respectively — are available and well understood. 
Currently, the synthesis of DNA is carried out using 
oligonucleotide arrays, enabling the synthesis of large 
libraries of DNA strands in parallel16.

The reading of DNA (DNA sequencing) has seen 
tremendous developments over the past 40 years17. 
For a long time, since its development in the mid-
1970s, sequencing was achieved by methods devel­
oped by Sanger–Coulson18 and Maxam–Gilbert19. Both 
approaches are based on the division of a long DNA 
strand into different sections based on the incorporation 
of modified bases during copying. Increased demand for 
low-cost and rapid sequencing of large genomes moti­
vated the development of alternative approaches, which 
began to take shape throughout the 1980s and 1990s, 
but these superseded the conventional methods only 
after completion of the human genome project in 2004. 
Massively parallel or next-generation sequencing (NGS), 
as these methods have become known17, allow for a 
much faster nucleobase readout by analysing in paral­
lel large amounts of small DNA fragments immobilized 
on two-dimensional surfaces, using fluorescence-based 
detection and automated analysis17. The drawback of 
nearly all aforementioned methods, however, is that they 
require DNA template amplification, which is intrinsi­
cally prone to copying errors and information loss. To 
eliminate these deficiencies, fundamentally different 
approaches, which are based on reading sequences at 
the single-molecule level, are currently under active 
exploration. These new methods, also referred to as 
third-generation sequencing, allow longer reads and 
higher sequencing speeds and make use of smaller  
and often portable equipment17. In particular, nanopore 
sequencing, which monitors modulations in ion current 
that occur when a DNA molecule translocates a narrow 
(protein) channel and translates them into the primary 
sequence of the strand, is a revolutionary advance that 
has been commercialized recently17.

In addition to reading and writing, we also have the 
possibility to copy (PCR method), cut (with restriction 
endonucleases) and paste DNA (with DNA ligases), just 
as we would text in a word processing program20–25. In 
addition, a DNA-based storage system is expected to be 

~1 million times more energy efficient than the systems 
present in current computers, making it eco-friendly 
compared with energy-consuming data centres25–28. 
It should be noted, however, that much of the energy 
consumed by data centres is used for writing, reading 
and copying, rather than for the data storage itself. The 
greatest advantage, though, is the data-storage density, 
which is much higher than that of conventional meth­
ods, overcoming the problem of limited space in which 
to store all our data. Currently, the largest magnetic 
hard drive has a capacity of 14 terabytes29 — close to 
1 TB in−2, the predicted limit for this technology30,31. By 
contrast, for DNA, the maximum storage density is 2 bits 
per nucleotide; hence, a much larger storage density of 
455 exabytes (455 × 106 TB) per gram of single-stranded 
DNA can be achieved. This means that all the informa­
tion produced in the world over 1 year could be stored 
in 4 g of DNA7,27,32.

Encoding data in DNA. To store data in DNA, it must 
first be converted into a DNA sequence by a translational 
code. This code should be unambiguous and ideally also 
incorporate some method of error identification and 
correction. It is important to recognize that each DNA 
strand must contain, in addition to the data, a forward 
and reverse primer sequence at the beginning and end of 
the strand, which is necessary for DNA replication and 
reading (sequencing).

Several criteria are important in the design of an 
encoding algorithm for DNA. First of all, it should 
make efficient use of DNA. Although synthetic DNA 
is becoming less expensive to produce, the synthesis of 
long strands of DNA is still relatively expensive33. The 
Shannon information capacity gives an upper bound 
on how much information can be stored in one unit of 
the code34. The information capacity of DNA is, at most,  
2 bits per nucleotide34 — each of the four bases can 
encode 2 bits, for example, A = 00, C = 01, G = 10 and 
T = 11. However, this theoretical capacity is limited 
by several factors. First, because a G•C base pair has 
three H-bonds and an A•T base pair only two, the former 
requires more energy to break. Different double-stranded 
DNA sequences therefore have different melting tem­
peratures depending on their A•T:G•C ratio, resulting 
in less efficient PCR amplification. Another difficulty 
is the occurrence of homopolymer runs (runs of two 
or more identical bases), which are associated with 
higher error rates during sequencing35,36. These factors 
limit the storage capacity because not every nucleotide 
can be placed at every position. Even in the absence of 
homopolymer sequences, DNA replication and sequenc­
ing are prone to error, which leads to data corruption. To 
prevent this data corruption problem, multiple copies of 
the DNA strand are often used, with a resulting decrease 
in storage capacity. Conceptually, DNA storage can be 
viewed as a communication channel: we transmit infor­
mation over the channel by synthesizing DNA strands 
and receive information by sequencing strands and then 
decoding the data. The channel is noisy owing to various 
types of errors, as explained above. Information theory, 
as developed by Shannon, defines the notion of capacity 
for a noisy channel and provides a mathematical model 
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by which one can compute it37. This channel capacity 
provides a tight upper bound on the rate at which infor­
mation can be reliably transmitted. Unlike classical  
information theory, in which noise is independently dis­
tributed, the error pattern in DNA data storage is heavily 
dependent on the input sequence. Nevertheless, Erlich 
et al., after combining the expected dropout rates and bar­
coding demand, succeeded to derive an overall Shannon 
information capacity of 1.57 bits per nucleotide for a 
range of practical architectures for DNA storage devices34.

A second important aspect in the design of an encod­
ing algorithm for DNA is to use a code that allows easy 
and straightforward data retrieval. One aspect that 
increases the complexity of this problem is the impos­
sibility of synthesizing arbitrarily long DNA strands, 
making it impossible to create one strand containing all 
the data. Instead, the data must be divided into multiple 
smaller fragments that each encode a part of the entire 
sequence. Aligning the fragments allows the retrieval of 
all data but also requires that the decoder knows what 
the order of all fragments should be. One option is to 
begin every DNA strand with a sequence that counts 
upwards, before the actual message starts; for instance, 
the first fragment has the binary code 00001, the second 
00010, and so on. An alternative is to use an encoding 
strategy in which each new fragment also encodes part of 
the previous fragment; the direction then becomes clear 
by aligning the repeats38. Another method, developed by  
Bancroft et al., requires the use of two different DNA 
classes: one containing the data and the other containing 
the polyprimer key (PPK)39. In this strategy, every DNA 
strand containing data is composed of not only the data 
but also a unique sequencing primer (Fig. 1a). The PPK 
contains all sequencing primers in the correct order, 
holding the exact direction to align all DNA strands39. 
Bancroft et al. used this model to encode and decode the 
opening line of a novel39.

Error correction. Both DNA synthesis and sequencing 
are highly prone to error16,36. In addition, mutations may 
occur during storage. Error correction is therefore an 
important goal in DNA-based data storage. The sim­
plest method for data correction is to include multiple 
copies of the same message — in this case, multiple 
DNA strands with the same sequence. This allows for 
error correction by aligning and comparing the DNA 
sequences40. The correct sequence can be retrieved using 
the regions conserved between the different strands. 
In order to reduce the computational power needed 
to align all the sequences, smart algorithms have been 
developed40,41.

More recently, error correction codes used in com­
puter technology have been adapted for data storage in 
DNA, one of which is XOR encoding. XOR encoding 
uses an exclusive-or operator for error protection42. 
Two bit sequences, named A and B, can together com­
pose a third bit sequence: the exclusive-or A ⊕ B. The 
exclusive-or compares the binary inputs of sequences  
A and B and gives an output of 0 or 1 based on the bits 
of strands A and B. The output of the XOR sequence 
is 0 if both bits of A and B are identical, whereas the 
output is 1 if both bits are different, for example: 

1110 ⊕ 1001 = 0111. The exclusive-or DNA strand 
also includes the addresses of the two input strands to 
clarify from which strands the XOR was taken (Fig. 1b). 
This encoding strategy gives overall three strands and 
allows failure of one of these strands, as only two out 
of three strands are needed to reconstruct the third. 
This encoding system enables error correction but also 
allows higher density information storage than multiple 
sequence alignment, which requires multiple copies of 
the same file.

A second error correction method adapted from 
computer technology is the use of Reed–Solomon codes, 
which were first introduced in 1960 and are applied in 
CD and DVD devices43. The exact mathematical basis 
of this correction method goes beyond the scope of this 
Review but is briefly described here and illustrated in 
Fig. 1c. In principle, Reed–Solomon codes can detect and 
correct multiple symbol errors by the addition of parity 
symbols to the data. The latter symbols are calculated 
from the original data, which are divided into multiple 
pieces, for example, y1–y4. Each piece of data is given a 
coordinate point (x, y) that defines its location (x value) 
and the data (y value). The points are then fitted to a poly­
nomial function P(x), which is used to create the parity 
symbols. The parity symbols are additional data points 
that correspond to the original DNA sequence and are 
stored alongside the data. When some of the original data 
are lost, the remaining data points and parity symbols can 
be used to reconstruct the original polynomial function. 
Once the function is recovered, the original data points 
can be recalculated, and the data can be restored44,45. The 
above-mentioned error correction methods require the 
use of extra nucleotides, which is often taken for granted. 
Some encoding strategies, however, have an inbuilt error 
correction, as outlined below.

Natural DNA encodes the amino acid sequence of 
proteins with each sequence of three nucleobases defin­
ing one of the canonical amino acids. In 1997, Doig 
pointed out that the coding efficiency of DNA (amount 
of nucleotides per amino acid) could be greatly improved 
if the codon length was varied46. This strategy assigned 
a shorter codon length to more frequently occur­
ring amino acids, whereas rare amino acids received 
a longer codon length46. A similar encoding strategy 
was later applied in the storage of text files through the 
use of Huffman encodings47. A Huffman encoding is a 
commonly used method for lossless data compression, 
in which the most frequently used letter gets the short­
est code. The Huffman approach generates a compact 
DNA encoding for text files. Nevertheless, it possesses 
two major disadvantages. The first is that it is not pos­
sible to include any numbers, as the frequency of the 
numbers would be heavily text-dependent. This problem 
was solved by Ailenberg and Rotstein, who defined DNA 
codons for every character on the computer keyboard48. 
A second disadvantage is the absence of a clear pattern. 
This poses a problem mainly for long-term storage, as 
the reader, unaware of the meaning, might confuse it 
with natural DNA and discard the message49. The prob­
lematic absence of a clear pattern was overcome via the 
introduction of primers along the DNA chain containing 
the messages, for example, at every 500 nucleotides of 
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data. This created a pattern comparable to the intron 
(primer) and exon (data) structure of natural DNA, 
allowing for easy pattern identification. The presence of 
a clear pattern also makes it possible to recognize muta­
tions (errors) in the chain, which cause a shift in the 
reading frame48.

Conversion of bits into nucleotides. The most obvious 
way to store binary data in DNA is by directly assign­
ing 2 bits to every nucleotide (A = 00, C = 01, G = 10 and 
T = 11); this creates four different states (0, 1, 2 and 3) 
instead of two, achieving the maximal Shannon capacity, 

as mentioned earlier. Storing 2 bits per nucleotide in this 
way makes optimal use of the four bases of DNA but 
offers no protection to errors34,35. A ternary code (0, 1 
and 2) can be used instead of a quaternary code to pre­
vent the synthesis of homosequences, which can result in 
a high error rate during sequencing35,36. In a ternary code, 
every nucleotide depends not only on the trinary digit 
(trit) but also on the previous nucleotide, preventing the 
occurrence of two identical consecutive nucleotides50. 
Another variant to this code, used by Church et al.51, 
stores only 1 bit per nucleotide (for instance A, C = 0 
and T, G = 1). However, this direct conversion offers no 
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protection against any form of errors and thus has to 
be used in combination with another error correction 
method, as discussed above.

Apart from the above-mentioned direct conver­
sion methods, in the past, a number of other variants 
have been proposed, including the comma code, the 
comma-free code and the alternating code. These var­
iants were specifically designed to encode words in 
a text and cannot be used for the encoding of other 
forms of data, for example, pictures or movies. This 
limited applicability makes it so that they are rarely 
used nowadays49,52.

Storage in DNA in practice. In 1996, Davis was one of 
the first to store a message in DNA by encoding a binary 
file, representing a single image53. The encoding scheme 
used, however, was inaccurate, as it made no distinction 
between a 0 and a 1. The four DNA bases were used 
to determine only how large a repeat of 0s and 1s was 
(C = 1, T = 2, A = 3 and G = 4), for instance, 100111 was 
encoded as CTA but could be decoded as either 100111 
(correctly) or 011000 (incorrectly)54. Two years later, the 
Genesis project was started by Eduardo Kac27. One sen­
tence was encoded in a two-step process, converting first 
into Morse code and subsequently into DNA (C = dot, 
T = dash, A = word space and G = letter space). The sen­
tence was synthesized as a gene and fused into bacteria. 
It was found, however, that ultraviolet light caused muta­
tions and altered the message27. Another earlier study 
attempted the storage of a 23 character-long message 
hidden in a DNA microdot54. A unique feature of this 
attempt was the use of two primers flanking the DNA  
code, which enabled the use of PCR to amplify the 
stored message.

A remarkable early study of large-scale data storage 
in DNA was performed by Church et al., who encoded 
the draft version of an entire book, including 53,426 
words, 11 images and 1 JavaScript program51. Instead 
of constructing one long strand, several smaller frag­
ments were made, together encoding the entire binary 
file. All the data were first converted into bits, which 
were then translated to DNA nucleotides using a sim­
ple encoding strategy of 1 bit per base (A, C = 0 and 
T, G = 1) (Fig. 1d). The entire sequence was split into 
non-overlapping strands. These strands included the 
data as well as a 19-nucleotide address label composed 
of bits counting upwards every strand to align all frag­
ments in the correct order. Using this method, Church 
et al. were able to encode and decode 5.27 megabits, 
with a total of only 10 errors51.

Most of the errors encountered by Church et al. were 
caused by homopolymer runs and lack of coverage. To 
improve on this achievement, Goldman et al. added 
redundancy to the encoding scheme by creating over­
lapping fragments and were therefore able to encode and 
decode five files, including a written text, a picture and an 
audio file50. The encoding strategy used a ternary code in 
combination with the Huffman encoding (see above) to 
compress the data. The original data were converted into 
base-3 digits (0, 1 and 2), and every trit was converted 
into a single nucleotide, in which the exact nucleotide 
depended on the trit and on the previous nucleotide, 

preventing identical consecutive nucleotides and thus 
homopolymers (Fig. 1d). The obtained sequence was split 
into several DNA strands, containing data, indexing and 
one nucleotide to indicate the orientation. A parity check 
was included as an additional safety measure: it consisted 
of one nucleotide at the end of each strand and was the 
sum of the odd-positioned trits. When the message was 
decoded, the parity trit displayed the sum of odd trits 
in the original strand, and if an error occurred, this trit 
should not be in agreement with the actual amount of 
odd trits. Besides this parity check, overlapping seg­
ments were created from 75 nucleotides, meaning that 
every segment started with an offset of 25 nucleotides 
from the previous strand, which resulted in a fourfold 
redundancy50. Of the five encoded files, four were recov­
ered without errors. The fifth file contained two gaps of 
25 nucleotides, in which none of the four overlapping 
segments was sequenced. By taking the neighbouring 
regions into account, the gaps could be manually filled 
with the missing nucleotides, after which the last file was 
also decoded successfully50. Altogether, a storage density 
of 2.2 × 106 GB g−1 was achieved50,55.

Thus far, the highest information density has been 
achieved by Erlich et al., who stored 17.1 megabits of 
information in DNA oligonucleotides with a density  
of 1.57 bits per nucleotide (2.15 × 108 GB g−1)34. To real­
ize this high density, an advanced erasure-correcting 
encoding algorithm was used: a so-called fountain code 
with Luby transform56. The used encoding strategy frag­
mented the binary sequence into non-overlapping seg­
ments, which were randomly combined in a single bit 
stream, called a droplet, by XOR encoding (see above). 
An identification tag was added in the form of a seed to 
identify which segments were combined in the droplet. 
The droplets (the XOR code and the seed) were con­
verted into a DNA sequence by translating 00, 01, 10 and 
11 to A, C, G and T, respectively (Fig. 1d). To prevent the 
formation of homopolymers, sequences were scanned 
and should not contain more than three consecutive 
identical nucleotides, and the GC content should be 
between 45% and 55%. Invalid sequences were rejected, 
and droplets were made until 5–10% more fragments 
were obtained than actually needed to cover the entire 
sequence. Reed–Solomon codes were used to ensure 
that completely missing regions could be reconstructed 
efficiently. Decoding of the file was performed using a 
message-passing algorithm, which reversed the Luby 
transform and resulted in complete recovery of the 
input without errors. Decoding was still possible when 
the DNA molecules were diluted, which confirmed the 
robustness of the encoding strategy34.

The above examples provide a proof of concept for 
data storage in DNA by applying commercial synthesis 
protocols and standard sequencing techniques. There is, 
however, much to gain from the development of faster 
writing and reading procedures. In addition, the mate­
rial aspects of encoding require further attention, that 
is, the development of easy-to-use and fast commer­
cial devices, which would allow big data companies to 
employ DNA storage as an alternative to silicon-based 
devices in the future. These goals provide challenging 
tasks for synthetic chemists and materials scientists.
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Rewritable and random-access DNA storage. One of 
the major drawbacks of data storage in DNA is the time 
it takes to find and read the data, compared with the time 
needed in silicon-based devices. The reading rate of poly­
merase enzymes (~100 nucleotides s−1) is approximately 
seven orders of magnitude slower than that of conven­
tional hard drives (~10 GBits s−1)38,57. Furthermore, in 
the DNA data storage systems described above, it is 
necessary to decode the entire sequence in order to find 
a specific set of bases. In addition, rewriting of the stored 
data is problematic. The methods discussed thus far 
store the data in a read-only format, making it difficult 
to apply these systems to data storage that is subjected to  
change or needs frequent updates. Researchers have 
tried to overcome the two major drawbacks of DNA 
data storage, that is, random access and rewritability. 
The first problem can be addressed by using a barcode 
to store specific data in specific wells or pools35. These 
DNA pools hold a random selection of different DNA 
strands, with each DNA strand containing an address 
label. When a specific data file is required, this strat­
egy allows selection of the pool containing the desired 
data before decoding, thus limiting the number of DNA 
strands that need to be sequenced35.

The second drawback, rewritability, might be 
addressed by the use of specific enzymes that invert and 
restore specific DNA sequences58,59. In addition to the 
use of enzymes, chemical transformations of DNA bases, 
such as the selective modification of cytosine to uracil, 
have been employed60–63. An interesting DNA-based 
coding system that allowed random access and rewrita­
bility was developed by Yazdi et al.64. This storage system 
contained only written text stored in 1,000-nucleotide 
strands, including specialized address strings that could 
be used for selective information access. The encoding 
strategy used codons of 21 nucleotides, in which each 
codon corresponded to a single word. This fixed codon 
length was designed to make rewriting as easy as pos­
sible and to prevent propagation errors. Rewriting was 
made possible by two DNA editing techniques: gBlock64 
and overlap extension PCR (OE-PCR)65. The gBlock 
method was used for short rewrites, in which a short 
section of the new strand containing the edit was syn­
thesized by the gBlock methodology, while the remain­
der of the old 1,000-nucleotide strand was amplified by 
PCR. The new and old strands have a designed overlap 
of at least 30 base pairs, enabling combination of the two 
strands64 (Fig. 2a). The gBlock method is very efficient but 
also requires the use of long and thus expensive prim­
ers. OE-PCR is more cost efficient and was used for the 
rewriting of longer blocks. Using OE-PCR, rewriting was 
performed in steps with short primers that contained the 
edits as overhangs (Fig. 2b). PCR was used to amplify all 
parts of the strand, which could then be combined by 
the overlap between the parts64,65 (Fig. 2b). If the segment 
to be rewritten was longer than 1,000 base pairs, entirely 
new strands were synthesized. The introduction of this 
DNA editing technique and the use of address strings 
allowed Yazdi et al. to select specific sequences and edit 
them successfully64.

Storage of DNA. The way data encoded DNA strands 
are stored largely depends on the purpose of the data 
system; nonetheless, there are some generalities. DNA 
can be stored on a solid support, in which one end of  
the double-stranded DNA is immobilized, reducing the 
risk of unwanted strand aggregation66. Storage in solu­
tion is also possible, however. The latter enables more 
rapid replication and sequencing, as the molecules are 
more flexible and more easily accessible. Furthermore, 
it allows for autonomous information processing and the 
possibility to store encoded DNA in microorganisms27,38.

In solution at 4 °C, DNA decays within weeks. This 
is improved to a 3–5-year span at −80 °C in the solid 
state67, but other options are essential for long-term stor­
age. One possibility is to store the DNA in living micro­
organisms, as they can be chosen to withstand extreme 
conditions and the data can be retrieved after a long 
time38,68. Data may even be stored in several different 
microorganisms to secure the highest possible chance 
of data recovery. Yachi and co-workers were the first to 
attempt to store data in bacteria by encoding the equa­
tion E = mc2 in the genomic DNA of Bacillus subtilis69. 
In later research, Escherichia coli was used as a storage 
device, affording a storage capacity of 1 kilobyte per 
cell70. More recently, Church et al. used the CRISPR–Cas 

a

b

Fig. 2 | The DNA editing methods gBlock and overlap 
extension PCR . a | The gBlock methodology was used for 
short rewrites. A sequence containing the edited part of 
the fragment was synthesized via gBlock , and the 
remaining part of the strand was PCR amplified. An overlap 
of at least 30 nucleotides was present between the two 
strands in order to combine both strands into one.  
b | By using overlap extension PCR (OE-PCR), different 
parts of the DNA strand were amplified by PCR using 
primers with overhang containing the edited parts. All the 
different parts of the strands were finally combined into 
one strand using the overlap between the different 
segments. Adapted from ref.64, CC-BY-4.0.
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gene editing technique to store a digital movie in bacte­
rial DNA71. Although mutations occur in the genome of 
bacteria, the rate and amount should be sufficiently low 
to allow correct data retrieval72. In addition, data should 
always be stored in colonies of bacteria, providing many 
bacteria containing copies of the data and many data 
strands within all the bacteria.

Grass et al. have explored the use of synthetic silica 
matrices to store DNA73. The use of such an inorganic 
material separates the DNA from the environment and 
thereby the effect of humidity from the storage envi­
ronment. Besides protection against humidity, silica 
also offers protection against reactive oxygen species. 
Accelerated ageing experiments revealed that data could 
be correctly recovered after treating the DNA in silica at 
70 °C for one week, equivalent to 2,000 years in central 
Europe or over 2 million years at the Global Seed Vault 
(−18 °C)73.

DNA computation
Going beyond simple data storage, DNA can also be 
used to build synthetic biological circuits, akin to elec­
tric circuits. Biological circuits can be used, with the help 
of molecular biology, to solve computational problems. 
In order to do so, the computational problem must first 
be translated into biological terms, that is, DNA. The 
easy modification, amplification and stability of DNA 
molecules make them suitable for engineering circuits. 
Furthermore, DNA computation is energy efficient and 
allows parallel computations in the form of chemical 
reactions to be performed74,75. As early as 1994, Adleman 
used DNA as a tool to solve a Hamiltonian path prob­
lem: the Travelling Salesman problem28. This famous 
mathematical problem attempts to find the shortest 
route starting at any point for the eponymous salesman 
to visit several cities, once each (Fig. 3a). Computational 
solutions to the problem must consider all possible paths 
that visit all cities (eliminating any that visit the same 
city multiple times) — a very time-consuming process 
if each path is considered sequentially. As an alternative, 
Adleman used DNA computation to solve this problem 
for a collection of seven cities. Each city was represented 
by a unique oligomeric strand of 20 nucleotides. Paths 
between the cities were also represented by 20 nucleotide 
sequences such that they overlap with the last 10 nucle­
otides of the starting city and the first 10 nucleotides 
of the ending city (Fig. 3b). When paths and cities were 
mixed, the tendency of DNA to form double-stranded 
helices caused city sequences to combine with the com­
plementary path sequences. The main advantage of 
DNA is that it can explore all the combinations in paral­
lel, provided there is an excess of city and path strands to 
make the combinations28. Adleman was able to generate 
all solutions in a few hours, after which the elimination 
of invalid paths could begin. Valid solutions should 
contain seven cities, meaning that any longer or shorter 
strands could immediately be eliminated. Strands with 
duplicated cities could also be eliminated, as each city 
may be visited only once. This need to eliminate invalid 
combinations immediately shows the major drawback 
of this DNA-based method: the elimination of all invalid 
paths took 7 days28.

The work of Adleman and co-workers shows that 
although DNA can be used to solve computational 
problems, this approach cannot compete with con­
ventional silicon-based computers. Nonetheless, the 
potential of parallel computation motivated continued 
research and development in this area. The Travelling 
Salesman problem is a classic example of a so-called 
nondeterministic polynomial time (NP)-complete 
computational problem (see Box 1). These are problems 
for which the fastest known algorithms require a com­
putational time that increases exponentially with the 
size of the inputs76,77. In 2002, Braich et al. succeeded in 
solving a non-trivial example of another NP-complete 
problem, 3-SAT (see Box 1), on a DNA computer. It 
involves 20 variables and 24 so-called clauses, leading to 
more than 1 million (220) truth assignments that must 
be checked. Each of the 20 variables was represented 
by two 15-base-pair sequences (one true, one false), 
and each of the possible solutions was represented by 
300 base pairs (20 variables). The DNA computer itself 
consisted of an electrophoresis box with two chambers, 
one loaded with all the DNA sequences and the other  
containing one clause of the expression, with complemen­
tary base pairs for the correct variables. On starting the 
electrophoresis, strands moved from one chamber to  
the other, where sequences satisfying the clause would be 
captured and non-satisfying sequences moved through. 
Captured sequences from the first clause went through 
the same process again but now with the second clause 
of the expression, and so on. Eventually, this resulted in 
the retrieval of the correct answer, satisfying all clauses 
of the expression77.

Other DNA-based computers have been developed 
by Shapiro et al., who used DNA and enzymes to solve 
computational problems autonomously78,79. In these 
computers, the hardware consisted of enzymes, and the 
software and input were encoded by double-stranded 
DNA molecules. The automation process was based 
on processing the input molecule through a cascade of 
reaction cycles, producing an output molecule encod­
ing the computational result78,79. In Fig. 3c, an example 
is given: an enzyme (FokI) cuts a double-stranded DNA 
molecule containing a string of the letters a and b (each 
represented by four nucleotides and separated by spacer 
nucleotides). The resulting DNA molecule again acted as 
the input software for the enzyme, and this process was 
continued until the output result was obtained, that is, 
the answer to the question ‘does the DNA string have an 
even or odd number of bases?’79.

Over the years, more techniques and tools have been 
developed to incorporate biology into the engineering of 
circuits. Developments include the design of a ring oscil­
lator80,81 and DNA-based transistors82. Analogue compu­
tation was also shown to be possible using three different 
transcription factors to construct two cellular circuits, 
which could detect and compute compounds outside the 
cell83. Recently, Lu et al. devised a way to combine data 
storage and circuit engineering by designing cells that 
express single-stranded DNA, induced by a chemical or 
light stimulus84. These DNA strands were targeted to the 
genome, thereby converting cellular signals into DNA-
encoded memory84. Keinan et al. developed a more 
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complex DNA computer, capable of iterative computa­
tion, that is, using the output of one computation for a 
secondary computation process, and so on. This DNA 
computer used DNA plasmids as input and processed 
them using a predetermined algorithm. The output was 
written on the same plasmid used for the input, which 
could be further processed. In addition to the possibility 

of iterative computation, this DNA computer produced 
biologically relevant results, opening ways to regulate 
and change biomolecular processes85,86.

The abovementioned developments show that DNA  
has potential not only as a data storing device but also  
as a computer. The main drawback of DNA com­
putation, however, lies in the extraction of the data, 
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Fig. 3 | DNA computing. a | Graphical representation of the Hamiltonian path problem: the Travelling Salesman. 
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representation of the Travelling Salesman problem. Cities are represented by oligonucleotides of 20 base pairs, and the 
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which still takes a large amount of time compared with 
silicon-based devices.

Data storage in proteins
Most research on alternative data storage has evolved 
around DNA. However, DNA is not the only molecule 
that is suitable for storing information. Proteins, being 
natural polymers composed of amino acids, also have 
the potential to act as storage devices. For use in data 
storage, the main focus has been on photoswitchable 
proteins, in which the specific state of the protein 
represents a binary 0 or 1.

Hirshberg et al. were the first to propose a photo­
chemical memory model, based on colour transfor­
mation, triggered by absorption of a photon87. New 
possibilities were opened with the discovery of photo­
convertible fluorescence proteins and photoswitchable 
fluorescent proteins, which included Kaede, Dronpa 
and EosFP, in which the bits 0 and 1 were represented 
by the colours green and red, respectively88–90. Using 
IrisFP (a mutant of EosFP), colour switching between 
red and green could be combined with switching 
between a dark and bright state91,92. Another pro­
tein used for data storage is bacteriorhodopsin (bR), 
a light-activated protein from the membrane of the 
microorganism Halobacterium salinarum. Upon irra­
diation, light is converted into chemical energy, which 
sets the molecule into an intermediate state for a 
maximum of a few days93. For data storage purposes, the 
protein was modified such that this intermediate state 
was stable for a few years94. Binary values 0 and 1 were 
represented by the bright state and the dark state of the 
protein, respectively. Encoding was performed using a 
laser with a specific wavelength to set the protein into 
a shape representing a 0. A laser of another wavelength 
was used to convert the protein into a shape repre­
senting a 1. For reading, a low-power laser beam was 
used to detect the conformation of the protein without 
disturbing the conformation itself. The ability of bR to 
shift between different states also allows for rewritable  
data storage95,96.

Writing information into proteins is far less efficient 
than writing information into DNA and, as it stands, 
does not allow for the storage of large amounts of data. 
It is doubtful, therefore, whether this type of approach 
to data storage will have a future.

Storage in synthetic polymers
Synthesis. In addition to DNA and proteins, synthetic 
polymers are also suitable for data storage, at least in 
principle. As early as 1986, Richard Dawkins suggested 
that, at least in theory, any polymer composed of at least 
two different monomers could be used to store data97. 
Although the controlled synthesis of polymers with more 
than two monomers is possible — and although such 
polymers would potentially provide a more economical 
solution for data storage — most data-encoding polymers 
employ only two different monomers (directly represent­
ing 0 and 1 in the binary code). The main advantages of 
synthetic polymers are the possibility of having full con­
trol over their synthesis and the greater flexibility, mean­
ing that one is no longer restricted to four monomers, 
as in the case of DNA. Instead, the monomers can be 
selected and tuned for the purpose of the application. In 
such synthetic data-encoding copolymers, it is essential 
to achieve perfect control over the monomer sequence. 
For example, DNA can be used as a template for the 
assembly of free nucleotides (including non-natural 
ones) before chemical or enzymatic polymerization98–103. 
The drawbacks of this approach are the low efficiency 
and difficulty of removing the synthesized polymer 
from the template. Recently, molecular machines that 
mimic biological polymerization have been developed, 
such as the peptide synthesis machine designed by Leigh 
and co-workers104. The machine is a rotaxane system in 
which the macrocycle sequentially picks up amino acids  
from the thread to assemble a peptide of known sequence. 
The current rates and yields of these reactions make 
practical applications difficult — and thus far, these sys­
tems are limited to the synthesis of natural polymers, that 
is, polypeptides104. To work around biological polymeri­
zation techniques, Liu and co-workers designed a DNA 
translation system to synthesize sequence-controlled pol­
ymers not based on natural monomers105. The polymeri­
zation in this case depends on the hybridization of DNA 
base pairs to a template. Synthetic building blocks are 
attached to these DNA base pairs via a cleavable linker. 
In this system, the DNA base pairs perform a very similar 
function to tRNA, that is, they serve to bring together the 
desired building blocks in the correct order. After poly­
merization, cleavage of the linker results in the release of 
the synthetic polymer105.

Complete chemical polymerization has the advan­
tage of a much wider range of available building blocks, 
but achieving perfect sequence control remains chal­
lenging because classical chain-growth and step-growth 
polymerizations do not allow for precise control over the 
monomer position. Sequence control can be improved 
by using living chain polymerization methods, in which 
each polymer chain grows in a more uniform way. For 
instance, by using controlled radical polymerization 
techniques, that is, reversible addition−fragmentation 
chain-transfer (RAFT) polymerization, Houshyar et al. 

Box 1 | The 3-SAT problem

Nondeterministic polynomial time, or NP, is a complexity class in computational 
complexity theory used to describe certain types of decision problems. In simple terms, 
NP is the set of all decision problems for which the instances in which the answer is yes 
have efficiently verifiable proofs. Within the class NP, NP-complete problems are the 
most difficult (in a precise mathematical sense) to deal with. The input for the so-called 
3-SAT problem (an NP-complete problem) consists of a Boolean logical formula. 
Boolean logic (named after the 19th century mathematician George Boole) is a form of 
algebra in which all values of variables are reduced to either true or false. Boolean 
logical formulas are composed of variables x, y and z and connectives such as ∧ (and), ∨ 
(or) and ¬ (not). An example of a formula ϕ is (x ∨ ¬y) ∧ (¬x ∨ y). A truth assignment for a 
formula specifies for each variable whether it is true or false. A formula is satisfiable if 
there is a truth assignment that causes the formula to evaluate to true. For example, 
formula ϕ is satisfiable, as it evaluates to true under the truth assignment in which both 
x and y are true. The formula ψ given by (x ∨ y) ∧ (x ∨ ¬y) ∧ ¬x is an example of a formula 
that is not satisfiable. The 3-SAT problem asks for the satisfiability of formulas that are 
required to have a particular structure. A literal is either a variable or the negation of a 
variable and a clause is a disjunction of literals (or a single literal). The input of the 3-SAT 
problem is a Boolean formula that is a conjunction of clauses in which each clause is 
limited to at most three literals (this represents the 3 in 3-SAT). The above formulas 
ϕ and ψ are examples of valid inputs for 3-SAT174.

Rotaxane
A mechanically interlocked 
molecular architecture in which 
a macrocycle is kinetically 
trapped on a thread by the 
presence of two large 
‘stoppers’.
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constructed new sequence-controlled macro-RAFT 
agents by inserting two monomers in a sequential man­
ner106. The low yield of the monomer insertion, however, 
made this process suboptimal for the synthesis of long 
chains. Atom-transfer radical polymerization (ATRP) 
was used by Tong et al. to construct vinyl polymers 
by an iterative process of single monomer addition107. 
However, this method also suffered from low yields (as 
a result of side reactions), making the synthesis of long 
chains impossible.

In addition to controlled radical polymerization, 
sequence control in chain polymerization can also be 
obtained by using living ionic polymerization tech­
niques. Living cationic polymerization was used by 
Minoda et al. to create sequence-regulated polymers 
by the addition of monomers one by one in order of 
decreasing reactivity108. Nevertheless, defects occurred 
during the polymerization, necessitating purification 
after each monomer addition. Living anionic polymeri­
zation has also been used to obtain sequence-controlled 
chains composed of two different monomers (the 
choice of one bulky monomer prevented homopoly­
merization). In this way, an alternating pattern of two 
different monomers could be obtained109. This type of 
kinetic control was also applied in radical polymeriza­
tion to obtain an alternating pattern, that is, the high 
affinity between two different monomers was used to 
create regions with a specific sequence in the polymer 
chain110. Lutz et al. built upon this alternating method  
by tuning the sequence through time-controlled mono­
mer addition111,112. In this strategy, one monomer (an 
electron-rich donor) present in excess is polymerized by a  
radical reaction, while a second monomer (an acceptor) 
is added in small amounts at specified times. A highly 
favourable donor–acceptor interaction between the 
two monomers results in the incorporation of acceptor 
monomers in small, well-defined regions of the polymer 
backbone111,112. Using automated protocols, Lutz et al. 
were able to construct well-defined polymer chains 
containing up to eight precisely positioned blocks with 
a specific sequence113. A similar approach was adopted 
by O’Reilly et al. in ring-opening metathesis polymeri­
zation, in which the position of four different functional 
moieties could be relatively well controlled along a grow­
ing polymer chain114. However, in all these methods, var­
iations in the length and precise composition of each 
segment may occur, and some polymer chains might 
contain defects101,115.

To minimize the number of defects, long building 
blocks in multiblock copolymerization may be used. 
Gody et al. employed this strategy in combination with 
degenerative transfer radical polymerization to con­
struct well-defined multiblock copolymers116. In addi­
tion, Engelis et al. used long blocks for the synthesis 
of well-defined multiblock copolymers by emulsion 
polymerization, in which monomers and catalysts were 
separated in micelles to isolate the growing polymers 
from one another and reduce unwanted side reactions117.

Despite the reported improvements in the synthetic 
procedures, it can be concluded that chain polymer­
ization always results in polymers with deviations 
in chain length and composition115. This limitation 

means that chain-growth polymerization is, at present, 
not a good method to prepare well-defined polymer 
sequences. Nonetheless, it could be employed for easy 
copying of already synthesized sequences by template 
polymerization118.

In addition to chain-growth polymerization, step- 
growth polymerization techniques can be used to syn­
thesize polymer sequences with periodic monomer 
patterns. Conventional step-growth polymerization 
has been used for the synthesis of polyamides and 
polyurethanes. Although these methods are relatively 
straightforward, they do not allow for perfect sequence 
control. New step-growth polymerization techniques 
using radical polymerization119,120 or click chemis­
try121, however, do allow for such a sequence-controlled 
polymerization. The latter can also be achieved by 
applying multistep-growth synthesis, which involves 
the stepwise chemical attachment of monomers 
attached to a support122. This procedure results in 
highly monodisperse polymers. One such method is iter­
ative solid-phase synthesis, similar to the well-known 
solid-phase peptide synthesis methodology. It employs 
an insoluble support on which the polymers are grown 
by the stepwise addition of monomers123. The method is 
highly efficient but also very time consuming, and fur­
thermore, the efficiency of the coupling steps decreases 
with increasing polymer length, making it best suited 
to the synthesis of short polymers. Despite these disad­
vantages, solid-supported synthesis remains the most 
frequently applied and most reliable method for the syn­
thesis of sequence-controlled polymers122. An alterna­
tive is the use of a soluble polymer chain as a support124, 
which improves the process efficiency, but the synthesis 
of long sequences is still not possible101. The Lutz group 
has investigated numerous strategies to exploit this 
multistep-growth methodology for the production of 
sequence-controlled polymers, including those encod­
ing data125. The previously described step-growth syn­
thesis of polyurethanes, for instance, could be improved 
by applying a multistep-growth approach126. This strat­
egy relied on a sequence of two chemoselective steps: the 
reaction of an alcohol with an N-hydroxysuccinimide 
(NHS) moiety and then the reaction of an amine with 
NHS126. Data were encoded using two different amino 
alcohol monomers (serving as 0 and 1), while N,N′-
disuccinimidyl carbonate, containing two NHS moie­
ties, was used as a linker126. Another method developed 
by Lutz and co-workers is based on phosphoramidite 
coupling, a method already widely used for oligonucleo­
tide synthesis127. The synthesis uses a solid support, and 
the monomers are coupled one by one in three steps 
(Fig. 4a). First, N,N-dimethyltryptamine (DMT) depro­
tection of the monomer occurs, allowing the connec­
tion of the next monomer by phosphoramidite coupling, 
followed by oxidation of the phosphite to a phosphate. 
Optimization of this method allows each three-step cycle 
to be completed within a few minutes128. Lutz et al. used 
this approach to synthesize a polymer with a controlled 
sequence from two monomers containing either a propyl 
moiety (representing 0) or a 2,2-dimethylpropyl moiety 
(representing 1)129. In addition, another monomer con­
taining a 2,2-dipropargylpropyl group (representing 2) 

Monodisperse polymers
Polymers composed of uniform 
molecules with the same 
structure and mass. Naturally 
occurring polymers are 
frequently monodisperse, while 
synthetic polymers are usually 
not.
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was used to investigate the post-polymerization mod­
ification of the polymer by a Huisgen azide–alkyne 
cycloaddition reaction. Using this approach, it was 
possible to synthesize data-encoding polymers, which 
could be modified after polymerization129. Later research 
improved on the phosphoramidite coupling method by 
using an orthogonal iterative approach, in which two dif­
ferent building blocks are linked without the need for 
protecting groups130. Furthermore, the chosen building 
blocks simplified the readout by tandem mass spectro­
metry (MS/MS) (see below)130. It is important to note that 
Lutz and co-workers have already reported the synthesis 
of a sequence-encoding polymer using automated phos­
phoramidite coupling131. By making some small adjust­
ments to the original protocol — using a large excess of 

monomer and applying capping steps — the synthesis 
and sequencing of polymers composed of more than  
100 monomers could be achieved131.

An alternative solid-phase approach to achieve 
complete sequence control without the need for pro­
tecting groups is the AB + CD method, also developed 
by Lutz et al.124,132. This approach makes use of two dif­
ferent building blocks, each containing orthogonally 
reactive functional groups AB (A = carboxylic acid and 
B = alkyne) and CD (C = amine and D = azide). A pro­
tecting group strategy is unnecessary, as A can react only  
with C (by amide formation), while B can react only with  
D through a copper-catalysed azide–alkyne cycload­
dition. To encode data using this synthetic protocol, 
Lutz et al. chose two different AB building blocks, 
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Fig. 4 | Different strategies for the synthesis of information-containing macromolecules. a | Phosphoramidite 
coupling was performed in four steps: (i) deprotection with N,N-dimethyltryptamine (DMT); (ii) coupling of the next 
monomer, representing 1, 0 or 2; (iii) oxidation of the phosphite bond to a phosphate; and (iv) cleavage from the resin.  
b | The AB + CD method, involving 3 different monomers representing 0, 1 and a spacer. (i) Coupling of the spacer  
(CD, black diamond) by an azide–alkyne copper-catalysed cycloaddition, (ii) coupling of a monomer representing either  
a 0 or a 1 (AB) by amidification and (iii) cleavage from the resin. c | Accelerated AB + CD method using, again, 3 different 
monomers, representing 0, 1 and a spacer. (i) Coupling of a monomer representing 0 or 1 (AB) by an anhydride–amine 
coupling, (ii) coupling of the spacer (CD, black circle) by a nitroxide radical reaction and (iii) cleavage from the resin. 
Adapted with permission from ref.125, ACS.
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representing 0 and 1, while the CD building block was 
used as a spacer132 (Fig. 4b). To simplify the AB + CD syn­
thesis, four different AB dimers can be used, represent­
ing 00, 01, 10 and 11 (ref.133). This reduces the number of 
coupling steps required to produce byte-encoded macro­
molecules (although it still remains a time-consuming 
process). An accelerated AB + CD protocol was also 
developed, allowing the coupling between monomers to 
proceed via consecutive anhydride–amine and nitroxide 
radical reactions (Fig. 4c). Repeating these steps enabled 
the synthesis of sequence-controlled polymers that were 
easy to read and easy to erase134.

Another strategy to obtain sequence-controlled poly­
mers was reported by Zydziak et al. Rather than rely on 
solid-supported synthesis to produce monodisperse 
products, the process couples six different monomers 
using Diels–Alder reactions and achieves selective 
coupling through a photochemical unmasking of the 
requisite diene135. Each monomer contains a dienophile 
and a benzaldehyde moiety, with the latter converted 
to a diene upon irradiation before undergoing the  
Diels–Alder reaction135.

Reading and rewriting. For the reading (sequencing) 
of biopolymers such as DNA, very fast and automated 
methods are available. Unfortunately, these methods 
are not applicable to synthetic polymers, and other 
more universal analysis procedures must be used, one 
of which is MS/MS136–138 (Fig. 5a). Here, the polymers to 
be sequenced are ionized and separated based on their 
mass-to-charge ratio, followed by further fragmentation, 
separation and detection. The resulting fragmentation 
pattern can subsequently be used to reconstruct the  
precursor ion and ultimately the polymer sequence. 
The obtained fragmentation pattern is strongly depend­
ent on the nature of the polymer backbone, which gives 
synthetic polymers an advantage, as their molecular 
structures can be altered to favour an easy readout139. 
The previously described phosphoramidite coupling, 
for instance, results in an easy fragmentation pattern, in 
which the phosphate bonds are easily ionized and dis­
sociated in MS/MS. Introduction of alkoxyamine bonds, 
which have a lower dissociation energy, along the chain 
simplified the readout further by introducing two dis­
sociation energies, that is, cleavage of the alkoxyamine 
bond, generating large fragments and cleavage of the 
phosphate bonds, generating smaller fragments139–141. 
The alkoxyamine amide links in Lutz and co-workers’ 
accelerated AB + CD synthesis described above (Fig. 4c) 
are relatively weak links and enable a fast readout for 
long chains125,134,142, though this does come at some cost 
to the thermal stability of the polymers143. Charles, Lutz 
and co-workers also described the MS/MS analysis of 
poly(triazole amide) sequences. Cleavage can occur at 
either the amide or the ether bonds, and thus, the pat­
tern can be easily decoded144. Besides using specific 
linkers between the monomers to simplify sequencing, 
post-polymerization modifications can also be used 
to simplify the readout; for example, the azide–alkyne 
cycloaddition can be used to specifically modify the 
side chains of the polymer129,145. In addition to syn­
thetic improvements, progress has been made in the 

development of new software, enabling the sequence of 
polymers to be read in only a few milliseconds. Such 
rapid reading and decoding highlight one advantage of 
synthetic (over biological) digital polymers146.

To elucidate the sequence of larger macromolecules, 
the electrical birefringence (Kerr effect) of a polymer 
solution in an electric field can be measured147. The Kerr 
coefficient of a polymer depends on changes in the mag­
nitude and/or orientation of the overall dipole moment 
with respect to its maximum polarizability, enabling the 
complete characterization of polymers. Although not 
extensively used for synthetic polymers, it has potential 
as an interesting technique in the future147,148.

NMR can also be used to sequence a polymer. For 
some time, 13C NMR was one of the most widely used 
methods to identify short synthetic copolymers; how­
ever, as its sensitivity is limited, application to long poly­
mers is challenging. Another NMR technique especially 
suitable for non-natural polymers is the tweezer tech­
nique149–151. This method uses molecular reporters (twee­
zers) that can bind along the polymer chain through 
non-covalent interactions such as hydrogen bonding 
and π-π stacking. The tweezers can shift specific NMR 
signals, making the spectrum easier to interpret and 
quantify (Fig. 5b).

A new and promising sequencing technique for both 
natural and synthetic polymers is nanopore sequenc­
ing, which analyses the polymer structure by pulling it 
through a biological or synthetic pore (Fig. 5c). As the 
molecule moves through the pore, the channel current 
changes the current in a way that is characteristic of the 
polymer sequence and can thus be used to determine 
the primary structure of the polymer152. This technique 
was first introduced by Kasianowicz et al., who used 
a biological nanopore (α-haemolysin) to sequence a 
single-stranded DNA molecule153. Later, modifications 
on the surface of the channel showed that the nanopore 
could be used to identify numerous features, for instance, 
the 3′ and 5′ ends of a DNA chain152,154,155. Thus far, only 
a small number of studies using nanopore sequencing 
for synthetic polymers have been reported, including 
polyethylene glycol macromolecules, polystyrene sul­
fonate, dextran sulfate and poly(phosphodiesters)156–160. 
More recently, theoretical studies have been performed 
on more complex polymers, such as branched poly­
mers and heterogeneous copolymers with charged and 
uncharged blocks161,162. These results show that nanopore 
sequencing has the potential to be a reliable method 
in the future but also that successful readout depends 
strongly on the charge, stiffness and conformation of the 
polymer chain125.

An advantage of synthetic polymers over biopoly­
mers is the ability to tune their properties to enable 
easy analysis and rewriting. The accelerated AB + CD 
method makes use of thermally labile links, which allows 
for easy sequencing, as mentioned above. Furthermore, 
these links can be easily broken by heating the polymer, 
which allows the digital information to be erased134.  
This procedure will, however, break all linkers between 
the polymeric units, erasing all data, which means that the  
complete polymer has to be re-synthesized. To avoid 
the need for complete re-synthesis, Lutz et al. developed 
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a monomer that allowed modification after polymeri­
zation using a Huisgen azide–alkyne cycloaddition129. 
Although complete rewriting is not possible, a number of 
simple changes could be made to the polymer while leav­
ing the polymer chain largely unmodified129. Another 
technique that could possibly be used for rewriting 
uses dynamic polymers, as described by Lehn et al.163. 
These polymers are based upon a hydrazide and an 
aldehyde, which form an acylhydrazone bond through 

a condensation reaction164,165. Acylhydrazone formation 
is reversible under mildly acidic conditions, enabling 
data to be erased from the polymer165. In the presence of 
other hydrazides or aldehydes, this reversibility could be 
exploited, at least in principle, to incorporate new acyl­
hydrazines in the polymer chain. The incorporation of 
new monomers happens at random positions, leading to 
differently composed copolymers. Although this strat­
egy allows data to be removed from the polymer chain, 
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Monomers representing a binary 1 (green) or 0 (red) are separated by ‘weak’ alkoxyamine amide linkers (black circles and 
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selective rewriting at specific positions is not possible, 
as the insertion of new monomers is not spatially con­
trolled. Thus, although rewriting of synthetic polymers 
remains a possibility, there have been very few reports of 
success, and tools to selectively change the data stored in 
synthetic polymers still need to be developed.

Writing by catalytic methods. Nature makes use of 
catalytic procedures to write information. Examples 
include the synthesis of proteins by the ribosome in 
which mRNA acts as a reading template and the copy­
ing of DNA by the DNA polymerase III enzyme166. An 
important aspect of this writing is that it takes place in 
a processive fashion — the catalyst remains in contact 
with the polymeric substrate throughout. In this way, 
a large number of sequential writing events can take 
place, thus reducing the chance of errors (Fig. 6). In the 
alternative, known as distributive catalysis, the catalyst 
(enzyme) and substrate meet only once and are sepa­
rated after reaction167 (Fig. 6). Nolte and co-workers 

developed a biomimetic catalytic system that can specif­
ically and processively cleave DNA chains at AAA sites, 
which can be regarded as a first step towards catalytic 
writing168,169 (Fig. 6c). The catalyst is composed of the 
trimeric ring-shaped protein clamp (gp45) of the bacte­
riophage T4, which is usually associated with the replica­
tion polymerase (gp43). Nolte and co-workers replaced 
the replication polymerase by three manganese porphy­
rin complexes, which can cleave DNA in the presence 
of an oxidant. The modified clamp can bind to DNA 
and move along it unidirectionally while cleaving the 
AAA sites.

A second example from the same group involves a 
completely synthetic system that can ‘write’ epoxides on 
a high-molecular-mass polybutadiene chain with the 
help of a porphyrin cage catalyst and an oxidant. The 
catalysts threads onto the polymer chain, and while 
moving along it (in this case, in a hopping mode), it 
converts all double bonds into epoxide functions167,170,171 
(Fig. 6d).
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Fig. 6 | Catalytic writing. a | Distributive catalysis. A catalyst (blue) binds a substrate molecule (red diamond) and converts 
it into the product (red ellipse), after which the two separate. b | Processive catalysis. A catalyst (blue) binds to a (polymeric) 
substrate (red line with diamonds) and moves along it while performing multiple catalytic reactions without detaching167. 
c | Biohybrid catalyst composed of a protein ring to which three manganese porphyrin catalysts have been attached. The 
catalyst cleaves DNA at AAA sites while moving along it. d | Synthetic catalyst constructed from a diphenylglycoluril cage 
compound and a manganese porphyrin complex. The catalyst threads onto polybutadiene and converts the double bonds 
of this polymer into epoxide functions while gliding along it. Adapted with permission from ref.167, Wiley-VCH, and ref.169, 
Springer Nature Limited.

www.nature.com/natrevchem

R e v i e w s

378 | november 2018 | volume 2	



Outlook
With the limits of silicon-based storage devices already 
in sight, attention has focused on alternative approaches 
to information storage. As we have described in this 
Review, DNA-based storage may become an interesting 
alternative for the current technologies, particularly in 
terms of storage density. Much progress has been made 
with regard to error protection mechanisms without 
much detriment to storage density. A major disad­
vantage of DNA compared with silicon is the much 
lower reading speed, which is especially problematic 
for use in random-access memory applications when 
only a small part of the data is desired. This means 
that for now, DNA is only applicable for archiving and 
long-term data storage purposes. A major problem still 
to be overcome is the current cost of DNA synthesis 
compared with the costs of silicon-based storage facil­
ities. However, if we assume a decline in costs similar 
to that seen for silicon-based storage media (at least 
partly attributable to improvements in DNA tech­
nology), it seems likely that it will not be long before 
DNA-based storage is the standard for long-term data 
storage25,172,173. This is certainly the case when the costs 
of maintenance and storage are taken into account, 
which are far smaller for DNA-based storage systems 
than for the silicon-based systems in current data cen­
tres. Further cost reductions might already be achieved 
quite rapidly by using quicker but less reliable synthe­
sis protocols that require less time and reagents. Lower 
reliability would result in less valid DNA strands, but 
as the DNA fountain code has already shown, this can 
be compensated for by using robust and highly flexible 
coding strategies34.

Future research will have to show whether DNA read­
ing and rewritability can be improved, which will make 
DNA storage practical for data that are updated frequently. 
Data storage based on synthetic polymers — which can 
be prepared from a much larger set of monomers than 
biopolymers and which are more stable — might yet prove 
more useful for short-term applications. Furthermore, 
such synthetic systems do not require biological machin­
eries and can be tuned for quick readout and rewritability. 
However, compared with DNA-based storage systems and 
computing, the field of synthetic encoded polymers is still 
in its infancy. It is expected that over time, the synthesis of 
long strands of synthetic encoded polymers will become 
easier and faster, while different aspects of the code can be 
easily changed, for example, in terms of the monomers. 
Of great fundamental interest are systems that encode 
information into biopolymers and synthetic polymers 
with the help of catalytic machines. This is the way nature 
stores and replicates information, and it is of interest to see 
whether we can effectively mimic this fascinating process. 
If processive catalytic systems based on clamp-shaped 
proteins and their attached enzyme writers, readers and 
erasers can be constructed, then other possibilities, such 
as the construction of biocomputers, come within reach.

We can conclude that DNA-based storage devices 
have clear potential to become good and reliable alter­
natives for long-term data storage. In addition, we 
believe that the use of natural and synthetic polymers 
to store (and process) data has the potential to com­
pletely reshape the global principle of data storage in 
the not-too-distant future.
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