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ABSTRACT

We report the detection of 72 new pulses from the repeating fast radio burst FRB 121102 in Breakthrough Listen C-band (4-8 GHz) observations at the Green Bank Telescope. The new pulses were found with a convolutional neural network in data taken on August 26, 2017, where 21 bursts have been previously detected. Our technique combines neural network detection with dedispersion verification. For the current application we demonstrate its advantage over a traditional brute-force dedispersion algorithm in terms of higher sensitivity, lower false positive rates, and faster computational speed. Together with the 21 previously reported pulses, this observation marks the highest number of FRB 121102 pulses from a single observation, totaling 93 pulses in five hours, including 45 pulses within the first 30 minutes. The number of data points reveal trends in pulse fluence, pulse detection rate, and pulse frequency structure. We introduce a new periodicity search technique, based on the Rayleigh test, to analyze the time of arrivals, with which we exclude with 99% confidence periodicity in time of arrivals with periods larger than 5.1 times the model-dependent time-stamp uncertainty. In particular, we rule out constant periods \( \gtrsim 10 \text{ ms} \) in the barycentric arrival times, though intrinsic periodicity in the time of emission remains plausible.
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1. INTRODUCTION

Fast Radio Bursts (FRBs) are millisecond-duration radio transients that exhibit dispersion relations consistent with propagation through cold plasma (Lorimer et al. 2007; Thornton et al. 2013; Petroff et al. 2016). Out of the known FRBs, only FRB 121102 has been observed to repeat (Spitler et al. 2014, 2016; Scholz et al. 2016, 2017). The repeating pulses allowed precise localization of the source within a dwarf galaxy of redshift 0.193 (Chatterjee et al. 2017; Marcote et al. 2017; Tendulkar et al. 2017) confirming the extra-galactic nature of the phenomenon suspected from their high dispersion measures. Recently, Breakthrough Listen reported observations of 21 pulses of FRB 121102 recorded with the C-band receiver at the Green Bank Telescope (GBT; Gajjar et al. 2018). The reported bursts marks the highest frequencies of pulses ever detected from the repeating FRB. Together with the observation at the William E. Gordon Telescope at the Arecibo Observatory, the new pulses showed 100% linearly polarized emission with high and variable rotation measure of \(+1.33 \times 10^5\) radians per square meter to \(+1.46 \times 10^5\) radians per square meter in the source reference frame, indicating that the source is situated in a highly magneto-ionic environment (Michilli et al. 2018).

In this paper, we present a re-analysis of the C-band observation by Breakthrough Listen on August 26, 2017 with convolutional neural networks. Recent rapid development of deep learning, and in particular, convolutional neural networks (CNN; Krizhevsky et al. 2012; Simonyan & Zisserman 2014; He et al. 2015; Szegedy et al. 2014) has enabled revolutionary improvements to signal classification, pattern recognition in all fields of data science such as, but not limited to computer image processing, medicine, and autonomous driving. In this work, we present the first successful application of deep learning to direct detection of fast radio transient signals in raw spectrogram data. Deep learning methods have been applied to pulsar search in Zhu et al. (2014); Guo et al. (2017), while Wagstaff et al. (2016); Foster et al. (2018) apply traditional machine learning to single pulse transient candidate classification. Recently Connor & van Leeuwen (2018) applies deep learning models to FRB searches. These work all focus on reducing false positive rate from candidates of traditional search, though Connor & van Leeuwen (2018) suggests the possibility of direct deep learning detection. As we shall see, neural networks can in some scenarios offer higher sensitivity, but lack interpretability in their predictions. Dedispersion searches are interpretable but may suffer from poor sensitivity false-alarm trade-off. In this work, we leverage the advantages of both techniques by using the latter to verify the candidate outputs of the former. The resulting technique revealed more than 70 new pulses of FRB 121102 in a 5 hour C-band observation conducted by Breakthrough Listen. Our neural network is capable of processing Breakthrough Listen spectral-temporal data 70 times faster than real time on a single GPU, though processing speed in other contexts depends on the frequency and time resolution. We do not claim our
technique is ready to replace current state of the art dedispersion pipelines, but our method shows advantage in some scenarios and encourages further exploration.

The unprecedented rate of pulses from the repeating FRB allows us to explore trends in the pulse fluence, arrival times, and frequency structure. In particular, an abundant list of theoretical models take invested interest in the search for periodicity in the pulse arrival times. Previous works have reported non-detection of periods in the pulses (Spitler et al. 2014, 2016; Scholz et al. 2016), though none have been able to quantify the statistical significance of the null detection. In this work, we introduce a new method of period detection that is highly sensitive given the limited number of pulses. With this method we are able to exclude all periods in the arrival times $\gtrsim 10$ ms with 99% confidence.

The contributions of this paper thus include:

1. The first successful application of deep learning to direct detection of fast radio transient signals, with 72 new pulses of FRB 121102.
2. Trends of pulses structure from FRB 121102 with the most number of pulses detected from a single observation to date.
3. A new periodicity search technique applied to repeating radio transient detections.
4. A first statistical limit of aperiodicity on the detected pulses of FRB 121102.

The rest of this paper is organized as follows. In Section 2 we describe the Breakthrough Listen C-band observation and digital back-end at the Green Bank Telescope. In Section 3 we describe the detection method with a convolutional neural network and verification with dedispersion. In Section 4 we describe a list of properties of the pulses and the procedures we use to determine them. In Section 5 we discuss the trends in these properties, as well as limits on periodicity. In Section 6 we conclude.

2. OBSERVATION

The observations that produced the detections described here were conducted as a component of the Breakthrough Listen Initiative (BL), a comprehensive search for extraterrestrial intelligence currently employing a number of radio and optical observatories (Worden et al. 2017). The bulk of the targets of the BL observational program consists of nearby stars, nearby galaxies and the Milky Way galactic plane, but a small component of the program includes “exotica” (Isaacson et al. 2017). This latter category includes a variety of targets, including anomalous astronomical sources with a potential relationship to Extra-terrestrial Intelligence (ETI). Following a number of suggestions in the literature that FRBs exhibited some characteristics that we might expect from an ETI transmitter (e.g. Lingam & Loeb 2017), known FRB sources, including FRB 121102, were added to the BL observing queue.

On August 26, 2017, we initiated a 6 hour observing session of FRB 121102 using the 4–8 GHz (C-band) receiver on the GBT. This session ultimately yielded ten 30-minute scans of FRB 121102. Observations were conducted with the BL digital
back-end (MacMahon et al. 2017), which generates both time domain voltage data, and integrated spectral data. The spectral-temporal filterbank data used in this analysis have time and frequency resolution of 350 $\mu$sec and 366 kHz respectively.

3. DETECTION

3.1. Overview

De-dispersion based single pulse algorithms such as HEIMDALL (Barsdell et al. 2012), FDMT (Zackay & Ofek 2017), Bonsai (CHIME/FRB Collaboration et al. 2018), Amber (Sclocco et al. 2016) and CDMT (Bassa et al. 2017) allow signal detection by re-aligning the frequencies according to series of dispersion measure (DM), summing over frequency to get a time series, and thresholding the result. These algorithms face challenges of noise and radio frequency interference (RFI) masquerading as false positives. To this end, the frequency-integrated signal to noise ratio (S/N) of reported FRB pulses often extend down to an arbitrary detection threshold (Katz 2016; Petroff et al. 2016), implying a possibility of more pulses in archival datasets. Furthermore, as Gajjar et al. (2018) shows, in wide-band observations the frequency structure of pulses is highly variable, which additionally impairs the effectiveness of de-dispersion-based algorithms when the de-dispersed data are summed over the entire bandwidth. The effect of frequency structure can be mitigated by sub-banding the search (CHIME/FRB Collaboration et al. 2018; Sclocco et al. 2016; Zackay & Ofek 2017), though an effective sub-band search or similar technique would need to be sufficiently flexible for the wide variety of observed pulse morphologies (e.g. Spitler et al. 2012). In this work we deploy an alternative approach using deep learning.

Recently, deep convolutional neural networks drastically improved upon traditional machine learning methods of object detection with their ability to extract complex features in very large datasets. With their demonstrated ability to recognize objects within complex environments, convolutional neural networks are an excellent candidate for FRB searches. Current machine learning techniques can be broadly classified into supervised learning, unsupervised learning and reinforcement learning. Supervised object recognition is by far the most mature of the three and involves training a model to match decisions in a labeled “training set”. In the case of a deep convolutional neural network, the input is passed through multiple layers of convolutional and non-linear operations, the last of which outputs a probability of the decision. During training, the parameters of the convolutional kernels are updated to match the output probabilities to the ground truth labels for each sample in the training dataset. The trained model can then be used to recognize objects in a new dataset.

3.2. Data Preparation

For pulse detection we use the standard high time resolution filterbank data produced by the Breakthrough Listen digital back-end (MacMahon et al. 2017). The filterbank data are two dimensional spectrograms that span 4 GHz to 8 GHz with frequency resolution of 366kHz and a sampling time of 0.350 ms. To create the set of
samples, we cut the data along the time axis into frames of 256 samples, roughly capturing the dispersed duration of observed pulses. We find it unnecessary to overlap the frames as the model demonstrated an ability to detect pulses close to the edge of the frames. To regularize over the bandpass we subtract the mean and divide by the standard deviation per channel, per frame \(^1\). The resulting inputs are arrays of zero mean and unit variance.

Supervised learning requires a labeled training set. In this case, we use two classes of samples: positive frames that contain at least one FRB pulse, and negative frames that contain only noise \(^2\) and RFI. Samples in the training set should ideally capture all the variations one would encounter in an inference scenario, including characteristics of FRB pulses, RFI, and background noise. Due to the rare occurrence of known FRB pulses, there are not enough real examples to capture all the variations in pulse characteristics (dispersion measure, amplitude, width, scintillation pattern, and location within the frame) for a search algorithm. However, the simplicity of the pulses allows relatively easy simulation. To this end, the scarcity of pulses becomes an advantage because there are abundantly available negative examples that capture the noise and RFI characteristics. Thus we choose to simulate pulses to superimpose on preprocessed negative examples.

For the training and test set, we use five hours of Breakthrough Listen observations with no detected pulses. For frames of 256 time samples each, this creates a training set of around 400000 images, half of which contain simulated pulses, the other half do not. Four and half hours of the observation is used to train the network, while the remaining half hour is set aside as an independent test set. The simulated pulses have dispersion measures sampled from uniform distribution from 200 to 2000 pc cm\(^{-3}\), as well as a wide range of bandwidth, pulse width and amplitude. To mimic the frequency modulation seen in reported detections (Gajjar et al. 2018), we add frequency modulation as a product of a Gaussian profile and a Markov mask\(^3\). In the time direction, we use Gaussians of the squares of time for the pulse profile to mimic the typical sharper-than-Gaussian drop-off. We vary the burst arrival time over a range of values within and outside the frame, ensuring that the pulse appears within the frame at their peak frequencies. Our simulation details are thus empirically motivated by the observed morphologies from this observation. Models of pulse morphologies based on astrophysical motivations are available. However we find our simple simulation sufficient for detection with a neural network. We show examples of simulated pulses in Fig. 1. The shown examples are relatively bright for visual clarity, while actual training set contains much weaker pulses.

\(^1\) Averaging per frame, instead of batch of frames, reduces the influence of occasional very bright RFI.
\(^2\) As a clarification in terminology, radio astronomers sometimes use the word noise to mean both RFI and thermal pixel noise. In this paper we use the word exclusively in reference to pixel-noise in the spectrograms.
\(^3\) Specifically, we create an one dimensional binary frequency-channel mask using a Markov chain of constant transition probability. We then smooth the array by convolution with a one dimensional Gaussian kernel and apply onto the simulated pulse frequency profile to roughly emulate the observed frequency modulations in Gajjar et al. (2018).
Figure 1. Examples of simulated pulses on real observations. Relatively bright examples are shown for visual clarity while actual training set contains much weaker pulses.

3.3. Model

This section assumes basic familiarity with common terminology of CNNs. Reviewing the basics of CNN is beyond the scope of this paper. Readers unfamiliar with terminology such as “activation function” and “fully connected layer” may consult the abundantly available material online, such as the detailed Deep Learning Book (Goodfellow et al. 2016) or the concise glossary by DeepLearning4j\(^4\).

Spectrogram data from radio astronomy presents different challenges to common datasets in computer vision such as MNIST (LeCun & Cortes 2010) or Imagenet (Deng et al. 2009). Compared to everyday objects such as cars or persons, the quadratic form of FRB pulses are relatively simple. Such low level features are thus typically captured in the early layers of a neural network. However, the network must have sufficient capacity to cope with the presence of high pixel-noise, especially since we are interested in signal strength down to and below the noise amplitude.

Residual networks are a class of very deep convolutional neural networks proposed in He et al. (2015). The central idea involves a “skip-connection” that shortcuts blocks of convolutional layers, which then computes only the “residual” features. The skip connection was introduced to reduce overfitting, and thus allowing high capacity with much deeper networks. In our case, the skip connection also intuitively encourages propagation of low level features such as a quadratic burst to much deeper in the

\(^4\) www.deeplearning4j.org/glossary
network. Many empirical and intuitive improvements have been proposed since the initial residual network. Here we employ an architecture similar to the model in (Zagoruyko & Komodakis 2016), but with reduced width due to the expected smaller number of features. Table 1 shows the architecture of our network. The network is made up of stacks of convolutional blocks, which, with the exception of conv0, each consists of two sub-blocks linked by a dropout layer. The sub-blocks are convolution preceded by batch normalization and relu activation unit, a design following the findings of He et al. (2016). Our network thus consists of 17 total convolutional layers and 6.2 million trainable parameters. With the exception of the last fully connected layer, we avoid pooling and use strided convolutions to reduce image size. To increase the signal to noise ratio and reduce the input complexity we collapse every 32 frequency channels in the first layer by a stride-32 convolution. Intuitively, we choose such a reduction factor such that unit resolution in frequency corresponds roughly (on the same order) as unit resolution in time for the dispersion relation of a FRB with DM in range of 100 to 1000 pc cm$^{-3}$, as one can check by differentiating the dispersion relation at the C-band frequencies. In practice, the resulting frequency resolution of 11.71MHz and time resolution of 0.35 ms is empirically sufficient for a wide range of pulse morphology, width and DM for the 4 – 8 GHz band.

3.4. Model Evaluation

The training of our TensorFlow model takes roughly 20 hours on a Nvidia Titan Xp GPU. Training error converges after 100 epochs to 93%. We define two common terms for evaluation:

- Recall: The percentage of signals detected.
- Precision: The percentage of detections that are real signals.
Recall is thus a measure of the sensitivity of a model, while precision is a measure of robustness to false alarms. The overall recall for the test set is 88%, and the precision is 98%. We plot the average recall scores as a function of simulated pulse fluence and full-band frequency-integrated S/N in Fig. 2. The dash line shows the training recall, while solid line shows test-set recall. Typically, the training errors are lower than testing error, indicating a certain degree of over-fitting. In this case our model (red) shows only minimal degree of over-fitting. In the lower panel S/N is expressed in logarithmic scale:

$$\text{decibels} = 20 \log_{10} \left( \frac{S}{N} \right).$$

In comparison, we show the theoretical upper limit for a full-band dedispersion search with a threshold of 6$$\sigma$$.

As we shall see in Section 5, with three exceptions, our (sub-banded) dedispersion based verification procedure only yielded pulses with 20 Jy$\mu$s or larger. Our neural network model is able to detect these signals with over 95% recall score, and is thus sufficient for detection of all verifiable pulses in this analysis\(^5\). We also show two smaller models for comparison. With the “thin” model, we reduce the number of features of all layers by half, and with the “shallow” model we reduce the number of layers by half. Both of these models show noticeable drop in recall compared to the original. While it is certainly possible to obtain higher sensitivity with a larger model, here we choose an architecture that is sufficient for this analysis.

The accuracy of detection with a sufficiently capable network is determined by the quality of the training set. A good training set not only needs to be large enough to capture the distribution of inputs, but also be relatively balanced. Since our positive examples are simulated, we are able to have exactly balanced representation of positive signals, resulting in good recall score for all ranges of DM, width and frequency modulation. The RFI distribution, however, is not necessarily balanced. The rate of false detection in our network is around 2%. Out of the 400000 images in our training set, if a type of RFI only exists in 400 images, then the network would not have sufficient incentive to learn to reject an interferer of that type, because complete misclassification of the RFI only leads to 0.1% reduction in precision. A common method to reduce such false positives is fine-tuning, which refers to re-training of the network to a smaller dataset. However, fine-tuning is subject to over-fitting and can prove difficult in practice. We are developing a novel method to train our network to be more robust to such underrepresented RFI types. For this current work we simply manually reject all such false positives.

In addition to RFI, background random noise presents another potential source of false detection. Even though distinction between RFI and FRB can be reduced with better training data, detection performance in background of noise is subject to

\(^5\) In fact, the fluences quoted in later sections are only lower bounds since we are unable to use the full band. The full band fluence are likely above 30 Jy$\mu$s for the weakest pulses, in which case our model has over 0.99 recall score.
Figure 2. Model recall scores as a function of fluence (top) and full-band frequency integrated S/N (bottom). The dashed lines show the training recall while the solid lines show test recall. Two smaller models are shown in comparison with our original (red). Compared to the original model, the thin model has half the amount of features and the shallow model has half as many layers. Both show reduced recall for weak pulses. The flare at the low fluence side is due to small-number statistics. In the lower panel, the theoretical upper limit recall for full-band dedispersion search with 6σ threshold is included for comparison.

Inference speed is crucial in real time applications such as autonomous driving, where large number of images must be processed per second. For radio astronomy, inference speed is less of an issue, as we now explain. Because of the high noise in radio astronomy data, each pixel in the input spectrogram does not contain independent useful information. Therefore the first one or two convolutional layers should employ large convolutional kernels and large strides, which immediately reduces the data rate. In this analysis we fix the channel-reduction to a factor of 32. Our current model, without any inference acceleration techniques\(^6\) is capable of processing around 800

\(^6\) Common techniques include pruning, which reduces number of neurons per layer, quantization, which represents the weights with lower precision, or compactification with TensorRT.
images per second on a Nvidia gtx1080 GPU, equivalent of around 70 seconds of observation.

In comparison, computations of HEIMDALL scales with number of DM trials. A search with 1200 DM trials process 3 seconds of observation per second. Thus in this setup our network inference appears 20 times faster than a brute force dedispersion. However, the different nature of the two algorithms makes it difficult to compare without ambiguity. A “big O” analysis is presented in Connor & van Leeuwen (2018). Though similar results applies to our network, actual considerations of hardware makes such analysis an oversimplification. We avoid further detailed comparisons of different algorithms in order to not distract from the main takeaway, that is neural network inference is likely more than fast enough for real time applications.

3.6. Pulse Verification

Despite their powerful capabilities, CNNs often suffer from lack of interpretability in decision making. With each detection, the neural network outputs a confidence. This confidence is learned with respect to the training set and should not be assumed to translate directly onto real detections. Discrepancies between the simulation and real pulses can lead to biases in a neural network’s predictions, and unfamiliar RFI are likely to activate the network as false positives. In this work we aim to conservatively verify detected pulses. Therefore we do not rely on the CNN to make the final decision on the reliability of a given detection.

With a confidence threshold of 50%, the network returns around 6000 candidates, roughly consistent with the 2% false positive rate (out of 200000 samples) discussed in Section 3.4. However, we find that all detections where one is able to identify a pulse by visual inspection\(^8\) fall within neural network detection confidence of over 98%. With a threshold of 98% network confidence, and after manually rejecting obvious RFI false positives (see Section 3.3), we arrive at around 300 candidates for dedispersion verification.

Verifying band-limited pulses requires care. Signal to noise ratio (S/N) in frequency-integrated time series is often quoted as a measure of the reliability of a FRB detection. Before describing our verification procedure, we take a closer look at what these S/N actually show. There are many different S/N one can define. The commonly-employed frequency-integrated S/N over the full band is not useful here because for the weak and band-limited pulses the value can be lower than unity. A frequency-integrated S/N over sub-bands is not well-defined, due to its variability depending on the signal strength in the sub-bands chosen. A pixel-wise S/N over the two dimensional spectrogram is well-defined given certain frequency and time resolution. However, such a S/N only shows the confidence of the existence of a signal, and contains no information on whether the signal is a FRB or RFI. In fact, all of the above S/N measures

\(^7\) Important considerations include number of memory read and write in addition to the amount of computation.

\(^8\) Success of visual inspection is subject to the resolution of the image. Here we inspect with 11MHz and 0.35 ms frequency and time resolution, respectively.
only indicate the confidence that a signal exists. The dedispersion procedure builds a
certain simple feature but still does not provide information on whether a detection is
a quadratically dispersed FRB or, for example, a single-pixel RFI. Therefore a deci-
sion boundary based on S/N is inherently insufficient to distinguish RFI from FRBs.
This is the theoretical reason that allows a CNN model to achieve better accuracy
and lower false-positive rate than a S/N threshold-based dedispersion search, as it
learns a better decision boundary from examples.

As we explained in Section 3.4, our network has a very low chance of mistaking
noise for detection. Therefore to verify a candidate output of the CNN, we need to
verify its morphology rather than its signal strength. The defining characteristic of a
FRB burst lies in its quadratic dispersion. A faint but clearly quadratically dispersed
signal is more likely to be a FRB pulse than a bright signal concentrated in frequency.
In a blind search, we should verify the signal has expected spectral quadratic delay as
a function of frequency. Here we have additional expectations of pulse DM being near
the previously reported values between 553-569 pc cm$^{-3}$ (Spitler et al. 2014, 2016;
Scholz et al. 2016; Law et al. 2017; Gajjar et al. 2018; Michilli et al. 2018). Thus as
a final step to verify our detections, we check the signals have around the expected
DM.

To verify the detections, we manually select the sub-bands where the candidate
pulse is visible within the frame and perform a standard dedispersion search. We
plot the frequency-integrated pixel intensity over DM and TOA and search for the
DM that maximizes S/N, henceforth denoted as DM$_{S/N}$. While a smaller sub-band
around the peak frequency of the pulse would lead to higher S/N, such S/N is less
sensitive to variations in DM. Thus we choose sub-bands of 1.5 GHz at minimum to
prioritize distinct fit of DM over high S/N value. For this analysis we search over
DM of 400 up to 800 and fit a two dimensional Gaussian to thus determine the DM
and arrival time that maximizes S/N for the given sub-band. If the Gaussian peak is
observed between DM of 500 pc cm$^{-3}$ and 700 pc cm$^{-3}$ we keep the pulse$^9$. If no peak
is seen at the expected DM, the candidate is discarded. An example of this procedure
is illustrated in Fig. 3 for two pulses. The two pulses both have peak frequency at
7.05 GHz. The one on the left, which is already reported in Gajjar et al. (2018), has
much higher S/N than the one on the right, which is a new candidate. In the second
row we show the flux density as a function of DM and arrival times. Pulse 1 shows two
linear wings in addition to the central peak due to its complex spectral structure. In
the third row we fit two dimensional Gaussians to the pixels above $e^{-1}$ of the peak to
determine the DM and TOA that maximizes S/N. The contours shown correspond to
1 and 2$r$ from center of the Gaussians. We see both pulses have a centroid fit within
the acceptable bounds and are therefore confirmed detections. Sorting through the
300 candidates with this procedure produced 93 pulses.

$^9$ Complex spectral-temporal structure can render high power at a $DM_{SNR}$ that deviates from
the more physical $DM_{struct}$ on the order of 50 pc cm$^{-3}$. See Gajjar et al. (2018) for details.
Figure 3. Verification procedure for pulse 1 (left) and 2 (right). The first row shows the spectral data pre-dedispersion. Second row shows flux density as a function of DM and arrival time. Here both columns are normalized to their peak values, and for visual clarity only positive values are shown. In the third row a 2D Gaussian is fit to the pixels above $\sqrt{2}\sigma$ from peak to determine the DM and arrival time that maximizes S/N.

To quantify the measure of confidence, we perform cross-validation of our procedure with other datasets. We apply the same detection and verification procedure to an additional set of Breakthrough Listen observation of 5 hours at FRB 121102 as well as 10 hours of observations of nearby stars, wherein no previous pulses have been detected. No signals from these observations survived our verification procedure. This shows that our procedure is conservative; it may discard some true detections but ensures the reliability of all pulses reported.

4. PULSE PROPERTIES

We summarize some of the main properties of detected pulses in Table 2. Quoted MJDs are time of arrivals extrapolated to infinite frequency in a barycentric coordinate system. The TOAs are the corresponding values in seconds since the start of observation. $\text{DM}_{\text{SNR}}$ are the centroids of the Gaussian fits from Section 3.6. The fluence and flux density are calibrated with the radiometer equation and we shall detail the processes of their determination in the following section. The widths and subbands here are used to determine the fluences. In particular the widths are roughly the full-width at 10% max value determined in time series dedispersed to $\text{DM}_{\text{SNR}}^{10}$. Pictorially, these width are the distance between the vertical lines Fig. 9. These rough pulse widths are quoted mainly for reproducibility purposes and should not be confused with the intrinsic widths, which are full-width at half-max (FWHM) at

\[10\] In some cases, the value is difficult to determine algorithmically due to the noisy variations close to the peak. For these we manually increase the width to escape the local minima on the pulse profiles.
We do not quote the intrinsic widths here because for many of the weaker pulses the noise prohibits a reliable measurement. The peak frequencies are the locations of the channel (of width 11MHz) with the most power for each pulse.

4.1. *Determination Procedures*

In this section we describe the process with which we determine the subbands, flux density, fluence and time of arrivals quoted.

First we describe the determination of flux density and fluence. Ideally, we would like to retrieve fluence from the entire 4 GHz of bandwidth at DM$_{\text{struct}}$. In practice this is impossible since the full-band S/N for many band-limited pulses can be lower than unity. Since fluence is conserved over DM we dedisperse to DM$_{\text{SNR}}$ for a better determination of fluence$^{11}$. In order to retrieve the maximum fluence we search over ranges of frequency to find the widest sub-band around the peak frequency with a minimum S/N of 3. After the appropriate sub-bands are chosen, fluence can thus be estimated with corresponding noise-induced errors. The flux densities and widths quoted here are also from DM$_{\text{SNR}}$.

To determine the arrival times, we dedisperse to DM$_{\text{struct}}$ of 565 pc cm$^{-3}$ with the sub-bands determined above and record the time stamps of the energy peak. Due to the presence of multiple sub-pulses, this procedure records the arrival times of the strongest sub-pulse, and thus introduces a minimum uncertainty of around 2 ms, based on previously reported intrinsic pulse widths (Gajjar et al. 2018).

5. DISCUSSION

5.1. *Pulse Structure*

Extended figures on all pulses presented in this paper are located in App. A. Many pulses of FRB 121102 from this observation exhibit complex structures in both frequency and time, as already reported in Gajjar et al. (2018). In that work, reported substructures within a pulse extend over width of up to $\sim$ 2 ms. The tilt of the wings in Fig. 9 corresponds to the frequency range of the pulses, where higher frequencies corresponds to more vertical tilts$^{12}$. For example, in pulse 1 we see three sub-structures at three distinct frequencies while in pulse 2 we only see one. Furthermore, Fig. 9 shows that for complex pulses such as pulse 1, 13, 14 and others, there exits a DM$_{S/N}$ that stacks the multiple components into one. This is possible only because the different components are close in time and monotonically increase in peak frequency. This suggests that these cases are different sub-images of the same pulse, possibly caused by propagation effects such as lensing. As Gajjar et al. (2018) explains, the S/N-maximizing DM, which stacks all sub-pulses together, may not be indicative of the physical DM characteristic of the dispersion process. Instead,

$^{11}$ Note although the noise induced S/N is the same for either DM choice, lower S/N leads also to more uncertainty in the width, therefore we use the DM$_{S/N}$ for a more reliable fluence determination.

$^{12}$ This correspondence has purely geometric explanations, hence we will not delve into the details here.
Quoted fluence and flux densities are determined from dedispersion to DM SNR.

Table 2. Parameters for all pulse repeated, including the barycentric coordinate time, corresponding TOA since start of observation, DM$_{SNR}$, fluence and flux density, the subband and width used to compute the fluences, and the peak frequency. The error estimate from fluence and flux densities account for the expected noise for the given subband and width. Quoted fluence and flux densities are determined from dedispersion to DM$_{SNR}$.

<table>
<thead>
<tr>
<th>Pulse</th>
<th>TOA (57991+)</th>
<th>DM$_{SNR}$/N</th>
<th>Fluence</th>
<th>Flux Density</th>
<th>Subband</th>
<th>Width</th>
<th>$f_{peak}$ GHz</th>
<th>ms pc cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.2550909</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>3</td>
<td>1.2570898</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>4</td>
<td>1.2571148</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>5</td>
<td>1.2571498</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>6</td>
<td>1.2571848</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>7</td>
<td>1.2572198</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>8</td>
<td>1.2572548</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>9</td>
<td>1.2572898</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>10</td>
<td>1.2573248</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>11</td>
<td>1.2573598</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>12</td>
<td>1.2573948</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>13</td>
<td>1.2574298</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>14</td>
<td>1.2574648</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>15</td>
<td>1.2575008</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>16</td>
<td>1.2575358</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>17</td>
<td>1.2575708</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>18</td>
<td>1.2576058</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>19</td>
<td>1.2576408</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>20</td>
<td>1.2576758</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>21</td>
<td>1.2577108</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>22</td>
<td>1.2577458</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>23</td>
<td>1.2577808</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>24</td>
<td>1.2578158</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>25</td>
<td>1.2578508</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>26</td>
<td>1.2578858</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>27</td>
<td>1.2579208</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>28</td>
<td>1.2579558</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
<tr>
<td>29</td>
<td>1.2579908</td>
<td>3.10407</td>
<td>5.3068</td>
<td>2.71255</td>
<td>16.67</td>
<td>5.57</td>
<td>2.71255</td>
<td>564.4</td>
</tr>
</tbody>
</table>

* Already reported in Gajjar et al. (2018).
an approximate structure DM (DM$_{\text{struct}}$), taken as the average values of all DM$_{S/N}$, separates the sub-pulses and can be regarded as a closer approximation of the "physical" DM. For the rest of this paper we use the value of DM$_{\text{struct}} = 565$ pc cm$^{-3}$ as determined by Gajjar et al. (2018).

A few of the new pulses in this work are clustered up to 10 ms time scale. It is unclear whether these multiplets are different pulses or substructures of the same pulse. Unlike substructures already discussed in Gajjar et al. (2018), these sets of closely timed signals, i.e. \{8,9\}, \{27,28,29\}, \{30,31\}, \{81,82\}, do not have a unifying DM that stacks the sub-pulses. The pair \{81,82\} is particularly interesting due to their close proximity and yet lack of an unifying DM. The two pulses clearly have power in overlapping frequency channels. If they are indeed independent pulses, they would be by far the closest pair of pulses seen from FRB 121102, with a TOA separation of 2.56 ms. However, it is also possible that they are sub-images created by a different physical process than pulse 1. Other multiplets, i.e. \{8,9\}, \{27,28,29\}, have inter-spacings on order of 10 ms. If they are sub-pulses, this time scale indicates a lower bound on the uncertainty of time of arrivals. If they are different pulses, the time scale roughly indicates an upper bound on any possible periodicity. In addition, the triplet also shows components ranging from low frequency to high frequency, and back to low frequency, the first time such a structure has been observed.

5.2. Parameter Statistics

In Fig. 4 we show scatter plots of TOA, DM$_{\text{SNR}}$, fluence, and peak frequency. On the diagonal we show histograms of each quantity and the off diagonal shows the two relating quantities of each burst. The DM$_{\text{SNR}}$ appear scattered around an average of 575 pc cm$^{-3}$. We still use the values from Gajjar et al. (2018) as DM$_{\text{struct}}$ since the scatter for lower energy pulses are large.

5.2.1. Peak Frequency

In Gajjar et al. (2018), the authors point out that the frequency distribution of the burst energy appears to be multi-modal. Here we see the same behavior, most notably from the $\nu_{\text{peak}}$ vs. TOA scatter plot in Fig.4, where the pulses from the first hour show three to five distinct clusters. Expectation-maximization (EM) fit with a 5-component Gaussian Mixture Model (GMM) shows these clusters are centered at 7.54 GHz, 7.05 GHz, 6.23 GHz, 5.62 GHz, and 4.91 GHz, respectively. To see if this behavior is caused by instrumental effects, we compare with an observation of pulsar J0332+5434 in the same session. The pulsar pulses extend over the full band and do not exhibit similar modulations. Comparison with coherently dedispersed dynamic spectra of the strong pulses (Gajjar et al. 2018), we see that these frequencies correspond with the peak frequencies of the sub-pulses, and are thus a type of characteristic frequencies of the process that created them. It is unclear if these characteristic frequencies persists for longer than the first hour. Follow-up observations during a similar active phase of FRB 121102 will help to provide an answer.
Figure 4. Pairwise comparisons of arrival time, $\text{DM}_{S/N}$, fluence, and the peak frequency. Diagonals are histograms of the quantities. Each off-diagonal scatter plot relates a pair of quantities for all pulses.

In addition, we note that the behavior of the peak frequency possibly varies with time in a non-stochastic manner. The first three pulses are spaced 8 seconds apart and all peak around 7 GHz in frequency. It is possible that a certain time scale exists that characterizes the variation of pulse frequency structure with time. However, more data are needed to further constrain the time scale of variability, if any.

5.2.2. Fluence

The fluence vs. TOA plot shows a higher density of pulses towards the beginning of the observation for all fluences. High pulse rate is thus coincidental with the high energy of the pulses detected. The cause of this behavior is subject to interpretation. It is possible that the intrinsic fluence distribution is constant with time, and the
excess of bursts at the beginning of observation samples high energy bursts from the tail of the distribution. It is also possible that an occasional high energy burst is followed by many weaker “after bursts”.

The fluence histogram shows fall-off of detections on the low energy end. It is unclear whether the fall off is intrinsic or due to detection bias. If the fall off is detection bias, and the intrinsic distribution of pulses is dominated by the low-energy end, then large number of low energy pulses must be undetected from the later four hours of observation.

The fluence vs. $\nu_{\text{peak}}$ plot shows over an order of magnitude variation of pulse flux density among pulses with similar frequency structure. If propagation effects leave distinct frequency-imprints, such that the same amount of amplification applies to pulses with the same frequency structure, then this variation in flux density is likely due to the source itself. Though we point out that this assumption about propagation models has not yet been confirmed.

5.3. Pulse Rate

In this section, we quantify the rate of detection. If each occurrence of an event is independent and random with a fixed rate $r$, the interval $\delta$ between each consecutive occurrence follows stationary Poissonian statistics:

$$P(\delta|r) = re^{-r\delta}. \quad (2)$$

The occurrence of giant pulses from the Crab nebula has been observed to be locally consistent with Poissonian statistics (Karuppusamy et al. 2010), with a rate varying smoothly on daily timescales (Lundgren et al. 1995). The phase-duration of nulling and state-switching pulsars have also been shown to follow stationary Poisson process (Gajjar et al. 2012; Cordes 2013). In comparison, the observed pulses from FRB 121102 to date have been clearly non-Poissonian on timescales spanning multiple observation sessions (Opperman & Pen 2017). The non-Poissonian nature of detections could be either intrinsic or detection bias.

In Fig. 5 we show the distribution of the intervals in our observation. Three histograms are shown, one for all the pulses, one for the 45 pulses from the first 30 minutes of observation, and one for the 15 pulses with the highest fluence. The bars are shown side-by-side for visual clarity. The actual bins completely overlap with constant bin-widths of 20 seconds for all the histograms. Also shown for comparison is a Poissonian expectation with $r = 0.05$ s$^{-1}$.

From Fig. 4 we already see that the rate of detection is not stationary, with almost half of the detections being from the first 30 minutes of observation. Nevertheless, on the timescale of a five hour observation the observed intervals are more consistent with Poisson statistics than previously reported. This can also be seen in the direct comparison with the distribution for the 15 strongest pulses, for which the resemblance to Poissonian distribution is much harder to recognize. Thus observational bias likely played a major role in previously reported behavior.
The observed distribution even for the first 30 minutes still deviates from Poissonian expectations by a skew towards a longer tail. Even though we have the largest number of detections in a single observation of FRB 121102 to date, we must assume that an unknown number of pulses are still missing from detection. The long tail can be explained by the intuitive expectation that the missing pulses are clustered rather than randomly scattered. Many scenarios can account for the clustering of missing pulses, including observational bias caused by non-stochastic variations of the pulse energy and pulse frequency structure, such that the pulses were outside the band of observation or too weak to be detected, in addition to the possibility of no emission.

5.4. **Periodicity**

Due to its unique nature as a repeating FRB, FRB 121102 has generated much interest in searching for periodicity of its pulses (Spitler et al. 2016; Katz 2017a). The measurement of an intrinsic emission period, if it exists, would be highly suggestive of theoretical models involving a rotating source (e.g. Metzger et al. 2017; Cordes & Wasserman 2016; Katz 2016; Lyutikov et al. 2016; Popov et al. 2018; Kulkarni et al. 2015; Wang et al. 2016). Lack of periodicity does not necessarily exclude rotating models, but at the same time permits models that predict intrinsically non-periodic emissions (e.g. Katz 2017b; Huang & Geng 2016), and those predicting periods much smaller than observation sensitivity (e.g. Iwazaki 2017). All previous analysis have reported non-detection of significant periods (e.g. Spitler et al. 2014, 2016; Scholz et al. 2016). We have performed a Fourier-domain acceleration ($-z_{max}$ 300) and
jerk (\(-\text{wmax 1200}\)) search using a harmonic summing of 16 with \textit{PRESTO} (Ransom et al. 2002) and a time-domain acceleration search with \textit{riptide}\footnote{https://bitbucket.org/vmorello/riptide} over a range of dedispersed time series (560 – 570 pc cm\(^{-3}\)). No significant candidates were found in either of these methods.

Furthermore, with the highest rate of pulses to-date, we have an enhanced opportunity to quantify the statistical significance of detection or non-detection. More precisely, we can constrain the likelihood of aperiodicity, and for any notable periods, constrain the significance of detection. For the rest of this analysis, we focus on periodicity searches based on the pulse time of arrivals (TOA). The advantage in working with time stamps of arrivals, instead of spectral or voltage data, is that the confidence of any statistical tests can be obtained through unambiguous simulations.

There are two main challenges for any period search based on the time of arrivals (TOA). The first is the uncertainty in the time stamps \(\sigma_t\). As discussed in Section 5.3, the apparent TOA have measurement error of around 2 ms due to intrinsic width of the pulses. In addition to measurement error, many physical scenarios can perturb the time stamps, smearing out periodicity in the time of emission (TOE). These include propagation effects such as lensing, or acceleration effects at the source. We do not confine ourselves to specific models at this stage and simply model the effect of all perturbations in the effective uncertainty \(\sigma_t\). Another main challenge is the (unknown) number of missing pulses. The observed pulses vary greatly in energy as well as frequency structure. This means that in search of an intrinsic period, one must assume that there are an unknown number of unobserved pulses, where again potential causes include pulse energy below detection threshold, or pulse peak frequency outside detection bandwidth. Since the total number of detection is fixed, the number of missing pulses translates directly to the value of the candidate period \(t_p\). As we shall see, the ratio of these two quantities \(\alpha = t_p/\sigma_t\) is an important parameter in period detection.

5.4.1. Hypotheses of Periodicity

We construct two hypotheses:

- \(H_0\): The times of arrival are not periodic with any period.
- \(H_1\): The times of arrival are periodic with some period \(t_p\) and uncertainty \(\sigma_t\).

To quantify the significance of a candidate period, we are interested in the confidence of rejecting \(H_0\). To address the confidence of aperiodicity, we are interested in the confidence with which we can reject \(H_1\).

There are many ways to search for periodicity in time stamps, including Fourier transform, autocorrelations, and histograms of separations\footnote{We display such histograms in Fig. 5, but here we are interested in behaviors on much shorter time scales.}. However, the sensitivity of these methods tend to be poor when a large portion of the events are missing from
detection. Here we follow a procedure similar to the one in Li et al. (2015), where the authors show that their method outperforms the aforementioned ones in a wide range of cases where the observation is incomplete.

To proceed, we fold the TOAs with a series of trial periods. If $t_p$ is a period that fits the data well, the folded pulse phases would show a strong unimodal deviation from uniformity. We construct the specific hypotheses for a given trial period:

- $h_0(t_p)$: The time of arrival are not periodic with $t_p$. The folded pulse phases are not unimodally distributed.
- $h_1(t_p)$: The time of arrival are periodic with true period $t_p$ and uncertainty $\sigma_t$. The folded pulse phases are unimodally distributed.

One cannot test an infinite number of trial periods. The list of trial periods should cover the range such that the closest period to the true period has an error that, when propagated to the end of observation ($T_{\text{obs}}$) is less than the assumed uncertainty in TOA ($\sigma_t$):

$$\delta t_p \cdot \frac{T_{\text{obs}}}{t_p} < \sigma_t.$$  \hspace{1cm} (3)

Solving the differential equation $\frac{dt_p}{t_p} = \frac{\sigma_t}{T_{\text{obs}}} dn_t$, we get the total number of trial periods over a search range of $[t_{p1}, t_{p2}]$ is:

$$n_t = \frac{T_{\text{obs}}}{\sigma_t} \ln \frac{t_{p2}}{t_{p1}}.$$  \hspace{1cm} (4)

In theory, since the relative resolution $\delta t_p/t_p$ is fixed, we only need to search from $t_{p1}$ to $2t_{p1}$, to cover all periods greater than $t_{p1}$. This is because any period greater than $2t_{p1}$ is an integer multiple of a period in this range. In practice, however, the measurement uncertainties may smear out unimodal behavior at small trial periods, therefore we test trial periods up to order of a second, close to the separation between the first two pulses. It is important to note that not all of these periods are independent, meaning periods that are close to each other lead to correlated measure of validity (to be defined in Section 5.5). The search is exhaustive so long as the trial period separations are smaller than the characteristic correlation length.

### 5.5. Rayleigh’s Test

The rest of our technique differs from Li et al. (2015). There exists many measures to detect non-uniformity on the unit circle (see for example Mardia & Jupp 1999 Chapter 6 and Pewsey et al. 2013). Here we would like to test the widest range of possible periods. In order to be sensitive to periods on millisecond time scales, we need to account for extreme scenarios where less than 0.01% of the events are detected. We therefore adopt the mean resultant radius. While the probability measure of Li et al. (2015) is applicable for a wide range of distributions, the mean resultant radius is more powerful to test unimodal departure. Its typical usage, known as Rayleigh’s
test, has been proven to be the most powerful test when the alternative is von Mises type distributions (Watson & Williams 1956). The mean resultant radius $\bar{R}$ is defined as follows:

$$\bar{R} = \sqrt{a^2 + b^2},$$

(5)

where $a$ and $b$ are the first angular moments of the pulse phases:

$$a = \frac{1}{n} \sum_i \cos \theta_i,$$

(6)

$$b = \frac{1}{n} \sum_i \sin \theta_i,$$

(7)

where $\theta_i = \theta_i(t_p)$ is the folded pulse phase of the $i$th pulse and $n$ is the number of pulses. As the name suggests, $\bar{R}$ is the length of the mean of a series of unit vectors. Thus defined, $\bar{R}$ takes value between 0 and 1, and takes 1 if and only if all pulse phases are aligned. If the underlying phases $\theta_i$ are uniformly distributed, it can be shown that $\bar{R}$ follows the Rayleigh distribution:

$$p(R, n) = 2nRe^{-nR^2}.$$  

(8)

For the rest of this analysis we denote the mean resultant radius from the detected TOAs with $\bar{R}$, and those from hypotheses with $R$. The next two sections test each of the two hypotheses as null hypothesis. We will, in each case, construct the relevant statistical $p$-values, which in this case is the probability $P(R > \bar{R}|H)$.

5.5.1. Top Scoring Periods

Note strictly speaking $h_0$ does not imply that the pulse phases are uniformly distributed; if $t_p$ is a close rational fraction of the true period, multi-modal distribution can be observed. However, we are interested in detecting unimodal distribution only. By searching through an exhaustive list of periods we aim directly test the true period, if it exists. Thus for simplicity we can ignore this distinction and treat $h_0$ as if uniform distribution of pulse phases is implied.

We compute the $\bar{R}$ values of trial periods from 2 to 1000 ms. It may be tempting to compare these values with the Rayleigh distribution. However, Rayleigh distribution applies for a single hypothesis. The multiple trial periods require multi-testing correction. Since the precise number of independent periods is hard to obtain, we avoid the need for such corrections by simulations. We simulate 1000 incidents of 93 random time of arrivals for comparison. We split the periods into logarithmic intervals of $[2^i, 2^{i+1}]$ milliseconds, with $i$ ranging from 1 to 9. For each of the 1000 simulations we perform the same period search to get the distribution of the highest scores for each logarithmic interval. The distribution of time of arrivals is highly non-uniform, with most pulses discovered towards the beginning of the observation. Thus to account for this bias we sample our random trials from the empirical distribution of time of
arrivals with 20 bins. We quote the top periods for each logarithmic interval of trial period in Table 3. Comparisons with the empirical cumulative distributions from simulations allows us to quote the p-value $P(R > \bar{R}|H_0)$, or confidence of rejection $P(R < \bar{R}|H_0)$.

The fact that the 8th of the top scoring periods rejects $H_0$ by 97.5% should not be over-interpreted. To see the overall confidence that such as period rejects $H_0$, we again need to account for multiple testing. Suppose the 9 different $\bar{R}$ are independently sampled from distributions consistent with $H_0$, we ask the question: “What is the probability that none of the top results reject $H_0$ by 97.5%?”. The answer is $0.975^9 \approx 0.79$. Thus, assuming independence of the 9 periods, the confidence with which our best scoring period rejects $H_0$ is only 79% ($p$-value 0.21).

### 5.5.2. Period Exclusion

In this section we quantify our sensitivity to the top scoring periods. We compare observations with expectation from $H_1$ to see if a period exists, under what conditions we should expect to detect it with significance. To keep our test simple and model-agnostic, we introduce the only unknown parameter, i.e. the time stamp uncertainty $\sigma_t$. The distribution $P(R|h_1(t_p))$ is a function of the dimensionless parameter $\alpha = t_p/\sigma_t$. Fig. 6 shows the cumulative distribution for $h_1$ and $n = 93$ pulses. The black contour traces out $P(R > \bar{R}|h_1) = 95\%$ and 99\%, respectively. For different $\sigma_t$, the top scoring periods in Table 3 slides along the vertical axis. While as we mentioned the measurement uncertainty for the TOAs are around 2 ms as discussed, perturbation caused by propagation effects can be much larger. For three different assumed uncertainties $\sigma_t$, we show the best scoring periods in the range $2\sigma_t < t_p < 2^6\sigma_t$. If a period lies above the black contour, $h_1$ implies over 99\% probability that the score is lower than expected from $H_1$. The red line is an approximate upper bound.

| $\log_2$ | $t_p[ms]$ | $\bar{R}$ | $P(R < \bar{R}|H_0)$ |
|---------|-----------|---------|-----------------|
| 1       | 2.169175  | 0.341   | 0.817           |
| 2       | 5.127793  | 0.326   | 0.801           |
| 3       | 10.141185 | 0.308   | 0.723           |
| 4       | 17.62554  | 0.321   | 0.925           |
| 5       | 48.142379 | 0.291   | 0.814           |
| 6       | 72.43702  | 0.230   | 0.235           |
| 7       | 132.47494 | 0.263   | 0.823           |
| 8       | 276.32742 | 0.300   | 0.975           |
| 9       | 568.57720 | 0.170   | 0.176           |

**Table 3.** Top scoring periods from 2 milliseconds to 1 second. The $i$th row is the top scoring period in the range $[2^i, 2^{i+1})$(milliseconds). The second column shows the candidate period in milliseconds, the third column shows the mean resultant radius, and the last column shows the confidence with which the period rejects $H_0$ (before correcting for multiple testing).
Figure 6. Cumulative distribution of $R$ for 93 pulse phases given that $t_p$ is a true period, as a function of the parameter $\alpha = t_p/\sigma_t$. Larger $\alpha$ means less perturbation in the TOAs, thus a distribution towards higher $R$. The two black curves trace out values of 0.95 and 0.99. Any best-fit period that lies above the black curves can be excluded with 99% confidence. Scatter points show best fit periods from Table 3. The vertical line shows $R = 0.33$, a rough upper bound of all $R$ from the observed TOAs. At its intersection with the confidence contours, we exclude any periods larger than $5.1\sigma_t$ with 99% confidence, as indicated by the shaded region.

of $\bar{R} = 0.33$ for all the candidate periods. The intersection of the vertical line with the confidence contour marks the region of periods that we can exclude with 99% confidence, as indicated by the shaded rectangle: $t_p > 5.1\sigma_t$. With more pulses, this contour would shift to lower $\alpha$, allowing for stricter limits on periodicity exclusion.

We point out that the confidence with which we exclude each period is different from the confidence of aperiodicity. For the latter we need to correct for multiple testing. The probability of aperiodicity is:

$$P_a = \prod_{t_p} P(R > \bar{R}|h_1(t_p)), \quad (9)$$

where the product is over all independent periods in the range of interest. The exact number of independent periods is tricky to determine. However, from the proximity between the 95% and 99% contours, we see the error rate drops off quickly. Since the shaded region of exclusion borders the contour only on one corner, we can expect the correction to be small.

5.5.3. Model Dependence

If we take $\sigma_t$ to be the measurement uncertainty in TOAs, then our constraint applies to the periodicity of apparent TOAs. With a lenient assumption of 3 ms uncertainty, we can exclude periods larger than 15 ms in the barycentric arrival times.
Some candidate periods reject both $H_1$ and $H_0$ with high confidence for the measurement uncertainty of 2 ms. While the confidence of rejecting $H_0$ is only 79% after multiple test correction, there remains an alternative explanation where the intrinsic uncertainty is much larger. With given physical model, we can also derive model-dependent constraints on intrinsic periodicity. Many physical scenarios potentially smear out quasi-periodic time stamps, such as acceleration of source or lensing during the propagation. Constraining specific model parameters is beyond the scope of this paper. Here we give a brief example in the simplest scenario.

Acceleration has been extensively observed in pulsars. A constant acceleration $a$ perturbs the period over the time of observation by $\sigma_a \sim \frac{aT_{obs}}{c} t_p$. For time dependent perturbation, restricting to the 45 pulses from the first 30 minutes of observation leads to exclusion of $t_p > 6\sigma_t$. Thus we can exclude accelerating periodic effect if the acceleration $a < \frac{\sigma_t}{t_pT_{obs}} = 1.5 \times 10^5 \frac{\sigma_t}{t_p} \text{ms}^{-2} < 2.5 \times 10^4 \text{ms}^{-2}$.

6. CONCLUSION

Modern machine learning ushers in a new era of sensitive detection of fast radio transients. In this paper, we demonstrate the first application of a neural network for direct detection of fast radio bursts in spectral-temporal data. The approach shows potential advantage in terms of sensitivity and computational speed over dedispersion pipelines. The unprecedented abundance of detections from a single observation allows for explorations in trends of pulse fluence, pulse rate, and pulse frequency structure. We report the first detection of multiplets of pulses within spans of 10 ms to 20 ms that show non-monotonic variations in frequency structure. We pay special attention to the search for periodicity and introduce a new method for detecting periods in time of arrivals when most of the pulses are potentially unobserved. Our method allows us to quantify the significance of null detection and exclude with 99% confidence all periods greater than 10 ms in the time of arrivals when the time stamp measurement uncertainty is 2 ms.

Deep learning is a very active field of research that has found successful application across the board in academia and industry. We believe deep learning methods have the potential to completely surpass traditional algorithms, and even humans, for reliably identifying radio transients, as well as other similar signal detection tasks such as those occurring in gravitational wave astronomy (Abbott et al. 2017) and the search for extraterrestrial intelligence. There remains many caveats for applying a deep learning technique for direct real time detection in a general survey. Developing such a general pipeline and comparing its performance to other existing pipelines is outside the scope of this work.

We attribute the abundance of detections in this analysis to a combination of high sensitivity detection and wide bandwidth observation. The abundance of pulses and high spectral and energetic variations in this analysis suggests that previous surveys may have underestimated both the abundance of FRBs and the percentage of re-
peaters. Similar techniques applied to archival data and new broadband follow-ups could soon uncover an unforeseen abundance of both repeating and non-repeating sources, accelerating the path to solving the mystery of FRBs.
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APPENDIX

A. EXTENDED FIGURES
Figure 7. Pulses detected from the first 30 minutes. The asterisks * indicate that the pulses have already been reported in Gajjar et al. (2018). For all plots, time on the horizontal axes indicates seconds since the start of observation. Frequency on the vertical axes are in GHz. Numbering on the top-left corner of each panel corresponds to Table 2. In cases when multiple pulses are shown in a panel, the numbering are in order of arrival time extrapolated to infinite frequency.
Figure 8. Detected pulses (continued). Same as Fig. 7. Note pulse morphologies vary and degree of visibility in the plot is subjective to frequency and time resolution shown.
Figure 9. Dedispersion verification plots of all pulses. All panels have the same scale. The horizontal axes are time of arrival extrapolated to the same frequency in milliseconds, and the vertical axes are DMs in the usual pc cm$^{-3}$. The colors indicate flux density after incoherent dedispersion and the colors are scaled individually for each plot. A light color (high value) near the center of the panel indicate a close-to-expectation DM and TOA.
Figure 10. Fluence determination for all pulses in fluence-maximizing sub-bands. Horizontal axes are time in milliseconds, while vertical axes are flux density in milli-Janskys. All pulses are dedispersed to individual S/N maximizing DM and in sub-bands indicated in Table 2. Time resolutions are 0.35 ms. The time ranges used to compute the fluence are indicated with red vertical lines.
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