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We emphasize that correlations between infection states in both the SIS and SIR model are always positive and that the title of the article “Nodal infection in Markovian susceptible-infected-susceptible and susceptible-infected-removed epidemics on networks are non-negatively correlated” [Phys. Rev. E 89, 052802 (2014)] is correct. The history and motivation that led to the proof is placed in perspective.
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Cator and Van Mieghem are grateful to the authors of the Comment [1] on the paper [2], which focused mainly on the susceptible-infected-susceptible (SIS) model, for two reasons. First, Cator and Van Mieghem carelessly assumed that the proof in Ref. [2] also holds for the susceptible-infected-removed (SIR) model. Rodriguez et al. [1] rightly point out that the monotonicity, which is crucial in the proof in Ref. [2], does not hold for the SIR model, although monotonicity applies to the SIS model. Second, Rodriguez et al. [1, Ref. [2]] refer to a paper [3] by Donnelly, which was unfortunately overlooked in Ref. [2]. Let the Bernoulli random variable \( Y_i(t) = 1 \), when node \( i \) is infected at time \( t \), and otherwise \( Y_i(t) = 0 \). Donnelly [3] has used a different graphical construction for the SIR and SIS model than in Ref. [2] to prove that \( Y_i(t) \) and \( Y_j(s) \) are positively correlated. Moreover, his method extends to more general epidemic models. In summary, we wish to emphasize that correlations between infection states in both the SIS and SIR model are always positive. Hence, the main message as well as the title of [2] is correct.

The counterexample in the Comment [1] seems to contradict positive correlations in SIS and SIR, but we argue that the counterexample is misleading. Rodriguez et al. [1] consider the correlation between \( X_i(i) \) and \( X_i(j) \) in the SIR model, where \( X_i(i) \in \{S, I, R\} \) is the state of node \( i \) at time \( t \) and they choose \( S = 0 \) for the susceptible, \( I = 1 \) for the infected, and \( R = 2 \) for the removed state. However, it seems more natural as in Refs. [2] and [3] to consider the correlations between the random variables \( Y_i(t) \) at each node \( i \) in the graph. Indeed, a positive correlation between \( Y_i(t) \) and \( Y_j(s) \) means that the probability that node \( j \) is infected at time \( s \geq t \) grows, given that node \( i \) is infected at time \( t \) (i.e., the infection states of any pair of nodes \( i \) and \( j \) are positively correlated). Physically and intuitively, positive correlations in SIS and SIR epidemics mean that an infection in some node in the network can only increase the probability of infection in other nodes. The covariance between \( X_i(i) \) and \( X_j(j) \) in Ref. [1] is difficult to physically interpret, in contrast to \( Y_i(t) \) and \( Y_j(s) \), and, moreover, depends on the somewhat arbitrary coding of the states. Indeed, by choosing the states \( X_i(i) \in \{0, 1, -1\} \), a different sign in the covariance \( \text{cov}(X_i(i), X_j(j)) \) can be found.

On several occasions before 2014, when presenting the \( N \)-intertwined mean-field approximation (NIMFA) for SIS epidemics on any network [4,5] that implicitly assumed positive correlations, a debate started on whether the covariance between two infectious nodes is always non-negative in any graph. Any mean-field approximation [6] assumes that the covariance is equal to zero. The advantage of a non-negative correlation is that NIMFA always overestimates—though slightly—the actual probability of nodal infection. Hence, from a practical point of view, to prevent epidemics in a network, NIMFA puts us always on the safe side. The exact Markovian SIS model [4] has a state space of \( 2^N \) linear equations, which can only be solved for small networks of size \( N < 20 \). Therefore, mean-field theory is popular [7], because large networks can be computed. At that time in 2014, Cator and Van Mieghem assumed that the non-negative SIS correlation result was unknown and embarked on a proof.

We hope that this rebuttal will spread the non-negative SIS and SIR correlation property more widely and that the original paper of Donnelly [3] will be recognized as its first demonstration.
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