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ABSTRACT: This paper presents combinations of inclusive and differential measurements of the charge asymmetry ($A_C$) in top quark pair ($t\bar{t}$) events with a lepton+jets signature by the ATLAS and CMS Collaborations, using data from LHC proton-proton collisions at centre-of-mass energies of 7 and 8 TeV. The data correspond to integrated luminosities of about 5 and 20 fb$^{-1}$ for each experiment, respectively. The resulting combined LHC measurements of the inclusive charge asymmetry are $A_C^{LHC7} = 0.005 \pm 0.007$ (stat) $\pm 0.006$ (syst) at 7 TeV and $A_C^{LHC8} = 0.0055 \pm 0.0023$ (stat) $\pm 0.0025$ (syst) at 8 TeV. These values, as well as the combination of $A_C$ measurements as a function of the invariant mass of the $t\bar{t}$ system at 8 TeV, are consistent with the respective standard model predictions.
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1 Introduction

With the large number of top quark pair (t$\bar{t}$) events produced at the CERN LHC, the properties of the most massive elementary particle known to date are studied with ever increasing accuracy. Asymmetries in the angular distributions of top quarks and antiquarks provide powerful probes for physics beyond the standard model (SM). In proton-antiproton
collisions at the Tevatron, it is possible to define a forward-backward asymmetry $A_{FB}$ [1–3], while the same underlying physical effects induce a charge asymmetry $A_C$ in proton-proton (pp) collisions at the LHC [4, 5].

The production of $t\bar{t}$ pairs via gluon fusion is symmetric with respect to the exchange of the top quark and antiquark. The same is true for the $q\bar{q} \rightarrow t\bar{t}$ process at leading order (LO) in quantum chromodynamics (QCD). Asymmetries in kinematic observables of top quarks and antiquarks are introduced by higher-order effects in QCD for events produced by quark-antiquark annihilation. Interference effects connect the direction of motion of the top quark to that of the incoming quark, and the direction of motion of the top antiquark to that of the incoming antiquark [6]. Initial quark and antiquark momenta in the protons have different spectra, leading to a measurable difference between the angular distributions of top quark and antiquark in pp collisions. On average, quarks (valence and sea quarks) carry larger momentum than the antiquarks (sea quarks), causing the rapidity distribution of top quarks to be broader than that of top antiquarks.

In proton-proton collisions, the $t\bar{t}$ charge asymmetry is defined as

$$A_C = \frac{N|y|>0 - N|y|<0}{N|y|>0 + N|y|<0},$$

(1.1)

using the difference of the absolute values of the rapidities $y$ of the top quark and antiquark, $\Delta|y| = |y_1| - |y_1'|$, as the sensitive observable. The numbers of events with $\Delta|y|$ taking positive or negative values are given by $N|\Delta|y|>0$ and $N|\Delta|y|<0$, respectively.

The ATLAS [7] and CMS [8] Collaborations have measured the inclusive $t\bar{t}$ charge asymmetry at centre-of-mass energies of 7 and 8 TeV in events with one charged lepton (lepton+jets channel) [9–13] and in events with two charged leptons (dilepton channel) in the final state [14–17], where the leptons are either electrons or muons. The ATLAS Collaboration has also measured the charge asymmetry in highly boosted $t\bar{t}$ events, where the asymmetry is predicted to be amplified [18]. In addition, both collaborations have measured the charge asymmetry differentially as a function of suitable kinematic variables.

Theoretical predictions from QCD calculations are available at next-to-leading-order (NLO) from refs. [4] and [19] and at next-to-next-to-leading-order (NNLO) [20–23] precision in the strong coupling. These calculations include electroweak (EW) corrections at NLO precision. The two calculations at NLO follow the same approach to evaluate the charge asymmetry but differ in technical details. The calculation in ref. [4] uses a LO parton distribution function (PDF) set to evaluate the asymmetry, while the calculation in ref. [19] uses a NLO PDF set. The factorisation and renormalisation scales are set to the partonic centre-of-mass energy in ref. [4], while the calculation in ref. [19] uses fixed scales and sets both quantities to the top quark mass. The NNLO prediction is based on the methods described in refs. [20, 22], derived using dynamical factorisation and renormalisation scales [21] ($\mu = H_T/4$, where $H_T = \sqrt{m_t^2 + p_{T,t}^2} + \sqrt{m_t^2 + p_{T,\bar{t}}^2}$, with $m_t$ being the top quark mass and $p_{T,t}/p_{T,\bar{t}}$ being the transverse momentum of the top quark or antiquark) and a NNLO PDF set. In the NLO calculations, the ratio in eq. (1.1) is evaluated in powers of the considered couplings (strong and electroweak), taking NLO corrections into account only in the numerator, while the denominator is evaluated with the LO matrix element.
Table 1. Overview of the most recent theoretical predictions for the inclusive $A_C$ at the LHC at $\sqrt{s} = 7$ and 8 TeV, along with the experimental results from the ATLAS and CMS Collaborations. The uncertainties in all theoretical predictions are dominated by the uncertainties due to scale variations. The uncertainties in the experimental CMS results are given separately as statistical (first contribution) and systematic (second contribution) uncertainties, while for the ATLAS results the total uncertainty is quoted. The ATLAS and CMS experimental results are described in section 2.

For the NNLO prediction, numerator and denominator are calculated at full QCD NNLO precision (and NLO for electroweak corrections) without any expansion in powers of the considered couplings. Although the asymmetry predicted in the SM is small, contributions from beyond the standard model (BSM) could alter its value, especially at high values of the invariant mass of the $t\bar{t}$ system.

This paper reports the results of combinations of the inclusive $A_C$ measurements from the ATLAS and CMS Collaborations at $\sqrt{s} = 7$ and 8 TeV, and the combination of the ATLAS and CMS differential asymmetry measurements as a function of the invariant mass of the $t\bar{t}$ system at 8 TeV. For the three combinations, only the results in the lepton+jets channel are considered. Including in addition the results in the dilepton channel does not lead to a gain in precision because of their large statistical uncertainty. All these measurements are extrapolated to the full phase space of $t\bar{t}$ production. Table 1 gives an overview of the recent predictions from theory for both centre-of-mass energies and of the experimental results that serve as input to the combinations described in this paper.

The paper is structured as follows: section 2 and section 3 briefly describe the analyses whose results are used for the combination and the method used to combine the results; section 4 lists the uncertainties and the assumed correlations between the measurements; results and studies on the stability of the combinations are presented in sections 5 and 6.

### 2 Input measurements

#### 2.1 The ATLAS measurements

The ATLAS results used for the combinations are based on data recorded at $\sqrt{s} = 7$ TeV [9] and 8 TeV [11], corresponding to integrated luminosities of 4.7 and 20.3 fb$^{-1}$, respectively.

Very similar analysis strategies are used for the two centre-of-mass energies. The analysis of the 8 TeV data profits from a larger number of selected events and also samples of simulated events generated using higher-order Monte Carlo (MC) event generators than were available for ref. [9]. In the 7 TeV analysis, the $t\bar{t}$ signal events are simulated us-
ing the LO multi-parton matrix element event generator ALPGEN 2.13 [24] with the LO PDF set CTEQ6L1 [25]. Background events from the production of single-top-quarks are simulated using the LO event generator ACERMC 3.8 [26] (t channel) or the NLO event generator MC@NLO 4.01 [27–29] (tW and s channel). In the 8 TeV analysis, the t\bar{t} signal events [30] and single-top-quark background events [31, 32] are simulated using the NLO event generator POWHEG-BOX 1.0 [33–35] using the CT10 [36] PDF set. At both centre-of-mass energies, simulated events are produced assuming a top quark mass of 172.5 GeV. Production of a W or Z boson in association with jets, hereafter referred to as W+jets and Z+jets, respectively, is simulated using ALPGEN with the CTEQ6L1 PDF set. For the 7 TeV analysis, the dominant W+jets background is normalised using control samples in data, based on the fact that the production rate of W^{+}+jets is larger than that of W^{-}+jets. The flavour composition of this background component is also adjusted from data. For the 8 TeV analysis, the W+jets process is normalised in situ using data while extracting the asymmetry. Parton showering and the underlying event are modelled in all samples using HERWIG 6.5.20 [37] and JIMMY 4.31 [38] with a set of tuned parameters called the AUET2 tune [39] for the 7 TeV analysis, and PYTHIA 6.4.27 [40] with the Perugia2011C tune [41] for the 8 TeV analysis. The multijet background normalisation and shape are estimated from data using the matrix method [42].

The final state of t\bar{t} events in the lepton+jets channel features an electron or muon, a neutrino, two b-quarks from the two top quark decays, and two light quarks from the hadronically decaying W boson. Therefore, events with exactly one high-\textit{p}_{T} isolated electron or muon candidate and at least four jets are selected. Jets that originated from the hadronisation of a b-quark are identified via a multivariate algorithm [43, 44]. The operation point of the algorithm used for this measurement corresponds to 70% efficiency to tag b-quark jets with a rejection factor of about 130 for light-quark or gluon jets (the rejection factor is equal to the inverse of the probability to erroneously tag jets from light quarks or gluons). For the analysis at 7 TeV, at least one jet is required to be b-tagged, while events without b-tagged jets are kept in the 8 TeV analysis for the in situ calibration of the W+jets background.

Events from multijet and Z+jets production rarely feature neutrinos and thus are expected to have only small missing transverse momentum (\textit{p}_{T}^{miss}). The missing transverse momentum vector \textit{p}_{T}^{miss} is defined as the projection onto the plane perpendicular to the beam axis of the negative vector sum of all reconstructed objects in an event, and \textit{p}_{T}^{miss} is its magnitude. In order to suppress these backgrounds, requirements are imposed on the \textit{p}_{T}^{miss} value and the highly correlated transverse mass (m_{T}^{W}) of the W boson candidate from the semi-leptonically decaying top quark, formed by the lepton and \textit{p}_{T}^{miss}. In the 7 TeV analysis, the \textit{p}_{T}^{miss} value is required to be larger than 30 (20) GeV in the electron+jets (muon+jets) channel. In addition, the m_{T}^{W} value is required to be larger than 30 GeV in the electron+jets channel while the sum of \textit{p}_{T}^{miss} and m_{T}^{W} must be larger than 60 GeV in the muon+jets channel. For the 8 TeV analysis, the requirements are slightly different: m_{T}^{W} + \textit{p}_{T}^{miss} > 60 GeV for events with exactly zero or one b-tagged jet, and \textit{p}_{T}^{miss} > 40 (20) GeV for events with exactly zero (one) b-tagged jet. In events with two or more b-tagged jets, no requirements on \textit{p}_{T}^{miss} or m_{T}^{W} are made.
To measure the charge asymmetry, the full $t\bar{t}$ system is reconstructed and the $\Delta|y|$ distribution is unfolded to parton level. The reconstruction of the $t\bar{t}$ system is achieved by using a kinematic fit [45] that assesses the compatibility of the observed event with the kinematic properties of $t\bar{t}$ events using a likelihood approach. In this approach, the most likely combination out of all possible jet permutations is chosen. The observed $\Delta|y|$ spectrum is unfolded to correct for acceptance and detector resolution effects using the fully Bayesian unfolding technique [46]. This method estimates the posterior probability density in bins of $\Delta|y|$, which is integrated to define the asymmetry in eq. (1.1). The treatment of systematic uncertainties is included by extending the likelihood entering the $\Delta|y|$ posterior probability density computation with nuisance parameter terms that are marginalised. In the 7 TeV analysis, the charge asymmetry is computed from the unfolded $\Delta|y|$ distribution. At 8 TeV, a fit that maximises the extended likelihood over six event categories, defined based on the lepton charge and the b-tagged jet multiplicity (zero b-tagged jets, one b-tagged jet, at least two b-tagged jets), is performed. The W+jets calibration factors are fitted during the posterior probability estimation, as the b-tagged jet multiplicity provides information about the heavy- and light-flavour composition of the W+jets background, while the lepton charge asymmetry is used to determine the normalisation of each W+jets component also during the posterior probability estimation. The signal fraction after applying the full selection is estimated to be 78% for both centre-of-mass energies.

The inclusive $t\bar{t}$ charge asymmetries measured at 7 and 8 TeV can be found in table 1. The numbers quoted in table 1 cannot be used directly for the combination, as a breakdown into correlated and uncorrelated components of the total uncertainty is needed. For the 7 TeV analysis, the result before marginalisation is used: $A_{ATLAS7}^{C} = 0.006 \pm 0.010 \text{(stat)} \pm 0.005 \text{(syst)} = 0.006 \pm 0.011 \text{(stat + syst)}$. For the 8 TeV combination, the expected uncertainties after marginalisation are used: the systematic uncertainty from each source is evaluated by building pseudo-data with variations of the predictions and for each one repeating the unfolding procedure, yielding $A_{ATLAS8}^{C} = 0.0090 \pm 0.0044 \text{(stat)} \pm 0.0025 \text{(syst)}$. The sum in quadrature of these individually estimated uncertainties is equal to the total uncertainty quoted in table 1.

The charge asymmetry is also measured as a function of several kinematic $t\bar{t}$ variables, including the mass of the $t\bar{t}$ system.

2.2 The CMS measurements

The CMS results used for the combinations are based on data taken at 7 TeV [10] and 8 TeV [12, 13], corresponding to integrated luminosities of 5.0 and 19.6 fb$^{-1}$, respectively. Two different approaches are pursued for these measurements. The two approaches feature similar criteria to select events with a lepton+jets signature, but differ in the procedures to reconstruct the $t\bar{t}$ pair and to measure the charge asymmetry. In this paper, the analyses are named as follows: “CMS unfolding” [10, 13] refers to the analysis in which the reconstructed distributions are unfolded to parton level and the charge asymmetry is measured in the unfolded distributions, similar to the approach in the ATLAS analysis, while “CMS template” [12] refers to a measurement of the charge asymmetry by fitting the reconstructed
distribution using dedicated templates for symmetric and antisymmetric components of the sensitive observable. The CMS unfolding analysis provides results at both centre-of-mass energies, while the CMS template analysis has only been performed on the data collected at 8 TeV.

For the simulation of the $t\bar{t}$ signal at the two centre-of-mass energies, the NLO event generator POWHEG-BOX 1.0 is used, together with the CTEQ6M [25] (for 7 TeV) and CT10 (for 8 TeV) NLO PDF sets. Single-top-quark background events are simulated using the LO event generator MADGRAPH [47] 5.1.3 (for 7 TeV) or POWHEG-BOX (for 8 TeV). All events are generated assuming a top quark mass of $m_t = 172.5$ GeV. The contributions from W and Z boson production in association with jets are simulated using MADGRAPH. The parton shower is simulated using PYTHIA (6.4.24 for 7 TeV and 6.4.26 for 8 TeV) with the Z2 [48] tune for 7 TeV and the Z2* [49, 50] tune for 8 TeV in all samples. Data events from a sideband region, defined by relaxing the isolation or identification criteria for the lepton, are used to model the multijet background in the signal region.

To select events with a lepton+jets signature, candidate events are required to feature one highly energetic electron or muon, well isolated from other activity in the detector, and at least four jets. One of these jets has to be classified as a b-jet. For that purpose, in the 7 TeV analyses, the TCHE algorithm [51] is used which is based on the track with the second-highest impact parameter significance. At 8 TeV the more sophisticated combined secondary vertex (CSV) tagger [51] is applied. The tagging efficiencies of these algorithms at the chosen working points are 60% (TCHE) and 70% (CSV), with a rejection factor for light-quark and gluon jets of about 100. The selection criteria of the two analyses differ in the required minimum $p_T$ of the selected jets. The CMS unfolding analysis considers jets with $p_T > 30$ GeV, while in the CMS template analysis all jets with $p_T > 20$ GeV are taken into account. As a result, the number of events available for the CMS template analysis is almost twice the number of events analysed in the CMS unfolding measurement.

### 2.2.1 The CMS unfolding analysis

In this analysis, the charge asymmetry is measured both inclusively and differentially as a function of different variables characterising the $t\bar{t}$ system. In order to calculate the values of $\Delta|y|$ and the variables used in the differential measurements, the four-momenta of top quarks and antiquarks are reconstructed from the decay products observed in the detector. The leptonically decaying W boson is reconstructed from the electron or muon and $p_T^{miss}$. The assignment of the reconstructed jets to the final-state quarks is based on the b-tagging information of the jets and the invariant masses of the reconstructed top quarks and the hadronically decaying W boson.

To suppress the background contributions from multijet and Z+jets production, the events are required to satisfy $p_T^{miss} > 40$ GeV in the 7 TeV analysis and $m_W > 50$ GeV in the 8 TeV analysis. The invariant mass of the three-jet combination that yields the largest transverse momentum, $M_3$, is highly correlated with the mass of the hadronically decaying top quark. The $M_3$ variable can therefore be used to distinguish between processes including a top quark and processes that do not contain any top quark. In the 7 TeV analysis, $p_T^{miss}$ and $M_3$ are fitted simultaneously to estimate the background contributions,
while at 8 TeV, the $m_W$ variable and $M_3$ are used. At both centre-of-mass energies, a signal fraction of 80% is estimated after applying the full selection, with the largest background contribution coming from W+jets production.

The $\Delta |y|$ distribution, as well as the distributions of the other relevant variables, is corrected for background contributions and migration effects due to the resolution of the reconstruction procedure, and extrapolated from the selected events to the full phase space of $t\bar{t}$ production. This is done by unfolding with the Tikhonov-based regularised matrix inversion method as implemented in TUnfold [52]. The measured inclusive charge asymmetries at the two centre-of-mass energies are listed in table 1.

### 2.2.2 The CMS template analysis

In this analysis, the reconstruction of the four-vectors of the top quark and antiquark is performed for all jet-parton assignments. For each assignment, the four-momenta of the selected jets are corrected according to the partons to which they are assigned. Flavour-dependent scale factors correcting the jet energies from reconstruction level to parton level are derived from simulated $t\bar{t}$ events. In each event, one of the possible assignments is chosen based on a likelihood criterion that uses the b-tagging information and the invariant masses of the reconstructed hadronically decaying W boson and top quark. The energy resolution of the selected jets corresponding to the chosen assignment is further improved by applying a kinematic fit under the $t\bar{t}$ hypothesis.

For the determination of the composition of the selected sample, a likelihood discriminant is constructed from the $m_W$ variable and from the probability that at least one of the possible jet-parton assignments is the correct one. The latter is expressed by the product of two independent probabilities: one based on the invariant masses of the reconstructed hadronically decaying top quark and W boson, and one based on the b-tagging information of the jets assigned to b-quarks and light quarks. A maximum-likelihood fit using the distribution of the resulting discriminant is employed to determine the contributions from $t\bar{t}$ signal events, W+jets events, and events from multijet production. The contributions from Z+jets processes and single-top-quark production are fixed to their SM predictions. The signal fraction in the selected data, determined with this method, is about 65%.

The charge asymmetry is measured in a second maximum-likelihood fit. The sensitive variable used in this analysis is $\Upsilon_{t\bar{t}} = \tanh \Delta |y|$. The hyperbolic tangent preserves the same asymmetry properties as the canonical $\Delta |y|$, with the additional feature that it is bounded to the range between $-1$ and $1$. Signal events, simulated with the POWHEG-BOX event generator, are used to construct the symmetric and antisymmetric components of the probability distribution $\rho(\Upsilon_{t\bar{t}})$ for the variable $\Upsilon_{t\bar{t}}$. From a linear combination of these two components a generalised model can be constructed with a single parameter $\alpha$ that varies the amplitude of the antisymmetric component. The sample composition is fixed to the results of the first likelihood fit, and the charge asymmetry is determined by finding the value of $\alpha$ for which the $\Upsilon_{t\bar{t}}$ model best fits the data.

This method is only used to measure the inclusive charge asymmetry with 8 TeV data, and the result is shown in table 1.
3 Combination method

Three separate combinations of ATLAS and CMS results are performed: a combination of the inclusive results at 7 TeV, a combination of the inclusive results at 8 TeV, and a combination of the charge asymmetry measured differentially as a function of the invariant mass of the $t\bar{t}$ system at 8 TeV. For the combination of the inclusive results at 8 TeV, the two most precise measurements are considered: the ATLAS analysis and the CMS template analysis. Because of the large correlation between the two CMS analyses available at 8 TeV, the impact of also adding the result of the 8 TeV CMS unfolding analysis to the combination is negligible (within the quoted precision of $10^{-4}$). For the combination of the differential measurements, the ATLAS result is combined with the result of the CMS unfolding analysis.

In each combination, the two input results are combined by finding the best linear unbiased estimate (BLUE) [53, 54] with the method implemented in ref. [55]. The BLUE method finds the coefficients to be used in a linear combination of the input measurements by minimising the total uncertainty of the combined result, taking into account both the statistical and systematic uncertainties, as well as correlations between the inputs.

4 Classification of uncertainties and correlation of measurements

Dedicated studies are performed to estimate the influence of various systematic uncertainties on the results for all analyses considered for the combinations. In the ATLAS analyses, the expected impact of systematic uncertainties is studied with alternative pseudo-data distributions built from the expected signal and background contributions. These alternative pseudo-data sets are generated by varying each source of systematic uncertainty by one standard deviation ($\pm 1\sigma$). The unfolding procedure is then repeated using the baseline background templates and response matrices. At 7 TeV, the impact of the uncertainty on the measured $A_C$ value is reported as the difference between the mean value of the nominal posterior and the mean value of the varied posterior, and the maximum between the positive and negative variation is chosen as symmetric uncertainty. At 8 TeV, the average asymmetry variation $|A_C(+1\sigma) - A_C(-1\sigma)|/2$ is quoted as the systematic uncertainty for each source.

In the CMS analyses, the uncertainties are estimated by repeating the analyses on data using simulated samples modified by the variations under study. This includes signal and background templates for the estimation of the signal and background contributions to the selected data set, as well as varied input information for the unfolding and template fitting procedure, respectively. The uncertainty is then defined as the difference between the results obtained using the default simulation and the results obtained using the altered simulation. Where two shifts for the same source of uncertainty are available the absolute value of the larger shift is chosen as the systematic uncertainty.

Although the list of evaluated sources of systematic uncertainty and the actual procedures to estimate their impacts are partially different between the analyses, it is still possible to identify contributions that describe similar physical effects. The classification
of the systematic uncertainties evaluated by the ATLAS and CMS analyses is described in the following, and their assumed correlations across experiments are given in parentheses. In the description below, "—" means that the uncertainty source is considered only either in the ATLAS or the CMS measurement. For some sources of uncertainty, two values are given for the correlation assumptions. In these cases, the first value applies to the combination of inclusive results (ATLAS analysis and CMS template analysis), while the second value applies to the combination of differential results (ATLAS analysis and CMS unfolding analysis). The classification of uncertainties is coarser for the combination of results at 7 TeV. For these analyses, several sources of uncertainty with similar physics origin are grouped together and only the resulting categories are used for the combination. The higher precision of the results at 8 TeV necessitates finer splitting of the various contributions to the overall systematic uncertainty. For a limited number of correlated systematic sources, it was verified that a particular systematic variation induces a change in each measurement in the same direction. The correlation of the measurements for each correlated uncertainty source is assumed to be always positive. The stability of the combinations under variations on the assumptions about the correlations between the systematic uncertainties is checked in section 6. The potential impact on the combination from using different procedures to estimate the systematic uncertainties in the ATLAS and CMS analyses is studied, for selected uncertainty contributions, by varying the correlations and the sizes of these systematic uncertainties. The combination is found to be stable against such variations. Uncertainty sources whose effect on the combined central value is smaller than the quoted precision, i.e. smaller than 0.001 for the combination at 7 TeV and smaller than 0.0001 for the combination at 8 TeV, are considered negligible.

4.1 Uncertainties at 7 TeV

**Statistical uncertainty in data** (Correlation: 0)
This category includes the statistical uncertainty in the resulting asymmetry due to the size of the available data set.

**Statistical uncertainty in simulation** (Correlation: 0)
In each analysis, the impact of the statistical uncertainty in the extraction of the response matrix from simulation, used for unfolding, is estimated by independently varying the individual elements of the response matrix within their statistical uncertainties.

**Detector model** (Correlation: 0)
For each simulated event, scale factors are applied depending on the kinematic properties of the leptons to correct for their mismodelling in the simulation. The uncertainties in these scale factors are propagated to the asymmetry measurement. In addition, the uncertainty from lepton charge misidentification is included in the CMS analysis. Scale factors are also applied to the simulated jets to correct for small differences between the efficiencies for b-jet identification in simulation and data. The impact of the corresponding uncertainties on the measurements is found to be negligible in both analyses. All sources of uncertainty coming from the jet energy calibration, as well as from the modelling of the jet energy resolution in the simulation, are also considered as detector-related uncertainties. All these sources
of systematic uncertainties that are related to the modelling of the detectors are grouped together and assumed to be uncorrelated. Some smaller components of these uncertainties in the jet energy scale (JES) are, however, known to be correlated between the two experiments [56]. As their impact is negligible compared to the uncorrelated components, the assumption of no correlation between the two experiments is still appropriate.

**Pile-up and missing transverse momentum** (Correlation: 0)
In both analyses, additional interactions in the same or nearby bunch crossings (pile-up events) are overlaid on the simulated signal and background events. The distribution of pile-up events is adjusted by taking into account the measured instantaneous luminosities per bunch and an effective pp inelastic cross section. The impact on the CMS analysis from the uncertainty in this adjustment is found to be negligible. In the ATLAS analysis, this uncertainty is taken into account in the calculation of $p_T^{\text{miss}}$, in addition to propagated uncertainties in lepton and jet momenta.

**Signal modelling** (Correlation: 0.5)
In both analyses, the impact of using different MC event generators (POWHEG-BOX instead of ALPGEN in the ATLAS analysis, and MADGRAPH instead of POWHEG-BOX in the CMS analysis) is studied. Also, the difference between the hadronisation and parton shower models implemented in PYTHIA and HERWIG interfaced with the event generators described above is taken as a systematic uncertainty. Variations by a factor 0.5 and 2.0 of the factorisation and renormalisation scales in matrix element calculations, as well as in the parton shower, are also included. The assumed correlations for the different uncertainty sources of this category range from anticorrelated to fully correlated, thus a correlation of 50% is applied in the combination. However, since the impact of these uncertainties on the ATLAS measurement is negligible and taken to be zero in the combination, the actual choice of the correlation value does not affect the result.

**PDF** (Correlation: 1)
The systematic uncertainties arising from the choice of PDFs used in the simulation are estimated in both analyses using the eigenvectors of the CTEQ6.6 [57] PDF set. In the ATLAS analysis, two additional sets of PDFs are taken into account (MSTW2008 [58] and NNPDF2.1 [59]) in the estimation of the PDF uncertainty spread, as described in ref. [60]. In both analyses, the uncertainty is evaluated for the signal events, as well as for the main background source, W+jets events.

**Backgrounds**

- **Modelling of multijet production** (Correlation: 0)
In the ATLAS analysis, both the shape and normalisation uncertainties in the multijet background are estimated through the matrix method [42]. The impact of this uncertainty on the asymmetry measurement is found to be negligible. In the CMS analysis, effects of shape variations on the $\Delta|y|$ template from the multijet background model based on data are examined by inverting for each event the sign of the $\Delta|y|$ value to get an alternative shape.
Modelling of $W + jets$ (Correlation: 0.5)

In the ATLAS analysis, the ALPGEN factorisation and renormalisation scales are varied in the $W + jets$ simulation with the same factors as for the signal model uncertainty. In the CMS analysis, a different approach is pursued: the templates for $W + jets$ events with negatively charged leptons are interchanged with the templates for $W + jets$ events with positively charged leptons. As the two methods are only partially correlated, a 50% correlation is assumed between these two systematic uncertainties. As shown in section 6, this particular choice of correlation strength has no significant impact on the combination result.

Model dependence  (Correlation: —)

In both analyses, the potential dependence on the underlying model used to develop the analysis is estimated by using signal samples corresponding to different physical models. The two approaches differ, however, in the type and range of the evaluated variations in the asymmetry. In the ATLAS analysis, relatively small variations in the asymmetry are tested, resulting from different physics models beyond the standard model used for the simulation of the signal sample (specific physics models). In the CMS analysis, on the other hand, relatively large variations are tested, regardless of whether or not their realisation is possible in any physics model (general simplified models). Because of these differences in the range and motivation of the tested variations, the resulting uncertainties are treated as two different uncertainties, each only evaluated in one of the analyses.

4.2 Uncertainties at 8 TeV

Statistical uncertainty in data  (Correlation: 0)

For the ATLAS analysis and the CMS template analysis, this category includes the statistical uncertainty in the resulting asymmetries. In the ATLAS measurement, the statistical uncertainty is obtained by running the unfolding procedure without taking any systematic effects into account. For the CMS unfolding analysis, this category includes, in addition, the uncertainties in the normalisation of the background processes and the uncertainty due to the number of simulated events in the simulated signal samples. The uncertainties in the normalisation of the background processes and the uncertainty due to the number of simulated events are treated as systematic uncertainties in the ATLAS analysis and the CMS template analysis. The statistical uncertainties are considered to be uncorrelated between the ATLAS and CMS analyses.

Statistical uncertainty in simulation  (Correlation: 0 / —)

In the ATLAS analysis, the impact of the size of the simulated signal event sample is investigated by repeating the unfolding several times on one single pseudo-data set with randomly drawn response matrices. A similar approach is followed in the CMS unfolding analysis, with the only differences being that the unfolding is carried out on the measured data instead of one pseudo-data set, and that the resulting uncertainty is included in the statistical uncertainty of the result. The CMS template analysis uses ensembles of alternative templates, generated by varying the original templates according to Poisson statistics.
to estimate the impact of the sample size. This systematic uncertainty is considered to be uncorrelated between the ATLAS analysis and the CMS template analysis.

**Detector model (excluding JES)**

- **Leptons** (Correlation: 0)
  This category includes the uncertainty in the scale factors that are used to correct for mismodelling of the trigger response, as well as of the lepton identification and reconstruction efficiency. The resulting uncertainties are considered to be uncorrelated between the ATLAS and CMS analyses.

- **Jet energy resolution** (Correlation: 0)
  This category includes the contributions due to uncertainties in the modelling of the jet energy resolution. These uncertainties are considered to be uncorrelated between the ATLAS and CMS analyses.

- **b-tagging** (Correlation: 0)
  The two collaborations split up the different sources of b-tagging-related systematic uncertainties in a different way. However, as the b-tagging uncertainties in all three analyses are relatively small contributions to the overall uncertainty, the different b-tagging uncertainties for each analysis are combined by adding their contributions in quadrature to obtain only one b-tagging uncertainty per analysis. The resulting uncertainties are assumed to be uncorrelated between the ATLAS and CMS analyses.

- **Missing transverse momentum** (Correlation: —)
  The $p_T^{\text{miss}}$ reconstruction is affected by uncertainties associated with leptons, jet energy scales and resolutions, which are propagated to the $p_T^{\text{miss}}$ calculation, as well as by uncertainties associated with the modelling of the underlying event. This was estimated only in the ATLAS analysis and the effect is small; for the CMS analyses, the uncertainties due to the underlying event modelling are studied and found to be negligible compared to other $p_T^{\text{miss}}$-related uncertainties. The effects on the $p_T^{\text{miss}}$ value are, however, not estimated as a separate source of uncertainty but considered implicitly in other uncertainty sources by propagating variations into the calculation of $p_T^{\text{miss}}$. Thus, no assumption about the correlation between ATLAS and CMS has to be made.

- **Pile-up** (Correlation: —)
  In the CMS analyses, the impact of a potential mismodelling of the pile-up component overlaid on the simulated events is estimated by varying the number of simulated pile-up events. For the ATLAS analysis, this uncertainty contribution is included in one of the jet energy scale uncertainties described below (**Uncorrelated JES**), and thus not treated as a separate source of uncertainty. Again, no assumption about the correlation between ATLAS and CMS has to be made.
Jet energy scale
In all three analyses, the same jet clustering algorithm, the anti-$k_T$ algorithm \cite{61}, is employed, with different values for the radius parameter $R$ ($R = 0.4$ for ATLAS, $R = 0.5$ for CMS). In the ATLAS analysis, jets are built from energy deposits in the calorimeter, while in the CMS analyses, jets are reconstructed from particle-flow \cite{62} objects. Thus, the calibration procedure and uncertainties in the calibration are quite different. Both collaborations determine a large number of single sources that contribute to the overall uncertainty in the jet energy calibration, which can be grouped into categories with similar ranges of correlation \cite{63}.

- **Uncorrelated JES** (Correlation: 0)
  This category includes all components of the JES uncertainties that are uncorrelated between ATLAS and CMS (i.e. statistical and detector-related effects, pile-up, and high-$p_T$ uncertainty components) and uncertainties that do not match between the two experiments.

- **Partially correlated JES** (Correlation: 0.5)
  This category includes the modelling uncertainties of the in situ methods used in both collaborations for the determination of the jet energy calibration. While both collaborations measure similar systematic effects, the actual impact has some dependence on the detector itself and on the choices of the technical implementation. The uncertainties of the two analyses are therefore assumed to be partially correlated and the range from 0.0 to 0.5 is scanned. The most conservative result is obtained assuming a correlation of 50%.

- **Mostly correlated JES** (Correlation: 1)
  The calibration of jet energies across $\eta$ with respect to a well-understood central reference region is sensitive to the modelling of radiation. In both collaborations, similar event generators and techniques are used to estimate the influence of different radiation patterns in the simulation on the jet energy. These uncertainties are expected to be highly correlated, although there are some expected decorrelations from differences in the analysis procedures. As such, the uncertainties assigned to this category are treated as mostly correlated and the range from 0.5 to 1.0 is evaluated. The most conservative result is obtained assuming a correlation of 100%.

- **Fully correlated JES** (Correlation: 1)
  Uncertainties in the JES due to the flavour of jets are grouped into this category. This includes effects due to differences in the jet energy response for various jet flavours and effects from differences in the flavour mixture, compared to the mixture used in the calibration procedures. The assumed correlation between ATLAS and CMS for this uncertainty category is 100%.

Signal modelling

- **Generator** (Correlation: 1)
  The impact of using a different MC event generator is studied in all three analyses:
mc@nlo instead of powheg-Box in the ATLAS analysis, MadGraph instead of powheg-Box in the CMS unfolding analysis, and mc@nlo instead of powheg-Box in the CMS template analysis. These uncertainties are assumed to be fully correlated between the ATLAS and CMS analyses.

- **Parton shower and hadronisation** (Correlation: —/1)
The results with different implementations of parton showering and hadronisation in Pythia and Herwig, interfaced with the event generators listed above, are used to estimate the uncertainties in the modelling of the parton shower and hadronisation process. This uncertainty category is assumed to be 100% correlated between the ATLAS analysis and the CMS unfolding analysis, while it has not been evaluated for the CMS template analysis. The impact of an additional uncertainty for the CMS template analysis on the combination was studied by using the parton shower and hadronisation uncertainty of the CMS unfolding analysis, and was found to be small (see section 6.2).

- **Initial-state and final-state radiation and choice of the factorisation and renormalisation scales** (Correlation: 1)
The uncertainties due to the modelling of additional radiation are assumed to be fully correlated between the ATLAS and CMS analyses, although the two collaborations follow different methods to estimate this impact. In the ATLAS analysis, the uncertainty associated with the modelling of initial-state and final-state radiation is estimated using the acermc event generator with varied parameters. In the CMS analyses, a different approach is followed and the factorisation and renormalisation scales are varied in the simulation of the matrix element, as well as in the parton shower, by factors of 0.5 and 2.0.

- **Modelling of the top quark $p_T$** (Correlation: —)
In the CMS analyses, the simulated $t\bar{t}$ events are reweighted to correct the $p_T$ spectrum of the generated top quarks, which was found to be significantly harder than the observed spectra in differential cross section measurements [64]. To estimate the uncertainty related to this mismodelling, the measurement is repeated without the reweighting and the difference with respect to the default result is taken as a measure of the uncertainty. In the ATLAS analysis, the measured $p_T$ distribution of the reconstructed top quarks is found to agree well with the simulation using the powheg-Box+Herwig MC sample [65]. Since this sample is used to derive the uncertainty due to parton shower and hadronisation modelling, no additional uncertainty is assigned for the modelling of the $p_T$ spectrum of top quarks in the ATLAS analysis. For the CMS template analysis, the contribution of this uncertainty is found to be negligible.

- **Parton distribution functions** (Correlation: 1)
The uncertainties due to the choice of PDFs are considered to be fully correlated between ATLAS and CMS analyses. In the ATLAS analysis and CMS unfolding analysis, the uncertainty in the PDFs is estimated using three different PDF sets (CT10,
while in the CMS template analysis the variations of the CT10 eigenvectors are used and variations of the strong coupling parameter are considered independently. In the two CMS analyses, the influence of PDF variations on the modelling of the $t\bar{t}$ process is estimated, while in the ATLAS analysis the impact of the choice of PDF on the modelling of the $W+jets$ background is also evaluated. The latter is captured in the two CMS analyses by the uncertainty source “Modelling of $W+jets$” in the category “Backgrounds”.

**Integrated luminosity** (Correlation: $\rightarrow$)
The luminosity used to construct the fit model in the CMS template analysis is varied by $\pm 4.4\%$. In the other two analyses, varying the integrated luminosity has negligible effect on the results.

**Backgrounds**

- **Single-top-quark and $Z+jets$** (Correlation: $1/\rightarrow$)
  In the ATLAS analysis, an uncertainty arises from the uncertainty in the single-top-quark and $Z+jets$ background normalisations from the theoretical cross sections, as well as an additional normalisation uncertainty for each additional jet. In the CMS template analysis, this uncertainty includes the uncertainties in the single-top-quark and $Z+jets$ production cross sections, as well as the uncertainty in the ratio of single-top-quark to single-top-antiquark production. In the CMS unfolding analysis, the uncertainties in the normalisation of background contributions are considered when subtracting these contributions from the measured data distribution in the unfolding step and are therefore contained in the statistical uncertainty of the result and not treated as a separate systematic uncertainty. For the combination of the ATLAS analysis and CMS template analysis, these uncertainties are considered fully correlated, while they do not apply to the CMS unfolding analysis.

- **Modelling of multijet production** (Correlation: $0$)
  In the ATLAS analysis, the uncertainties in the multijet background come from the size of the data sample used in the matrix method, as well as from the uncertainties in the estimation of the misidentified lepton probability in different control regions. In the CMS template analysis, the uncertainty comes mainly from the size of the data sideband sample used for the modelling of the multijet process. In the CMS unfolding analysis, variations in the shapes of the multijet templates derived from sideband regions in data, are used to estimate the uncertainty in the modelling of this background component. These uncertainties are considered to be uncorrelated between the ATLAS and CMS analyses.

- **Modelling of $W+jets$** (Correlation: $\rightarrow$)
  In order to estimate the influence of a possible mismodelling of the simulated $W+jets$ background, the CMS unfolding measurement is repeated using a $W+jets$ template determined from a sideband region in data, defined by requiring exactly zero $b$-tagged
jets. The CMS template analysis constructs an alternative W+jets template by increasing or decreasing the number of events with heavy-flavour jets. In addition, the uncertainty in the estimated W+jets normalisation is propagated into this uncertainty. The W+jets component of the data set is estimated in situ in the ATLAS analysis using separate templates for the different flavours, and therefore no additional uncertainty is taken into account.

**Method** (Correlation: $|\rho|/0$)

The uncertainty from the unfolding procedure is determined using pseudo-data sets in which the $t\bar{t}$ signal events are reweighted to simulate different values of the charge asymmetry by applying the default response matrix and comparing the true charge asymmetry values with the values obtained after unfolding. In the ATLAS analysis, a linear fit of the generator-level asymmetry versus the unfolded asymmetry is performed and the uncertainty in the unfolding is calculated from the slope and the offset of this fit. In the CMS unfolding analysis, different scenarios for reweighted $t\bar{t}$ events are examined and the differences between the unfolded asymmetries and the reweighted true asymmetries are taken to be a measure of the model dependence of the unfolding procedure. The uncertainty is assumed to be uncorrelated between ATLAS measurement and the CMS unfolding measurement. In the CMS template analysis, pseudo-data sets are constructed for different values of $A_C$ by changing the mixture of symmetric and antisymmetric components in the sample of simulated signal events. The difference between the mean charge asymmetry measured for each alternative model and the actual charge asymmetry is found to be negligible.

Even if the systematic uncertainties for the 7 and 8 TeV results are not fully evaluated in the same way, most of the assigned correlations between the ATLAS and CMS measurements are identical between 7 and 8 TeV. As discussed in section 4.1, the systematic uncertainty in the detector model is assumed to be uncorrelated at 7 TeV since the components that could be considered correlated (for example JES) are small. For the signal modelling uncertainties, the correlation choice of 0.5 at 7 TeV does not affect the result because the signal modelling has a negligible effect on the ATLAS measurement at 7 TeV.

4.3 **Correlation assumptions in the combination of differential results at 8 TeV**

An additional complication in the combination of differential measurements, with respect to inclusive ones, is that the correlations between different bins in the mass distribution of the $t\bar{t}$ system have to be taken into account in addition to the correlations between categories of systematic uncertainties. The ATLAS analysis and the CMS unfolding analysis use the same number of bins and the same ranges for the bins. The mapping of systematic uncertainties in each bin between the ATLAS analysis and the CMS unfolding analysis is the same as for the combination of the inclusive results.

Bin-to-bin correlations are considered by the analyses for each uncertainty. In the CMS unfolding analysis, the statistical correlations are calculated in situ during the unfolding process. To evaluate the bin-to-bin correlations for systematic uncertainties, for each source of systematic uncertainty $u$, the measurement is repeated on data using mod-
ifed simulated samples, resulting in new values for the charge asymmetries per bin. The changes in unfolded asymmetries are then used to construct a systematic covariance matrix in a loose analogy to statistical covariance matrices. For an uncertainty described by a single systematic shift, a covariance of

$$\text{cov}^u(c_i, c_j) = (A^u_C(c_i) - A^\text{nom}_C(c_i)) (A^u_C(c_j) - A^\text{nom}_C(c_j))$$

is used, with $c_i$ and $c_j$ referring to bins in $m_t$ of the CMS analysis, and $A^u_C(c_i)$ and $A^u_C(c_j)$ being the asymmetry values for these bins resulting from the systematic shift, and $A^\text{nom}_C(c_i)$ and $A^\text{nom}_C(c_j)$ being the results of the nominal measurement.

For uncertainties that are determined using exactly two variations (up and down variation, indexed by $+$ and $-$), the absolute values of the maximal shifts observed in each result bin are determined by

$$\Delta_{\text{max}} A_C(c_i) = \max \left( |A^u_C(c_i) - A^\text{nom}_C(c_i)|, |A^-_C(c_i) - A^\text{nom}_C(c_i)| \right),$$

and the covariance is then defined as

$$\text{cov}^u(c_i, c_j) = \Delta_{\text{max}} A_C(c_i) \Delta_{\text{max}} A_C(c_j) \times \text{sign} \left[ \left( A^u_C(c_i) - A^\text{nom}_C(c_i) \right) \left( A^u_C(c_j) - A^\text{nom}_C(c_j) \right) \right].$$

This procedure corresponds to a symmetrisation of the largest observed shifts, and thus constitutes a more conservative uncertainty estimate than an approach based on a direct analogy with statistical covariance definitions. The resulting covariance matrices are transformed into correlation matrices for the combination. For uncertainty sources that are described by a single systematic shift, the covariance matrix in eq. (4.1) corresponds to a correlation matrix with $1$ entries only:

$$\text{corr}^u(c_i, c_j) = \text{sign} \left[ (A^u_C(c_i) - A^\text{nom}_C(c_i)) (A^u_C(c_j) - A^\text{nom}_C(c_j)) \right].$$

However, for uncertainties where several shifts are combined, e.g. the uncertainty from the PDF choice, first all covariance matrices are combined, and this combined covariance matrix is then transformed into a correlation matrix, yielding entries in the correlation matrix different from $\pm 1$.

In the ATLAS analysis, the correlations between bins $a_i$ and $a_j$ for each source of systematic uncertainty that is marginalised are extracted by projecting the posterior probability density into the $(a_i, a_j)$ plane. The correlation is then computed from the ensemble points that build the probability density in this plane, taking the average between the up and down variations as for the computation of the systematic uncertainty itself. The correlation matrix for the modelling uncertainties that are not marginalised is obtained using eq. (4.2), yielding entries with $\pm 1$. The correlation matrix for the systematic uncertainty coming from the size of the simulated samples is taken to be the identity matrix.

For the estimation of the correlations between bins from two different experiments that use the same binning scheme, one can distinguish two cases: the correlations between the same bins of the ATLAS and CMS results, and the correlations between different bins of
the ATLAS and CMS results. In the first case, for each uncertainty source, the correlation assumptions of the inclusive combination are used.

The bin-to-bin correlations for a given uncertainty can be different in the two analyses because of the differences in the unfolding techniques and in the methods used to determine these correlations. This is especially the case for uncertainty categories that include several contributions, e.g. the uncertainty from the PDF choice or the JES uncertainty categories. A straightforward determination of the correlation between different bins in the ATLAS and CMS measurements is therefore not possible. These off-diagonal elements of the correlation matrices are instead calculated by multiplying the assumed correlation of the uncertainty, \( \rho_u \), with a correction factor depending on the bin-to-bin correlations within the individual experiments.

The correlation for a given uncertainty source \( u \) between \( a_i \) and \( c_j \) can thus be calculated as:

\[
\text{corr}^u(a_i, c_j) = \text{corr}^u(a_i, c_i) \text{corr}^u(c_i, c_j) = \rho_u \text{corr}^u(c_i, c_j).
\]  

(4.3)

Due to symmetry reasons, there is also an alternative way to calculate the correlation, starting from the ATLAS bin-to-bin-correlations instead of the CMS ones:

\[
\text{corr}^u(a_i, c_j)'' = \text{corr}^u(a_i, a_j) \text{corr}^u(a_j, c_j) = \text{corr}^u(a_i, a_j) \cdot \rho_u.
\]  

(4.4)

As both methods are valid, the mean of the two estimates \( \text{corr}^u(a_i, c_j)' \) and \( \text{corr}^u(a_i, c_j)'' \) is used for the combination

\[
\text{corr}^u(a_i, c_j) = \rho_u \frac{\text{corr}^u(a_i, c_j) + \text{corr}^u(a_i, a_j)}{2},
\]  

(4.5)

while the impact of using either only eq. (4.3) or (4.4) is studied as a check of the stability of the combination.

5 Combination of the results

5.1 Combination of inclusive results at 7 TeV

The value resulting from the combination of the inclusive measurements at 7 TeV is

\[
A_{LHC7}^{\text{LHC7}} = 0.005 \pm 0.007 \text{ (stat)} \pm 0.006 \text{ (syst)}.
\]

This corresponds to an improvement in the total uncertainty of about 18% with respect to the ATLAS result alone, and an improvement of about 40% with respect to the CMS result. The ATLAS result contributes with a weight of 0.65 to the combined result, while the weight of the CMS result is 0.35. The \( \chi^2 \) of the combination is 0.012 (one degree of freedom), corresponding to a \( p \)-value of 0.91. A breakdown of the individual uncertainties and their combined values is provided in table 2. Figure 1 illustrates the two individual inclusive results and their combination, along with the respective uncertainties, and compares them to the prediction from theory [19], calculated at NLO, including electroweak (EW) corrections.
Table 2. Uncertainties in the input measurements, assumed correlations $\rho$ between the uncertainties, and the resulting values for the uncertainties in the inclusive combination at $\sqrt{s} = 7$ TeV. Systematic uncertainties smaller than 0.001 are shown as $<0.001$ in the table and are ignored in the combination.

<table>
<thead>
<tr>
<th>Source</th>
<th>ATLAS</th>
<th>CMS</th>
<th>$\rho$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_C$</td>
<td>0.006</td>
<td>0.004</td>
<td>0.058</td>
<td>0.005</td>
</tr>
<tr>
<td>Statistical (data)</td>
<td>0.010</td>
<td>0.010</td>
<td>0</td>
<td>0.007</td>
</tr>
<tr>
<td>Statistical (simulation)</td>
<td>0.002</td>
<td>0.002</td>
<td>0</td>
<td>0.001</td>
</tr>
<tr>
<td>Detector model</td>
<td>0.004</td>
<td>0.007</td>
<td>0</td>
<td>0.004</td>
</tr>
<tr>
<td>Pile-up+$p_T^{miss}$</td>
<td>0.002</td>
<td>$&lt;0.001$</td>
<td>0</td>
<td>0.001</td>
</tr>
<tr>
<td>Signal modelling</td>
<td>$&lt;0.001$</td>
<td>0.002</td>
<td>0.5</td>
<td>0.001</td>
</tr>
<tr>
<td>PDF</td>
<td>0.001</td>
<td>0.002</td>
<td>1</td>
<td>0.001</td>
</tr>
<tr>
<td>Multijet</td>
<td>$&lt;0.001$</td>
<td>0.001</td>
<td>0</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>W+jets</td>
<td>0.002</td>
<td>0.004</td>
<td>0.5</td>
<td>0.003</td>
</tr>
<tr>
<td>Model dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific physics models</td>
<td>$&lt;0.001$</td>
<td>0</td>
<td>0</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>General simplified models</td>
<td>0</td>
<td>0.007</td>
<td>0</td>
<td>0.002</td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>0.005</td>
<td>0.011</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.011</td>
<td>0.015</td>
<td>0.009</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Summary of the single inclusive measurements and the LHC combination at $\sqrt{s} = 7$ TeV compared to the theoretical prediction calculated at NLO precision in the strong coupling constant (including NLO electroweak corrections). The inner bars indicate the statistical uncertainty, while the outer bars indicate the total uncertainty. The uncertainty in the theoretical prediction is dominated by uncertainties due to scale variations.
5.2 Combination of inclusive results at 8 TeV

The resulting value of the combination of the inclusive measurements at 8 TeV is

\[ A_C^{\text{LHC8}} = 0.0055 \pm 0.0023 \text{ (stat)} \pm 0.0025 \text{ (syst)}. \]

This corresponds to an improvement in the total uncertainty of about 32% with respect to the ATLAS result alone, and an improvement of about 17% with respect to the CMS template result. The ATLAS result contributes with a weight of 0.39 to the combined result, while the weight of the CMS template result is 0.61. The \( \chi^2 \) of the combination is 0.88 (one degree of freedom), corresponding to a \( p \)-value of 0.35. A breakdown of the individual uncertainties and their combined values is provided in table 3. Figure 2 illustrates the two individual inclusive results and their combination, along with the respective uncertainties, and compares them to theoretical predictions. Figure 3 compares the \( A_C \) value from the combination described in this article and the \( A_{FB} \) values measured by the Tevatron experiments with predictions from the SM and from BSM theories (see [5] for a review). The BSM theories include models with charged W \( Z \) bosons with right-handed couplings, heavy colour-octet vector gluons \( G_\mu \) with axial couplings, colour-singlet Higgs boson like isodoublets \( \phi \), colour-triplet scalars \( \omega^t \), and colour-sextet scalars \( \Omega^t \) with right-handed flavour-violating \( tu \) couplings. Details of these BSM models can be found in refs. [66, 67].

The combined \( A_C \) value uniquely restricts wide regions of the possible BSM parameter space, e.g. for axigluon models.

5.3 Combination of differential results at 8 TeV

The values of the combined charge asymmetries in six bins of \( m_{t\bar{t}} \) can be found in table 4. Within their statistical and systematic uncertainties, the combined results agree with the predictions from SM calculations. Depending on the \( m_{t\bar{t}} \) bin, the total uncertainty corresponds to an improvement in precision between 20\% (bin 6) and 52\% (bin 1) with respect to the ATLAS measurement alone, and to an improvement in precision between 9\% (bin 1) and 31\% (bin 6) with respect to the CMS measurement alone. Table 5 shows the correlations between the bins of the combined result. Looking only at the leading contributions, the ATLAS measurement contributes, depending on the \( m_{t\bar{t}} \) bin, with a weight between 0.22 (bin 1) and 0.59 (bin 6) to the combined results, while the weights of the CMS results lie in the range from 0.41 (bin 6) to 0.78 (bin 1). The total \( \chi^2 \) of the combination is 4.01 (six degrees of freedom), corresponding to a \( p \)-value of 0.69. Figure 4 shows the differential \( A_C \) distributions of the individual measurements and the combination, along with their total uncertainties. In figure 5, the combined result is compared to two predictions for the SM, calculated at NLO [19] and at NNLO [20–22], and to predictions for two versions of a colour-octet model [68]. The latter models are examples that give moderate positive contributions to the forward-backward asymmetry at the Tevatron and a negligible contribution to the inclusive charge asymmetry at the LHC. However, they differ significantly in the asymmetry for the last bin with the difference being similar in size to the uncertainty in the combined LHC result.
### Table 3

<table>
<thead>
<tr>
<th></th>
<th>ATLAS</th>
<th>CMS</th>
<th>$\rho$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\rm C}$</td>
<td>0.0090</td>
<td>0.0033</td>
<td>0.13</td>
<td>0.0055</td>
</tr>
<tr>
<td>Statistical (data)</td>
<td>0.0044</td>
<td>0.0026</td>
<td>0</td>
<td>0.0023</td>
</tr>
<tr>
<td>Statistical (simulation)</td>
<td>0.0010</td>
<td>0.0015</td>
<td>0</td>
<td>0.0010</td>
</tr>
<tr>
<td>Detector model (excluding JES)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leptons</td>
<td>0.0003</td>
<td>0.0001</td>
<td>0</td>
<td>0.0001</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0</td>
<td>0.0003</td>
</tr>
<tr>
<td>b-tagging</td>
<td>0.0004</td>
<td>0.0007</td>
<td>0</td>
<td>0.0005</td>
</tr>
<tr>
<td>Missing transverse momentum</td>
<td>0.0002</td>
<td>—</td>
<td>—</td>
<td>0.0001</td>
</tr>
<tr>
<td>Pile-up</td>
<td>—</td>
<td>0.0003</td>
<td>—</td>
<td>0.0002</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncorrelated JES</td>
<td>0.0010</td>
<td>0.0004</td>
<td>0</td>
<td>0.0005</td>
</tr>
<tr>
<td>Partially correlated JES</td>
<td>0.0009</td>
<td>0.0010</td>
<td>0.5</td>
<td>0.0008</td>
</tr>
<tr>
<td>Mostly correlated JES</td>
<td>0.0002</td>
<td>0.0004</td>
<td>1</td>
<td>0.0003</td>
</tr>
<tr>
<td>Fully correlated JES</td>
<td>0.0009</td>
<td>0.0008</td>
<td>1</td>
<td>0.0008</td>
</tr>
<tr>
<td>Signal modelling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event generator</td>
<td>0.0004</td>
<td>0.0002</td>
<td>1</td>
<td>0.0003</td>
</tr>
<tr>
<td>Parton shower and hadronisation</td>
<td>0.0004</td>
<td>—</td>
<td>—</td>
<td>0.0002</td>
</tr>
<tr>
<td>Scale/radiation</td>
<td>0.0009</td>
<td>0.0014</td>
<td>1</td>
<td>0.0012</td>
</tr>
<tr>
<td>PDF</td>
<td>0.0007</td>
<td>0.0002</td>
<td>1</td>
<td>0.0004</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>—</td>
<td>0.0001</td>
<td>—</td>
<td>0.0001</td>
</tr>
<tr>
<td>Backgrounds</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-top-quark / Z+jets</td>
<td>0.0001</td>
<td>0.0004</td>
<td>1</td>
<td>0.0003</td>
</tr>
<tr>
<td>Multijet</td>
<td>0.0005</td>
<td>0.0018</td>
<td>0</td>
<td>0.0011</td>
</tr>
<tr>
<td>W+jets</td>
<td>—</td>
<td>0.0002</td>
<td>—</td>
<td>0.0001</td>
</tr>
<tr>
<td>Method</td>
<td>0.0003</td>
<td>—</td>
<td>—</td>
<td>0.0001</td>
</tr>
<tr>
<td>Systematic uncertainty</td>
<td>0.0025</td>
<td>0.0033</td>
<td></td>
<td>0.0025</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.0051</td>
<td>0.0041</td>
<td></td>
<td>0.0034</td>
</tr>
</tbody>
</table>

Table 3. Uncertainties in the input measurements, assumed correlations $\rho$ between the uncertainties, and the resulting values for the uncertainties in the inclusive combination at $\sqrt{s} = 8$ TeV. The breakdown of the systematic uncertainties of the ATLAS analysis (for the systematic uncertainties that are marginalised) corresponds to the expected uncertainties after marginalisation.

## 6 Stability studies

The stability of the combinations with respect to the assumptions made about the correlations between the systematic uncertainties is studied by varying the input assumptions. The resulting central value and total uncertainty are then compared to the result obtained using the default settings.

### 6.1 Stability checks at 7 TeV

At $\sqrt{s} = 7$ TeV, for uncertainties with an assumed default correlation of 100% or of zero, the assumption of 50% correlation is tried. For the uncertainty in the modelling of the W+jets background, for which the nominal assumption is 50% correlation, both zero and 100% correlation are tested. Changing the correlation assumptions in the described way...
Figure 2. Summary of the single inclusive measurements and the LHC combination at $\sqrt{s} = 8$ TeV compared to theoretical predictions at NLO [19] and NNLO [23] precision in the strong coupling constant (including NLO electroweak corrections). The inner bars indicate the statistical uncertainty, while the outer bars indicate the total uncertainty. The uncertainty in the theoretical predictions is dominated by uncertainties due to scale variations.

<table>
<thead>
<tr>
<th>$m_{t\bar{t}}$ bin (GeV)</th>
<th>ATLAS</th>
<th>CMS</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;420</td>
<td>0.026</td>
<td>-0.010</td>
<td>-0.005</td>
</tr>
<tr>
<td>statistical uncertainty</td>
<td>0.025</td>
<td>0.020</td>
<td>0.013</td>
</tr>
<tr>
<td>systematic uncertainty</td>
<td>0.036</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td>420–500</td>
<td>0.026</td>
<td>0.016</td>
<td>0.015</td>
</tr>
<tr>
<td>statistical uncertainty</td>
<td>0.017</td>
<td>0.011</td>
<td>0.009</td>
</tr>
<tr>
<td>systematic uncertainty</td>
<td>0.012</td>
<td>0.006</td>
<td>0.007</td>
</tr>
<tr>
<td>500–600</td>
<td>0.026</td>
<td>-0.013</td>
<td>0.004</td>
</tr>
<tr>
<td>statistical uncertainty</td>
<td>0.018</td>
<td>0.012</td>
<td>0.009</td>
</tr>
<tr>
<td>systematic uncertainty</td>
<td>0.017</td>
<td>0.006</td>
<td>0.007</td>
</tr>
<tr>
<td>600–750</td>
<td>0.009</td>
<td>0.023</td>
<td>0.027</td>
</tr>
<tr>
<td>statistical uncertainty</td>
<td>0.023</td>
<td>0.015</td>
<td>0.014</td>
</tr>
<tr>
<td>systematic uncertainty</td>
<td>0.042</td>
<td>0.026</td>
<td>0.020</td>
</tr>
<tr>
<td>750–900</td>
<td>-0.007</td>
<td>0.026</td>
<td>0.019</td>
</tr>
<tr>
<td>statistical uncertainty</td>
<td>0.068</td>
<td>0.026</td>
<td>0.050</td>
</tr>
<tr>
<td>systematic uncertainty</td>
<td>0.037</td>
<td>0.038</td>
<td>0.027</td>
</tr>
<tr>
<td>&gt;900</td>
<td>0.007</td>
<td>-0.013</td>
<td>0.005</td>
</tr>
<tr>
<td>statistical uncertainty</td>
<td>0.007</td>
<td>0.006</td>
<td>0.013</td>
</tr>
<tr>
<td>systematic uncertainty</td>
<td>0.019</td>
<td>0.020</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Table 4. ATLAS and CMS charge asymmetry results at 8 TeV in six bins of $m_{t\bar{t}}$ and the combined values along with statistical and systematic uncertainties. In addition the predictions from QCD calculations at NLO [19] and NNLO [23] are given.
Figure 3. Measured inclusive charge asymmetry $A_C$ at the LHC at $\sqrt{s} = 8$ TeV (horizontal line) versus forward-backward asymmetry $A_{FB}$ (vertical lines) at the Tevatron [3], compared with the SM prediction at QCD NNLO (+EW NLO) [20–22] and predictions incorporating various potential BSM contributions [66, 67]: a $W'$ boson, a heavy axigluon ($G_\mu$), a scalar isodoublet ($\phi$), a colour triplet scalar ($\Omega^4$), and a colour sextet scalar ($\Omega^4$).

Figure 4. Charge asymmetry in six bins of the invariant mass of the $t\bar{t}$ system as measured in the ATLAS and CMS analyses and the combined results. The last bin includes the overflow. The gray band indicates the uncertainty in the combined result.
Figure 5. The combined ATLAS+CMS charge asymmetry in six bins of the invariant mass of the $t\bar{t}$ system in comparison with theoretical predictions for the SM [19, 23] and two versions of a colour-octet model [68]. The last bin includes the overflow, both for the combination and the theory predictions. The uncertainties, indicated by the shaded areas, reported for the SM predictions are dominated by scale variations and are small, while the uncertainties reported for the colour-octet model are statistical uncertainties in the simulation.

Table 5. Correlation matrix for the six correlated bins of the combined result.

<table>
<thead>
<tr>
<th>Bins</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.129</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.100</td>
<td>0.015</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.018</td>
<td>-0.060</td>
<td>-0.098</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.009</td>
<td>-0.074</td>
<td>0.067</td>
<td>-0.342</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.088</td>
<td>-0.040</td>
<td>0.012</td>
<td>0.199</td>
<td>-0.188</td>
<td>1.000</td>
</tr>
</tbody>
</table>

has neither an effect on the central value of the combination nor on its total uncertainty within the quoted precision ($10^{-3}$).

6.2 Stability checks at 8 TeV

Several studies are performed to assess the stability of the inclusive and differential combinations at $\sqrt{s} = 8$ TeV. In a first check, the combinations are repeated taking only the statistical uncertainties into account to investigate the impact of systematic uncertainties on the combination results. The variations in the central values of the inclusive and differential combinations, and thus the impact of systematic uncertainties, are below $0.5\sigma_{\text{stat}}$, where $\sigma_{\text{stat}}$ is the statistical uncertainty of the central values. Therefore, the impact of the assumptions about the correlations between the sources of systematic uncertainties can be expected to also be modest in size.
As in the combination at 7 TeV, the correlation assumptions are varied one by one and the results are compared with the nominal results. These studies are performed for the combination of the inclusive measurements as well as for the combination of the differential measurements. For the inclusive combination, none of the described changes in the correlation assumption has an impact on the central value of the combination or the total uncertainty larger than the quoted precision ($10^{-4}$). The differential combination is also found to be robust against such changes. The impacts, if any, on the central values or the total uncertainties of single bins are found to be below $0.1\sigma_{\text{tot}}$, where $\sigma_{\text{tot}}$ is the total uncertainty in that bin.

### 6.2.1 Additional stability checks for the differential combination

Two additional studies are performed for the combination of the differential results. The first study concerns the different ways of building the correlation matrix in the ATLAS analysis and evaluates their impact on the central values and uncertainties of the combination results. In the ATLAS analysis, the bin-to-bin correlations for all systematic uncertainties that are not marginalised are set to ±1, and the correlations for systematic uncertainties that are marginalised are derived directly from the unfolding. This nominal method to construct the correlation matrix is compared to a scenario where the correlations are all set to +1, and a scenario where the correlations for the marginalised uncertainties are set to either +1 or −1 depending on whether the value of the correlation derived from the unfolding takes positive or negative values. These checks of ignoring the correlations extracted from the unfolding represent a conservative test for the case where it would not be known how to compute these correlations. The differences in the central values between the nominal scenario and these two different approaches are below $0.4\sigma_{\text{tot}}$ in each $m_{\text{T}}$ bin, where $\sigma_{\text{tot}}$ is the total uncertainty in that bin. The impact on the total uncertainties in all six bins is at most 0.002.

In the second study, the procedure to estimate the bin-to-bin inter-experiment correlations as defined in eq. (4.5) is changed to using the bin-to-bin correlations either only from ATLAS or only from CMS:

$$\text{corr}^u(a_i, c_j) = \rho_0 \text{corr}^u(c_i, c_j), \quad \text{or}$$

$$\text{corr}^u(a_i, c_j) = \rho_0 \text{corr}^u(a_i, a_j).$$

Using only the bin-to-bin correlations from the ATLAS (CMS) analysis changes the central values by at most $0.3\sigma_{\text{tot}}$ ($0.2\sigma_{\text{tot}}$), with $\sigma_{\text{tot}}$ being the total uncertainty for the respective bin. The total uncertainties remain stable or increase by no more than 0.002 in the case of using only the bin-to-bin correlations from the ATLAS analysis. Overall, the changes in the central values in all the bins are well inside the range given by the total uncertainty in each bin.

### 6.2.2 Impact of the parton shower and hadronisation systematic uncertainty in the inclusive combination

The CMS template analysis does not take into account an uncertainty due to the modelling of parton showers and hadronisation. As a further test, the impact of such an additional
uncertainty on the inclusive combination results is estimated by using the corresponding uncertainty values from the CMS unfolding analysis (0.0011), scaled by a factor of 2 as an approximation. The factor 2 is motivated by looking at the ratios of the other signal-modelling-related uncertainties between the two CMS analyses. In this study, the central value of the combination increases by 0.16σ\text{tot}, and the total uncertainty increases by 12% (relative). These variations are small and similar in size to variations obtained in the other stability tests.

7 Summary

Combinations of ATLAS and CMS measurements of the \( t\bar{t} \) charge asymmetry in lepton+jets final states are reported using proton-proton collision data collected at the LHC at centre-of-mass energies of 7 and 8 TeV and corresponding to integrated luminosities for each experiment of up to 5 and 20 fb\(^{-1}\), respectively. Inclusive charge asymmetry results are combined at 7 and 8 TeV, and differential measurements of the charge asymmetry as a function of the invariant mass of the \( t\bar{t} \) system at 8 TeV are combined. Detailed studies of the correlations between the different measurements and systematic uncertainties have been performed. The precision of the resulting combinations is significantly improved with respect to the corresponding individual measurements. The individual results and the combinations are in agreement with standard model calculations at next-to-leading-order and next-to-next-to-leading-order precision and also compatible with zero asymmetry. They uniquely restrict the phase space of possible new physics phenomena which would produce asymmetries larger than the standard model ones.
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