Search for heavy resonances decaying to a photon and a hadronically decaying \(Z/W/H\) boson in \(pp\) collisions at \(\sqrt{s} = 13\) TeV with the ATLAS detector
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Many extensions of the Standard Model predict new resonances decaying to a \(Z\), \(W\), or Higgs boson and a photon. This paper presents a search for such resonances produced in \(pp\) collisions at \(\sqrt{s} = 13\) TeV using a data set with an integrated luminosity of 36.1 fb\(^{-1}\) collected by the ATLAS detector at the LHC. The \(Z/W/H\) bosons are identified through their decays to hadrons. The data are found to be consistent with the Standard Model expectation in the entire investigated mass range. Upper limits are set on the production cross section times branching fraction for resonance decays to \(Z/W + \gamma\) in the mass range from 1.0 to 6.8 TeV and for the first time into \(H + \gamma\) in the mass range from 1.0 to 3.0 TeV.
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I. INTRODUCTION

Many proposals for physics beyond the Standard Model (SM) include the prediction of new massive bosons. Examples are Technicolor [1] or little Higgs [2], as well as extensions to the SM Higgs sector such as including an additional electroweak singlet scalar [3]. Decay modes of these new bosons include final states with a \(Z\) or a \(W\) boson and a photon. In addition, decays of heavy spin-1 bosons to the 125 GeV Higgs boson and a photon present an interesting search channel [4]. This paper describes a search for massive neutral and charged bosons decaying to a photon and a \(Z\), \(W\), or Higgs boson with subsequent hadronic decay of these bosons. The search uses 36.1 fb\(^{-1}\) of proton-proton (\(pp\)) collision data at a center-of-mass energy \(\sqrt{s} = 13\) TeV collected with the ATLAS detector in 2015 and 2016.

The selection of events collected for this search is based on the presence of high transverse energy photons. The identification of \(Z\), \(W\), and Higgs bosons exploits properties of the highly boosted bosons with merged dijet energy clusters reconstructed as a large-radius jet. The advantage of this final state is that a large fraction of events from the heavy resonance decay is detected since the branching fraction of \(Z\) and \(W\) bosons into hadrons is approximately 70\%. The Higgs boson also decays mainly hadronically, dominated by the decay to a \(b\bar{b}\) quark pair with a branching fraction of 58\%. The measurements use the mass of the large-radius jet and other substructure information to identify the \(Z\), \(W\), and Higgs bosons. In addition, for the \(Z\) and Higgs bosons, the sensitivity is increased by identifying the long-lived decays of bottom hadrons within jets.

Previous searches for high-mass resonances decaying to a \(Z\) boson and a photon were conducted by the Tevatron’Ds D0 experiment [5] as well as at the LHC. The ATLAS experiment performed searches for heavy resonances decaying to a \(Z\) or a \(W\) boson and a photon, with subsequent leptonic decays of the \(Z\) and \(W\) bosons, using data collected at \(\sqrt{s} = 7\) and 8 TeV [6,7], and for heavy resonances decaying to a \(Z\) boson and a photon using 3.2 fb\(^{-1}\) of \(\sqrt{s} = 13\) TeV data [8]. In the latter search, both the leptonic and hadronic decays of the \(Z\) boson were used. The ATLAS experiment also used a 36.1 fb\(^{-1}\) data set collected at \(\sqrt{s} = 13\) TeV to search for resonances decaying to a \(Z\) boson and a photon with the decays \(Z \rightarrow e^+e^-, \mu^+\mu^- [9]\) and \(e\bar{\nu} [10]\). The CMS experiment performed searches for a heavy resonance decaying to a photon and a hadronically or leptonically decaying \(Z\) boson using data sets collected at \(\sqrt{s} = 7, 8, \) and 13 TeV [11–14]. None of the searches revealed the presence of a new resonance.

In the present search, scans of invariant mass spectra of the photon–jet system between 1.0 and 6.8 TeV are used to search for narrow signal resonances, denoted generically by \(X\) hereafter, decaying to a \(Z\), \(W\), or Higgs boson and a photon. A variety of production and decay models is considered in order for the search to be sensitive to Higgs-like (spin-0), \(W\)-like (spin-1), and graviton-like (spin-2) bosons [15,16]. Gluon–gluon fusion production is considered for spin-0 and spin-2 resonances decaying to \(Z\gamma\) [15]. Production via quark-antiquark annihilation is
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considered for a spin-2 resonance decaying to $Z\gamma$ [15], a spin-1 resonance decaying to $W\gamma$ [16], and for the first time a spin-1 $H\gamma$ resonance.

## II. ATLAS DETECTOR

The ATLAS detector [17] consists of a tracking detector within a superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroid magnets. The inner detector, consisting of silicon pixel, silicon microstrip, and transition radiation tracking detectors, covers the pseudorapidity range $|\eta| < 2.5$. The electromagnetic calorimeter is a high-granularity liquid-argon (LAr) sampling calorimeter with lead absorber plates and is located just outside the solenoid. It spans the region $|\eta| < 3.2$ with barrel and end cap sections, segmented into three layers longitudinal in shower–depth in the region $|\eta| < 2.5$, with $\Delta\eta \times \Delta\phi$ readout granularity in the second layer of 0.025 × 0.025. Beyond the cryostat of the electromagnetic calorimeter, a steel/scintillator tile hadronic calorimeter covers the region $|\eta| < 1.7$. It is also segmented into three layers longitudinal in shower depth with a lateral readout granularity of 0.1 × 0.1 in $\Delta\eta \times \Delta\phi$. Two copper/LAr hadronic end cap calorimeters with similar granularity cover the region $1.5 < |\eta| < 3.2$. In the forward region, electromagnetic and hadronic energy measurements are provided by copper/LAr and tungsten/LAr modules, respectively. A two-level trigger system [18] is used to select the events to be recorded. The first level of the trigger is implemented in hardware using a subset of the detector information to reduce the event rate to at most $100 \text{ kHz}$ from the beam bunch crossing rate of 40 MHz. The final data selection is done with a software-based trigger that reduces the event rate to an average of 1 kHz.

## III. DATA AND MONTE CARLO SAMPLES

The data used in this search were collected in 2015 and 2016 from LHC $pp$ collisions with a 13 TeV center-of-mass energy and 25 ns bunch spacing. In these collisions, the average number of inelastic $pp$ collisions in each bunch crossing (referred to as pileup) was approximately 25. Events were recorded using a single-photon trigger that imposed a transverse energy threshold of 140 GeV and loose photon identification requirements based on cluster shower-shape variables [19]. The photon trigger is fully efficient for the events selected for this analysis. After requiring all ATLAS subdetectors to be operational, the resulting integrated luminosity is 36.1 fb$^{-1}$.

Simulated signal events are used to optimize the event identification and estimate the efficiency of the event reconstruction and selection. SM background processes were simulated to test the parametrization of the jet–photon invariant mass spectra, which is used in the data-driven estimation of the background. All simulated signal and background event samples were generated with Monte Carlo (MC) techniques as described below.

The production and decay of spin-0 and spin-2 $Z\gamma$ resonances, spin-1 $W\gamma$ resonances, and spin-1 $H\gamma$ resonances were modeled assuming a narrow-width approximation. The decay width of each resonance was set to 4 MeV, which is much smaller than the experimental resolution, and interference between these resonant processes and nonresonant SM production of the corresponding final states was neglected.

The $Z\gamma$ scalar resonances produced via gluon–gluon fusion, $gg \rightarrow X \rightarrow Z\gamma$, were modeled by POWHEG-BOX [20,21], with the CT10 parton distribution function (PDF) set [22], interfaced with PYTHIA8.186 [23] for the underlying event, parton showering, and hadronization with the CTEQ6L1 PDF set [24] and a set of tuned underlying-event parameters called the AZNLO tune [25]. This model is the same as that used for SM $H \rightarrow Z\gamma$ production with the resonance mass varied but the width held fixed.

The spin-2 $gg \rightarrow X \rightarrow Z\gamma$ and $q\bar{q} \rightarrow X \rightarrow Z\gamma$ and the spin-1 $q\bar{q} \rightarrow X \rightarrow W\gamma$ and $q\bar{q} \rightarrow X \rightarrow H\gamma$ resonant processes were modeled via effective couplings implemented in MADGRAPH5_AMC@NLOv2.3.3 [26], interfaced to the PYTHIA8.186 parton shower model with the A14 parameter tune [27] and the NNPDF2.3LO PDF set [28]. The $Z\gamma$ models produce transversely polarized $Z$ bosons, and the $W\gamma$ models produce longitudinally polarized $W$ bosons.

In these samples, the $W$ and $Z$ bosons are forced to decay hadronically, and the Higgs boson is forced to decay to $bb$.

The dominant SM backgrounds are prompt photons produced in association with jets, hadronically decaying $W$ or $Z$ bosons produced in association with a photon, and $t\bar{t} + \gamma$ events. The samples of events containing a photon with associated jets were simulated using the SHERPA2.1.1 generator [29], requiring a photon transverse energy above 35 GeV. Matrix elements were calculated at leading order with up to either three or four partons, depending on the transverse energy of photon. They were then merged with the SHERPA parton shower [30] using the ME+PS@LO prescription [31]. SHERPA2.1.1 was also used to simulate events containing an on-shell, hadronically decaying $W$ or $Z$ boson and a photon. Matrix elements were calculated with up to three additional partons at leading order using the COMIX [32] and OPENLOOPS [33] matrix element generators and merged with the SHERPA parton shower.
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using the ME+PS@NLO prescription [34]. For these $\gamma + \text{jet}$ and $W/Z + \gamma$ simulations, the CT10 PDF set was used in conjunction with a dedicated parton shower tuning developed by the authors of SHERPA. The $\bar{t} + \gamma$ events were modeled using MADGRAPH5_AMC@NLOv2.3.3 interfaced to the PYTHIA8.186 parton shower with the A14 parameter tune and the NNPDF2.3LO PDF set. In all MC samples, EVTGEN2.0 [35] was used to model charm and beauty hadron decays.

The simulated signal and SM background events were processed by a detailed GEANT4 [36] simulation of the ATLAS detector [37]. In all simulated signal and background samples, the effects of overlapping inelastic $pp$ collisions were included by overlying multiple events simulated with PYTHIA8.186 using the A3 set of tuned parameters [38] and the MSTW2008LO PDF set [39]. The simulated events were weighted so that the distribution of the number of pileup interactions in the simulation matched the one in the data. The simulated events were then passed through the same event reconstruction algorithms used for the data, including corrections for known differences between data and simulation in the efficiencies of photon reconstruction and selection, in the photon and jet energy scale and resolution, and in the tagging efficiency of heavy-flavor jets.

IV. EVENT SELECTION

A. Reconstruction of photons and jets

The photon reconstruction is described in Ref. [40]. A discriminant, based on lateral and longitudinal shower profiles, is constructed to distinguish prompt photons from hadrons as well as photons from decays of mesons inside jets. In this analysis, two levels of selections are applied: the loose selection criterion defined in Ref. [40] at the trigger level and the tight selection criterion for the final analysis selection. In the final selection, photon candidates are required to have transverse energy above 250 GeV and pseudorapidity $|\eta| < 1.37$. These criteria are applied to reduce the contribution from the SM production of prompt photons with associated jets. The efficiency of a photon within that region to pass the tight selection criterion is above 90%. The transverse energy $E_{T,\text{iso}}$ deposited within a cone of size $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$ around the photon cluster, is corrected for the photon energy deposited outside of the cluster, underlying event, and multiple $pp$ interactions; it is required to satisfy $E_{T,\text{iso}} < 2.45 \text{ GeV} + 0.022 \ E_T^\gamma$, where $E_T^\gamma$ is the transverse energy of the photon cluster. The requirement is applied to reduce contamination from hadrons misidentified as photons and is 98% efficient for prompt photons passing the tight criterion. Corrections mitigating the differences between the calorimeter response to photons in data and simulation are derived using collision data. The photon energy calibration is derived using samples of simulated events followed by data-driven corrections [41].

Large-radius (large-$R$) jets are reconstructed from topological energy clusters (topocluster) [42] in the calorimeter, using the anti-$k_t$ algorithm [43] with a radius parameter $R = 1.0$. To reduce contributions to the jet transverse momentum ($p_T$) and mass arising from pileup, a trimming procedure [44] is applied in which subjets with $R = 0.2$ and carrying less than 5% of the original $p_T$ of the jet are removed. Jets are calibrated to the level of stable final-state particles using simulation [45]. Differences between data and simulation in the jet energy scale and resolution are corrected using in situ methods [46]. The jet energy resolution for jets with $p_T$ of 1 TeV is approximately 5%. Jet candidates are required to have $p_T$ above 200 GeV and $|\eta| < 2.0$ to ensure tracking detector coverage within the jet cone. The jet candidates are required to be separated from any photon candidate by $\Delta R > 1.0$.

The jet mass is computed as a weighted combination of calorimetric mass and track-assisted mass [47]. The calorimetric mass is computed from the massless topocluster four-momenta. The track-assisted mass incorporates information from the calorimeter and the four-momenta of tracks, which are matched to the jets using ghost association [48] and are matched to the primary vertex, which is defined as the vertex with largest sum of squared momenta of associated tracks in the event [49]. The relative weighting of the calorimetric and track-assisted mass in the final mass calculation is based on the expected resolutions of the two mass variables. The mass resolution in the peak of the jet mass distribution for jets originating from $Z$, $W$, or Higgs bosons ranges from 7% to 15% for jets with transverse momenta of 500 to 2500 GeV. Reconstructed jet mass distributions for various signal hypotheses are shown in Fig. 1. Peaks centered at the $Z$, $W$, and Higgs boson masses are clearly visible. In the mass distributions of jets arising from the $Z$ and Higgs boson decays, a feature at low jet invariant mass is also prominent for decays of resonances with masses of 2 TeV or lower. This is a result of energy flow outside of the jet cone. For the $W\gamma$ spin-1 resonance decays, the effect is mitigated due to the longitudinal polarization of the $W$ boson, which enhances the collimation of the decay products. The lower-mass side of the cores of the $Z$ boson and Higgs boson mass peaks are enhanced from loss of neutrino energy in the jet when at least one of the $b$-hadrons decays semileptonically.

The jet mass and the $D_2^{(pT)}$ jet substructure discriminant are employed to distinguish between jets originating from hadronically decaying $Z$ or $W$ bosons and jets originating from quarks and gluons. The variable $D_2^{(pT)}$ is defined as the ratio of two-point and three-point energy correlation functions [50,51], which are based on the energies and pairwise angular distances of particles within a jet. The performance of this discriminant has been studied in MC simulations and data [52,53]. Upper and lower bounds on
the jet mass and upper bound on $D_2^{(\beta=1)}$ are tuned to achieve 50% efficiency for jets with $p_T$ in the range of 300 to 2500 GeV from decays of a $Z$ or $W$ boson. The fraction of jets originating from a quark or a gluon passing this selection varies between approximately 2.2% and 1.3% in this $p_T$ range. The $D_2^{(\beta=1)}$ discriminant is not used for the $H \to b\bar{b}$ selection.

Track jets are reconstructed using the anti-$k_T$ algorithm with radius parameter $R = 0.2$ and tracks matched to the large-$R$ jets using ghost association. Track jets that contain $b$-hadrons are identified using the MV2C10 tagging algorithm, which exploits the lifetime of $b$-hadrons and the kinematic properties of their charged decay products [54,55]. The efficiency of the algorithm is 70% when applied to $b$ jets in simulated $t\bar{t}$ events. The fraction of track jets originating from a light quark or a gluon, tagged as originating from a $b$-hadron, is approximately 0.8% in simulated $t\bar{t}$ events.

B. Event selection and categorization

Events considered for analysis are triggered by the presence of a photon candidate with $p_T$ greater than 140 GeV. A small fraction of events in which adverse instrumental effects were identified is removed. The baseline selection identifies events with one photon candidate and one large-$R$ jet candidate. If more than one photon or jet candidate is found, only the highest-$p_T$ objects are considered further. The efficiency of the selection for a resonance with a mass of 3 TeV varies from approximately 60% to 80% depending on the signal hypothesis, as shown in Fig. 2. The decrease of the baseline selection efficiency for resonances with lower mass is due to the kinematic thresholds of 200 and 250 GeV required for the jet and photon $p_T$ respectively. Differences in the baseline efficiencies between the resonance types are due to different angular distributions of the produced photon-jet system (depending on the spin hypothesis and production mode) and therefore different probabilities to pass the photon and jet $p_T$ and $|\eta|$ requirements.

Following the baseline selection, events are classified into four or fewer subsamples to improve the expected signal sensitivity. The categorization is made in order of decreasing background rejection to achieve high sensitivity throughout the resonance mass ($m_X$) range. For resonance masses below 3 TeV, it is desirable to maximally suppress the SM background, while for very high $m_X$ values, due to the steeply falling jet-photon invariant mass ($m_{j\gamma}$) distribution of background processes, a loose selection is appropriate. For the $Z\gamma$ search, the categories, defined in the next paragraph, are BTAG, D2, VMASS, and ELSE. In the $W\gamma$ search, only the D2,
VMASS, and ELSE categories are used. The \( H \gamma \) search employs only the BTAG category. The process of event categorization proceeds sequentially starting from the events found in the baseline selection as shown in the diagrams in Fig. 3.

The first subsample in the \( Z \gamma \) and \( H \gamma \) searches, the BTAG category, captures events in which the two leading track jets associated with the selected large-\( R \) jet candidate are \( b \)-tagged, exploiting the decays of \( Z \) and \( H \) bosons to a \( b \bar{b} \) quark pair together with strong background suppression. A window requirement on the jet mass is also applied. In the \( Z \gamma \) search, the mass interval grows from 80–106 GeV for jets with a \( p_T \) of 500 GeV to 70–110 GeV for jets with a \( p_T \) of 2.5 TeV. These mass intervals are varied such that an approximately constant signal efficiency across the whole jet \( p_T \) spectrum is maintained, accounting for the jet mass resolution increase as a function of jet \( p_T \). In the \( H \gamma \) search, the mass interval is 93–134 GeV independently of the jet \( p_T \). In the \( Z \gamma \) and \( H \gamma \) searches, the jet must also have fewer than 30 associated tracks (\( n_{\text{trk}} \)) originating from the primary vertex for the event to be accepted in this category. This requirement is made to reject gluon-initiated jets that mimic a two-subjet structure due to gluon splitting [56]. Relative to the baseline selection, the efficiency of selecting in the BTAG category an event originating from a \( Z \gamma \) resonance with a mass of 1 TeV, in the hadronic \( Z \) boson decay mode, is 3% to 4% depending on the spin hypothesis and production mode, while only 0.02% of background events enter this category for the same mass value. For the \( H \gamma \) resonances with a mass of 1 TeV, in the \( H \to b \bar{b} \) decay mode, the selection efficiency is 25%. As shown in Fig. 4, the BTAG category becomes ineffective for capturing signal events originating from resonances with masses higher than approximately 3 TeV due to \( b \)-tagging inefficiency for highly boosted jets. In the \( H \gamma \) search, the categorization process is stopped at this stage, with the remaining events in the baseline selection being rejected from further analysis.

Events not entering the BTAG category in the \( Z \gamma \) search and events from the baseline set in the \( W \gamma \) search are placed in the D2 category if the selected jet satisfies the combined jet mass and \( D_2^{(\beta=1)} \) discriminant requirements. In the \( W \gamma \) search, the \( n_{\text{trk}} < 30 \) requirement must also be satisfied. The mass window requirement in the \( Z \gamma \) search is the same as in the BTAG category. In the \( W \gamma \) search, the mass interval grows from 71–95 GeV for jets with a \( p_T \) of 500 GeV to 60–100 GeV for jets with a \( p_T \) of 2.5 TeV. Approximately 20% to 25% (depending on the spin hypothesis and the production mode) of 1 TeV \( Z \gamma \) resonance decays passing the baseline selection enter this category with the fraction increasing to 22%–28% for 4 TeV resonances. For the \( W \gamma \) decays, the fraction is approximately 40% for \( m_X \) below 4 TeV. The difference in the D2 categorization efficiency between the \( Z \gamma \) and \( W \gamma \) processes is explained by differences between the angular distributions of the \( Z \) and \( W \) boson decay products due to the longitudinal polarization of the
W boson and transverse polarization of the Z boson. For both the Zγ and Wγ resonances, the D2 categorization efficiency decreases for m_X above 4 TeV, as shown in Fig. 4, due to the falling discriminating power of the D_2^{β=1} variable. Only approximately 1% (0.5%) of background events passing the baseline selection for resonance masses of 1 TeV (4 TeV) enter this category.

Events that fail to enter either of the first two categories and only pass the jet mass selection enter the VMASS category. The efficiency to enter this category, relative to the baseline selection, is 24% to 27% for Zγ events from a resonance at 1 TeV, growing to 35%–36% for a resonance at 4 TeV, and approximately 30% for Wγ events. Approximately 9% of the background events enter this category after passing the baseline selection.

Finally, the remaining events passing the baseline selection are assigned to the ELSE category. The Zγ resonance events enter this category with an efficiency of 40% to 50%, and Wγ events enter with approximately 30% efficiency for resonances below 4 TeV, growing to 50% for a resonance at 7 TeV.

### V. SIGNAL AND BACKGROUND MODELS

The final discrimination between signal and background events in the selected samples is achieved with a fit of a signal + background model to the m_{\text{Jγ}} distribution of the selected data events. The fit relies on the parametrization of signal and background m_{\text{Jγ}} distributions with a functional form.

#### A. Signal model

The shape of the m_{\text{Jγ}} distribution is modeled by the sum of a crystal ball function [57] representing the core populated by well-reconstructed events and a Gaussian function modeling the tails populated by poorly reconstructed events as described by Eq. (1),

\[
S(m_{\text{Jγ}}) = f_C \cdot C(m_{\text{Jγ}}; \mu_C, \sigma_C, a_C, n_C) + (1 - f_C) \cdot G(m_{\text{Jγ}}; \mu, \sigma_G),
\]

where C is the crystal ball function defined by Eq. (2),

\[
C(x; \mu, \sigma, a, n) = \frac{1}{\pi n \sigma^2} \left( 1 + \frac{x - \mu}{a \sigma} \right)^{-n} \frac{1}{\left[ 1 + \left( \frac{x - \mu}{a \sigma} \right) \right]^{n+1}}
\]
\[
\mathcal{L}(m_{3\gamma}; \mu, \sigma_C, \alpha_C, n_C) = N_C \cdot \begin{cases} 
\exp \left(-\frac{(m_{3\gamma} - \mu)^2}{2\sigma_C^2}\right) & \frac{n_C}{\alpha_C} \exp \left(-\frac{\alpha_C^2}{2}\right) \left(\frac{\alpha_C}{\alpha_C - \frac{m_{3\gamma} - \mu}{\sigma_C}}\right)^{-n_C} 
& \text{for } \frac{m_{3\gamma} - \mu}{\sigma_C} > -\alpha_C \\
\exp \left(-\frac{\alpha_C^2}{2}\right) \left(\frac{\alpha_C}{\alpha_C - \frac{m_{3\gamma} - \mu}{\sigma_C}}\right)^{-n_C} & \text{for } \frac{m_{3\gamma} - \mu}{\sigma_C} \leq -\alpha_C
\end{cases} 
\]

and \( \mathcal{G} \) is a Gaussian function with mean \( \mu \) and standard deviation \( \sigma_C \). The normalization factor \( N_C \) depends on the shape parameters of the crystal ball function. The relative strength of the two distributions, \( f_C \), is a parameter of the signal description model. Since the modeling of the tails of the mass peak is addressed by the Gaussian function, the parameter \( n_C \), controlling the shape of the tail of the crystal ball function, is fixed to 1. Similarly, the parameter \( \alpha_C \), designating the onset of the power law tail of the crystal ball function is constrained to be between 0 and 4. Additional free parameters \( \sigma_C \) and \( \alpha_C \) describe the widths of the crystal ball and the Gaussian distributions corresponding to the width of the core of the \( m_{3\gamma} \) distribution and the width of the tails.

The model described above is fitted to the \( m_{3\gamma} \) distribution of simulated events of each signal type considered, for \( m_X \) ranging from 850 GeV to 7 TeV, for each category. To obtain a model varying continuously as a function of the resonance mass, the parameters are interpolated using polynomials of up to the third degree. For all signal hypotheses, \( \sigma_C \) is about 20 GeV for a 1 TeV resonance and grows linearly by 15 GeV per 1 TeV increase of the resonance mass.

### B. Background model

Several SM processes contribute to the predicted event yield with different proportions. In the BTAG category, the dominant SM process is photon production in association with a \( b \)-flavored hadron, whereas in the other categories, photon production in association with a light or \( c \)-flavored hadron dominates. The production of a photon in association with a \( Z \) or \( W \) boson or the pair production of top quarks also contributes to the total background. For events with \( m_{3\gamma} > 1 \) TeV, the contribution in the BTAG category from \( \gamma + Z \) production is approximately 32% (13%) for the \( Z\gamma \) (\( H\gamma \)) search, while in the D2 category, the contribution from \( \gamma + W/Z \) production is approximately 15% for both the \( Z\gamma \) and \( W\gamma \) searches. For other categories, the contributions from SM \( \gamma + W/Z \) production are below 5%.

Samples of simulated events arising from the processes described above are used to develop the functional modeling of the background and to test the applicability of the functional form, number of parameters, and range of the fit. Multijet production, where one jet is reconstructed as a photon, also contributes to the event samples. The contribution of this type of events is estimated using a data-driven method [8] and shown to be about 10% of the events passing the baseline selection and to not affect the \( m_{3\gamma} \) distribution. Multijet production is therefore accounted for in the background model through the \( \gamma + \text{jet} \) production.

The family of functions from Ref. [58], as described by Eq. (3), with up to five parameters, is used for the overall background model

\[
B(m_{3\gamma}; \mathbf{p}) = (1 - x)^{p_1} x^{p_2} + p_3 \log(x) + p_4 \log^2(x) + p_5 \log^3(x),
\]

where \( x \) is \( m_{3\gamma} \) divided by the collision energy and \( \mathbf{p} \equiv (p_1, p_2, p_3, p_4, p_5) \) is the vector of shape parameters. In the VMASS and D2 categories, the fit spans the range from 800 GeV to 3.2 TeV; and in the ELSE category, it spans the range from 2.5 to 7 TeV.

The number of parameters \( p_i \) used in the model is chosen by testing the stability of the fit and the ability of the function to describe the \( m_{3\gamma} \) background distributions over the range expected for the different event categories. The MC-simulated backgrounds inside the signal region are used in these tests, and data outside the signal region are used to validate the functional form choice for the background model. The complementary data set selection follows the categorization procedure described in Sec. IV with the exception that the photon candidates are required to satisfy \( 1.52 < \eta < 2.37 \). The model also uses an F-test statistic [59] to decide on the minimum number of parameters required. The number of model parameters \( p_i \) varies from two to three depending on the event category. The background modeling is stable while varying the relative fractions of the contributing SM processes. Ensemble tests with pseudodata are used to validate the background model in regions of the \( m_{3\gamma} \) distributions poorly populated by the data events. The ensemble tests are performed separately in different categories for each of the \( Z\gamma \), \( W\gamma \), and \( H\gamma \) searches. Simulated event samples from SM processes are used to generate the pseudodata. In addition ensemble tests are performed, where a signal process at the level of sensitivity of this search is also included in the simulated data.

### VI. SYSTEMATIC UNCERTAINTIES

Uncertainties from systematic effects are due to the background estimation as well as the detector modeling.
which affect the shape and normalization of the signal $m_{J\gamma}$ distributions. These effects are estimated as relative uncertainties for the signal efficiency and the position and width of the signal peak for resonance masses ranging from 1 to 7 TeV in 500 GeV steps. The impact of these effects on the $m_{J\gamma}$ distribution is evaluated using simulation. Third-order polynomial interpolations are used to obtain relative variations of the signal efficiency and shape parameters due to each systematic uncertainty, for an arbitrary value of the resonance mass.

A. Uncertainty in background estimate

A systematic uncertainty associated with the background description arises from a potential bias in the estimated number of signal events due to the functional form chosen for the background parametrization described by Eq. (3). This effect, referred to as the spurious signal ($N_{\text{spur}}$), is studied using simulated background events (including $\gamma +$ jet and $W/Z +$ jet). The bias is estimated by fitting the signal-plus-background model to simulated background $m_{J\gamma}$ distributions in each event category, for each signal hypothesis, with the sample’s statistical uncertainties as expected in the data. The absolute number of fitted signal events at a given $m_X$ hypothesis defines the number of spurious signal events $N_{\text{spur}}(m_X)$. The impact of uncertainties in the background composition has been studied by varying the fraction of the $W=Z$ events at a given $m_X$ hypothesis, with the sample’s statistical uncertainties as expected in the data. The absolute number of spurious signal events is evaluated using simulation. Third-order polynomial interpolations are used to obtain relative variations of the signal efficiency and shape parameters due to each systematic uncertainty, for an arbitrary value of the resonance mass.

B. Luminosity

An integrated luminosity uncertainty of 2.1% is derived, following a methodology similar to that detailed in Ref. [60], from a calibration using beam separation scans performed in August 2015 and May 2016.

C. Jet energy scale and resolution

The uncertainties in the jet energy scale and resolution are estimated using $\gamma +$ jet and dijet events in the data [46]. The impact of the systematic uncertainty in the jet energy scale is a shift of the peak position of the signal $m_{J\gamma}$ distribution by 1%–3%. The signal mass resolution varies by 5% in the low-mass region ($m_X < 2.5$ TeV) and by 15% in the high-mass region due to the systematic uncertainty in the jet energy resolution. The impact on the signal efficiency from the jet energy uncertainty is 2%–6%.

D. Photon energy scale and resolution

The uncertainties in the photon energy scale and resolution are estimated using electron data samples with $Z \rightarrow \ell\ell\gamma$, $Z \rightarrow e\gamma$, and inclusive photon events, using the methods described in Ref. [19]. The impact of these uncertainties on the signal efficiency is -5% to 5%. The impact on the signal acceptance is less than 1.5%.

E. Photon identification, isolation, and trigger efficiency

The uncertainties in the reconstruction, identification, isolation, and trigger efficiency for photons are determined from data samples of $Z \rightarrow \ell\ell\gamma$, $Z \rightarrow e\gamma$, and inclusive photon events, using the methods described in Ref. [19]. The impact of these uncertainties on the signal efficiency is 2%–6%.

F. Heavy-flavor jet identification

Uncertainties in the $b$-tagging efficiency for track jets are derived from the uncertainties measured in dedicated heavy-flavor-enriched data samples, following the methodology described in Ref. [54]. The uncertainties are measured as a function of $b$-jet $p_T$ and range between 2% and 8% for track jets with $p_T < 250$ GeV. For track jets with $p_T > 250$ GeV, the uncertainty in the tagging efficiencies is extrapolated using simulation [54] and is approximately 9% for track jets with $p_T > 400$ GeV. The impact of these uncertainties on the signal efficiency is 10%–20%.

TABLE I. Effect of systematic uncertainties from various sources on signal normalization and efficiency, position of the signal peak, and the core width $\sigma_C$ of the signal peak. The last two rows show the theoretical uncertainty effects on the signal acceptances.

<table>
<thead>
<tr>
<th>Source</th>
<th>Impact on normalization and efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>2.1</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>2–6</td>
</tr>
<tr>
<td>Photon identification and isolation</td>
<td>0.5–1.5</td>
</tr>
<tr>
<td>Flavor tagging</td>
<td>10–20</td>
</tr>
<tr>
<td>$n_{\text{trk}}$ associated with the jet</td>
<td>6</td>
</tr>
<tr>
<td>Jet mass resolution</td>
<td>3–6</td>
</tr>
<tr>
<td>$D_j^{n=1}$ scale and resolution</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Pileup modeling</td>
<td>1–2</td>
</tr>
<tr>
<td>Jet energy and mass scale</td>
<td>1–3</td>
</tr>
<tr>
<td>Photon energy scale</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>5($m_X &lt; 2.5$ TeV)</td>
</tr>
<tr>
<td>Photon energy resolution</td>
<td>15($m_X &gt; 2.5$ TeV)</td>
</tr>
<tr>
<td>PDF</td>
<td>2–12</td>
</tr>
<tr>
<td>Parton shower</td>
<td>2</td>
</tr>
</tbody>
</table>

The uncertainties for the signal parametrization described by Eq. (3). The uncertainties are due to each systematic uncertainty, for an arbitrary value of the resonance mass.
G. Number of primary-vertex-originated tracks associated with the jet

The requirement on the number of tracks originating from the primary vertex and associated with the jet induces a 6% systematic uncertainty in the signal efficiency, as estimated from the comparison of data control samples and samples of simulated events [56].

H. Scale and resolution of the jet mass and $D_2^{(\beta=1)}$

The uncertainties in the scale and resolution of the jet mass and $D_2^{(\beta=1)}$ are evaluated by comparing

<table>
<thead>
<tr>
<th>Selection</th>
<th>Event yield in each category ($m_{J\gamma} &gt; 1$ TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_f$ search</td>
<td>60,237 25 784 5,569 53,859</td>
</tr>
<tr>
<td>$W_f$ search</td>
<td>60,237 ⋯ 661 5,216 54,360</td>
</tr>
<tr>
<td>$H_f$ search</td>
<td>60,237 59 ⋯ ⋯ ⋯</td>
</tr>
</tbody>
</table>

TABLE II. Event yields in the baseline selection and in the $Z_f$, $W_f$, and the $H_f$ searches, in the categories used in those searches. Only events with $m_{J\gamma} > 1$ TeV are considered.
the ratio of the calorimeter-based to the track-based measurements in dijet data and simulation [52,61]. The jet mass resolution uncertainty affects the signal efficiency by 3%–6%. The impact of $D^{(\beta=1)}_2$ scale and resolution uncertainties on the signal efficiency and the core width $\sigma_C$ of the signal peak is found to be less than 1%.

I. Pileup modeling

The pileup weighting of the simulated signal events, described in Sec. III, is varied to cover the uncertainty in the ratio of the predicted and measured inelastic $pp$ cross sections [62]. The pileup uncertainty affects the signal efficiency by 1%–2%.

J. PDF choice

The uncertainty due to the PDF modeling is evaluated by comparing the signal acceptances for alternative PDF sets to that for the nominal set. The total uncertainty in the acceptance is derived as the standard deviation of the eigenvariations according to the method described in Ref. [63]. The uncertainties in acceptances for signal processes produced via $q\bar{q}$ annihilation vary from 5% to 2% with increasing resonance mass, while for signal processes produced via gluon–gluon fusion, the uncertainties vary from 12% to 2%.

K. Parton shower

The uncertainty due to the parton shower modeling is evaluated by comparing the signal acceptances for

FIG. 6. Distributions of the reconstructed mass $m_{J\gamma}$ in the $W\gamma$ (a) D2, (b) VMASS, and (c) ELSE categories. The models obtained in the background-only fits are shown by the solid lines. Hypothetical signal distributions with $\sigma B$ at the level excluded multiplied by factors of 20 (for 1 TeV), 10 (for 2 TeV), 5 (for 4 TeV), and 1 (for 6 TeV) for the given signal model and resonance mass are overlaid. The $\sigma B$ lines are calculated with the scale factors applied. The bottom panels give the significance for each bin. The significance calculation assumes that the background estimate in a given bin is Poisson distributed. The calculation follows the recommendation of Ref. [69]. The impact on the background fit of the statistical uncertainties in parameters $p_i$ is shown as a light band around the solid line. This effect is incorporated into the significance calculation.
alternative parton shower models to the acceptance for the nominal model. The alternative parton shower models are defined as the eigenvariations of the PYTHIA A14 tune [27]. The total uncertainty is derived as the sum in quadrature of all the eigenvariation effects and affects the acceptance by about 2%.

The effects of systematic shifts on the signal normalization, position of the signal peak, and core width $\sigma_c$ of the signal peak are summarized in Table I for the $Z\gamma$, $W\gamma$, and $H\gamma$ searches. The effects on the signal acceptances from theoretical uncertainties are also given.

**VII. STATISTICAL PROCEDURE**

The data are scrutinized with statistical methods to quantify the presence of a hypothetical resonance and to set a limit on its production. In both cases, an unbinned extended maximum likelihood estimator is used to model the data. The parameter of interest is $\sigma B_{\text{had}}$, the signal cross section times the branching fraction of the resonance decaying to $(Z/W/H)\gamma$ with subsequent hadronic ($b\bar{b}$) decays of $Z/W$ (Higgs) bosons. The impact of systematic uncertainties on the signal is modeled with a vector of nuisance parameters, $\theta_j$, where each component, $\theta_k$, is constrained with corresponding Gaussian probability density functions $G_k(\theta_k)$. The likelihood model, $\mathcal{L}$, for the sample of data events is described by Eq. (4),

$$
\mathcal{L}(\sigma B_{\text{had}}, m_x) = \prod_j \left[ \frac{e^{-N_j(\sigma B_{\text{had}}, \theta)/N_j}}{n_j!} \right] 
\times \prod_\ell \left( f_{\text{tot},j}(m_{\gamma\ell}; \sigma B_{\text{had}}, \theta, m_x) \right)
\times \prod_k G_k(\theta_k),
$$

(4)

where $j$ represents the event category, $n_j$ is the observed number of events in that category, $\ell$ is the event index, and $N_j(\sigma B_{\text{had}}, \theta)$ is the expected total event yield in category $j$. The total probability density function $f_{\text{tot},j}$ in category $j$ depends on the photon-jet invariant mass $m_{\gamma\ell}$ and is a function of the parameter of interest $\sigma B_{\text{had}}$, the parameters of the background modeling function $p$, the nuisance parameters $\theta_k$, as well as the mass $m_x$ of the hypothetical resonance. The functional form of $f_{\text{tot},j}$ is given in Eq. (5),

$$
f_{\text{tot},j}(m_{\gamma\ell}; \sigma B_{\text{had}}, p, \theta, m_x) = \frac{1}{N_j(\sigma B_{\text{had}}, \theta, p)} \left[ (N_{\text{sig},j}(\sigma B_{\text{had}}, \theta, m_x) + N_{\text{spur},j}(\theta_{\text{spur},j}, m_x)) \times S_j(m_{\gamma\ell}; \sigma B_{\text{had}}, \theta) 
+ N_{\text{bkg},j} B_j(m_{\gamma\ell}; p_j) \right],
$$

(5)

where $S_j$ and $B_j$ are the signal and background probability density functions in category $j$, described in Sec. V.

The parameter $\theta_{\text{spur},j}$ is an element of the $\theta$ vector corresponding to the spurious signal nuisance parameter. The expected yield of signal events $N_{\text{sig},j}$ is given by the product of $\sigma B_{\text{had}}$, integrated luminosity, acceptance, and efficiency for a given category $j$. The expected number of background events $N_{\text{bkg},j}$ is a parameter of the fit. The total expected event yield in a given category, $N_j$, is the sum of the expected signal, background, and spurious signal event yields.

The $p$ values are computed to examine the compatibility of the data and the background-only hypothesis. First, the local $p$ value is calculated for the particular value of $m_x$ under consideration. The local $p$ value is defined as the probability of the background to produce a signal-like excess of which the estimated $\sigma B_{\text{had}}$ is larger than that found in the fit to the data in all categories simultaneously. This procedure utilizes the ratio of the likelihood value where the most likely value of the parameter of interest $\sigma B_{\text{had}}$ is found to the likelihood value where no signal is allowed ($\sigma B_{\text{had}} = 0$) [64]. The global $p$ value is defined as the probability of finding, at any value of $m_x$, a signal-like fluctuation more significant than the most significant excess found in the data, in all categories combined. It is calculated approximately by discounting the local $p$ value by the effective number of search trials possible within the $m_x$ range examined.

The modified frequentist (CL$_S$) method [65,66] is used to set upper limits on the signal $\sigma B_{\text{had}}$ at 95% C.L. To obtain

![FIG. 7. Distribution of the reconstructed mass $m_{\gamma\ell}$ in the $H\gamma$ search BTAG category. The models obtained in the background-only fits are shown by the solid lines. Hypothetical signal distributions with $\sigma B$ at the level excluded multiplied by factors of 20 (for 1 TeV) and 10 (for 2 TeV) for the given signal model and resonance mass are overlaid. The $\sigma B$ lines are calculated with the scale factors applied. The bottom panel gives the significance for each bin. The significance calculation assumes that the background estimate in a given bin is Poisson distributed. The calculation follows the recommendation of Ref. [69]. The impact on the background fit of the statistical uncertainties in parameters $p_i$ is shown as a light band around the solid line. This effect is incorporated into the significance calculation.](032015-11)
limits on $\sigma B$, which is the signal cross section times the branching fraction of resonance decays to $(Z/W/H)\gamma$ with all allowed decays of $Z$, $W$, and Higgs bosons, the resulting $\sigma B_{\text{had}}$ is divided by the measured hadronic branching fraction of the $Z$ (69.91% [67]) or $W$ (67.41% [67]) bosons or the theoretically calculated branching fraction of the Higgs boson to $b\bar{b}$ (58.24% [68]).

Closed-form asymptotic formulas [64] are used to calculate the limits. The $p$ value calculation and $\sigma B$ limit calculations are performed for $m_X$ in range of 1 to 6.8 TeV in steps of 20 GeV. The step size is chosen to be much smaller than the experimental $m_{J\gamma}$ resolution, and the interval spans the interpolation range of the shape parameters. The VMASS and D2 categories are used in the entire range, while the BTAG category is used only for $1 \text{ TeV} < m_X < 3 \text{ TeV}$, and the ELSE category is used only for $3 \text{ TeV} < m_X < 6.8 \text{ TeV}$. The fit interval described in Sec. V B is selected such that a peak in the $m_{J\gamma}$ distribution, resulting from resonance with $m_X$ considered, is fully contained.

Due to the small number of events for large $m_X$ values, the results are checked with ensemble tests. The limits derived with asymptotic formulas agree well with those

![Graphs](image)

**FIG. 8.** The 95% C.L. observed (solid line) and expected (dashed line) upper limits on $\sigma B$ for a resonance with (a) spin-0, produced by gluon–gluon fusion; (b) spin-2, produced by gluon–gluon fusion; and (c) spin-2, produced by quark-antiquark annihilation, decaying to $Z\gamma$ as a function of the resonance mass. The inner and outer bands give the $\pm 1$ and $\pm 2$ standard deviations of expected limits. The local deviations of the observed upper limits from the expected ones on $\sigma B$ are a result of small deviations in the data from the best-fitting background-only model.
obtained with ensemble tests for small $m_X$ values and are underestimated by as much as 30% for large $m_X$ values.

VIII. RESULTS

The data event yields in the baseline selection as well as in all search channels and in the categories within each channel are shown in Table II.

The observed $m_T$ distributions as well as the background distributions obtained from a global background-only fit with various hypothetical signal curves overlaid are shown in Figs. 5–7, for the $Z\gamma$, $W\gamma$, and $H\gamma$ searches, respectively. The event with the highest $m_T$, at a value of 6.3 TeV, has a jet of mass 63 GeV, and it is found in the ELS (VMASS) category of the $Z\gamma$ ($W\gamma$) search.

The smallest local $p$ value, corresponding to a significance of 2.7$\sigma$, is found in the $W\gamma$ search at $m_T = 2.5$ TeV utilizing data from all categories simultaneously. This local $p$ value corresponds to a global significance of less than 1$\sigma$. No significant excess is observed in any of the categories and analysis channels. Limits are placed on specific models.

The $\sigma B$ limits on $Z\gamma$ production, evaluated for resonance masses between 1.0 and 6.8 TeV, are shown in Fig. 8. Spin and production hypotheses comprise a spin-0 resonance, produced by gluon–gluon fusion and a spin-2 resonance, produced by gluon–gluon fusion and $q\bar{q}$ annihilation. The $\sigma B$ limit on $W\gamma$ resonances evaluated for $m_X$ between 1 and 6.8 TeV are shown in Fig. 9. This is the first evaluation of such a limit utilizing hadronic $W$ boson decays. The $Z\gamma$ and $W\gamma$ limits decrease from approximately 10 fb for a resonance mass of 1 TeV to 0.1 fb for a resonance mass of 6.8 TeV. The $H\gamma$ limit evaluated here is the first search for a heavy resonance with this decay mode. The $\sigma B$ limits on the resonances decaying to a $H\gamma$ final state are shown in Fig. 10. The limit is evaluated for resonance masses between 1 and 3 TeV and varies between 10 and 4 fb depending on $m_X$. The limit weakens for $m_X > 2$ TeV due to a decrease in signal efficiency as shown in Fig. 4, stemming from the decrease in the $b$-tagging efficiency for high-momentum jets.

The sensitivity of the resonance search and the strength of the resonance production cross section limit are primarily determined by the available data sample size. Among all the systematic uncertainties, the spurious-signal uncertainty on the background estimation has the largest impact on the limit, in particular in the low-mass region, weakening the limit by up to 20% (1%) at $m_X = 1$ TeV (6.8 TeV). Another important systematic uncertainty is that in the heavy-flavor jet identification efficiency. It weakens the limit by up to 13% (20%) at $m_X = 1$ TeV (3 TeV) in the $H\gamma$ analysis, while it has little impact on the limits in the $Z\gamma$ analysis since the BTAG category is just one of the four categories in this analysis.

IX. CONCLUSION

Results are presented from a search for heavy resonances decaying to $Z\gamma$, $W\gamma$, or $H\gamma$ final states using 36.1 fb$^{-1}$ of $\sqrt{s} = 13$ TeV $pp$ collision data collected by the ATLAS
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