The shape of convective core overshooting from gravity-mode period spacings
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ABSTRACT

Context. The evolution of stars born with a convective core is highly dependent on the efficiency and extent of near core mixing processes, which effectively increases both the core mass and main-sequence lifetime. These mixing processes remain poorly constrained and therefore result in large uncertainties in the stellar structure and evolution models of such stars.

Aims. We investigate to what extent gravity-mode period spacings in slowly pulsating B-type stars observed by the Kepler mission can be used to constrain both the shape and extent of convective core overshoot and additional mixing in the radiative envelope.

Methods. We compute grids of 1D stellar structure and evolution models for two different shapes of convective core overshooting and three shapes of radiative envelope mixing. The models in these grids are compared to a set of benchmark models to evaluate their capability of mimicking the dipole prograde g-modes of the benchmark models.

Results. Through our model comparisons we find that at a central hydrogen content of Xc = 0.5, dipole prograde g-modes in the period range 0.8–3 d are capable of differentiating between step and exponential diffusive overshooting. This ability disappears towards the terminal age main sequence at Xc = 0.1. Furthermore, the g-modes behave the same for the three different shapes of radiative envelope mixing considered. However, a constant envelope mixing requires a diffusion coefficient near the convective core five times higher than chemical mixing from internal gravity waves to obtain a surface nitrogen excess of ~0.5 dex within the main-sequence lifetime.

Conclusions. Within the estimated frequency errors of the Kepler mission, the ability of g-modes to distinguish between step and exponential diffusive overshooting depends on the evolutionary stage. Combining information from the average period spacing and observed surface abundances, notably nitrogen, could potentially be used to constrain the shape of mixing in the radiative envelope of massive stars.
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1. Introduction

A wide range of fields in astronomy rely on the accurate predictions of stellar structure and evolution models. To name a few examples, the study of stars that end their lives in supernovae explosions depends on knowledge of their progenitors, while intermediate-mass stars are particularly important for the age determination of stellar clusters. In stars with convective cores, the size of the core is effectively enlarged through mechanisms such as convective core overshooting. This overshooting brings additional hydrogen into the core of the star and therefore directly impacts the final He core mass and main-sequence (MS) lifetime as well as the evolution of the stars after the MS. Different shapes of the convective core overshooting are either more or less effective at bringing such additional material into the stellar core, and result in different He core masses at the end of the MS. Therefore, constraining both the extent and shape of convective core overshooting remains of prime importance for the evolution of stars with convective cores.

Isochrone fitting of stellar clusters in the Milky Way and the Magellanic Clouds has been used to constrain both the extent and the necessity of convective core overshooting to explain the position and morphology of the MS turnoff in colour magnitude diagrams (e.g. Maeder & Mermilliod 1981; Aparicio et al. 1990; Meynet et al. 1993; Kozhurina-Platais et al. 1997; VandenBerg & Stetson 2004; Rosenfield et al. 2017). Simultaneously fitting evolutionary tracks of binary stars have led to estimates of not only convective core overshooting (e.g. Guinan et al. 2000; Groenewegen et al. 2007; Lacy et al. 2012; Prada Moroni et al. 2012; Stancliffe et al. 2015), but also its dependence on stellar mass (e.g. Ribas et al. 2000; Claret & Torres 2016, 2017). While both methods have provided rough constraints on the extent of the overshooting, its shape has not been calibrated so far.

Another approach to determine convective core overshoot is through asteroseismology. Constraints have been obtained from the ratios of small separations of radial and dipole modes to the large separation for solar-like oscillators on the MS (e.g. Silva Aguirre et al. 2011; Liu et al. 2014; Yang et al. 2015; Deheuvels et al. 2016); the period spacings of mixed modes in RGB (Deheuvels & Michel 2011; Montalbán et al. 2013; Arentoft et al. 2017); retired A-type (Hjørringgaard et al. 2017); and δ Scutstars (Lenz et al. 2010); the ratio of period change of Cepheids (Fadeyev 2015); and the seismic modelling of β Cep stars (Aerts et al. 2003; Pamyatnykh et al. 2004; Walczak & Handler 2015). However, just like the case of isochrone fitting and binary stars, none of these asteroseismic modelling efforts have been able to constrain the shape of convective core overshooting.
Astroseismology of gravity-modes (g-modes) might hold the key to constraining not only the extent, but also the shape of convective core overshooting. These pulsation modes, which are found in both γ Doradus (γ Dor) and slowly pulsating B-type (SPB) stars on the MS (see e.g. Aerts et al. 2010), probe the near core regions of the stars and are highly sensitive to the presence of chemical gradients in the interiors (Miglio et al. 2008). Such a gradient is developed naturally as stars more massive than \( \sim 1.5 \ M_\odot \) evolve along the MS. During this evolution the convective core shrinks, leaving behind a chemical gradient (e.g. Aerts et al. 2010, Fig. 3.5 in Chapter 3), which causes spikes to appear in the Brunt–Väisälä frequency and thereby leads to mode trapping (Miglio et al. 2008). This mode trapping is seen directly as dips in the period spacing series of g-modes (see e.g. Fig. 2 in Miglio et al. 2008), which are series displaying the period difference between modes of consecutive radial orders \( n \) and the same spherical degree \( l \) and azimuthal order \( m \). Additional mixing processes near the convective core change the chemical gradient and thereby directly affect the resulting period spacing series. In the same way a change in the shape of the convective core overshooting results in a different shape of the chemical gradient and thereby makes it possible to use \( g \)-modes to constrain the shape of convective core overshooting.

Degroote et al. (2010) signified the first detection of a period spacing series in an SPB pulsator observed by the CoRoT space telescope (Auvergne et al. 2009). While deviations from a uniform period spacing were detected for this star, the seismic modelling only allowed for a lower limit estimate of the extent of the overshooting. Seismic modelling of independent \( g \)-modes detected in two SPB stars likewise observed by CoRoT provided constraints on the extent of the overshooting, although no period spacing series were detected (Neiner et al. 2012).

The four years of continuous photometric data provided by the Kepler space mission (Borucki et al. 2010), resulting in a tenfold increase in frequency precision compared to CoRoT, allowed for the first detection (Pápics et al. 2014, 2015) and detailed seismic modelling (Moravveji et al. 2015, 2016) of a period spacing series for two single SPB stars. In both cases an exponential description of the overshooting was favoured over a simple extension of the convective core, and additional mixing in the radiative envelope was required. An additional five SPB stars with period spacing series have recently been added to this sample (Pápics et al. 2017) and have yet to undergo similar detailed seismic modelling. In comparison, a total of 67 γ Dor stars with period spacing series were detected in the sample of Kepler stars by Van Reeth et al. (2015). These stars are likewise waiting to be modelled seismically, whereas a system of two hybrid \( \delta \) Scuti/γ Dor binary pulsators observed by Kepler was unable to provide constraints of the shape of the convective core overshooting from seismic modelling efforts of their period spacing series (Schmid & Aerts 2016). Nevertheless, due to the high-frequency precision obtained for Kepler stars we are now at a stage where \( g \)-modes hold the potential to distinguish between different shapes of near core mixing processes.

In this paper, the science questions we intend to answer are to what extent we can use \( g \)-mode pulsations in stars observed by the Kepler telescope to distinguish between (a) a step overshoot formulation versus exponential decaying diffusive mixing, and (b) different shapes and efficiencies of extra diffusive chemical mixing in the radiative envelope, including information on expected surface nitrogen abundances. To carry out this investigation, grids of 1D stellar models are computed using the state-of-the-art 1D stellar structure and evolution code MESA ( Paxton et al. 2011, 2013, 2015) version r8118. For these grids, different shapes of the convective core overshooting and radiative envelope mixing (described in Sect. 2) are used. The pulsation mode properties of the stellar models are determined using the stellar oscillation code GYRE (Townsend & Teitler 2013), and compared to chosen benchmark models. Section 3 describes the general set-up for the grids of stellar models and how the model comparison is carried out. In Sect. 4 we test the predictability of \( g \)-modes on distinguishing between different shapes of overshooting and radiative envelope mixing. The combined probing capability of \( g \)-modes and surface nitrogen abundances is discussed in Sect. 5. Finally, we summarize our conclusions in Sect. 6. These conclusions will form the basis of future asteroseismic modelling of Kepler SPB stars.

2. Overshooting descriptions available in MESA

In all cases mentioned here, the temperature gradient in the overshoot region is the radiative value, \( \nabla = \nabla_{\text{rad}} \). This implies that the thermal structure remains unchanged by the overshooting, and only the chemical mixing is affected as discussed in detail by Viallet et al. (2015). The only differences in the shapes of overshooting described below are therefore in the efficiency of the chemical mixing that they introduce in the overshooting region.

2.1. Step overshooting

The step overshoot is the simplest of the three convective core overshoot descriptions available in MESA. It is the simplest way to go from a rigid convective boundary, resulting from the simplified 1D description of convection in the mixing length theory (Böhm-Vitense 1958), to allow the convective flow to penetrate into the radiative zones, due to the inertia of the convective elements at the boundary. When instead a \( \nabla = \nabla_{\text{rad}} \) is used in the overshooting region, this type of overshooting is also referred to as convective penetration (see e.g. Viallet et al. 2015, for further discussion on this). Here we have used \( \nabla = \nabla_{\text{rad}} \) in the overshooting region as mentioned above.

The step overshooting formalism implemented in MESA assumes that overshooting extends over a distance \( \alpha_{\text{ov}} \cdot H_{\text{p,cc}} \) from the convective core boundary, \( r_{\text{ov}} \), into the radiative envelope. \( H_{\text{p,cc}} \) is the pressure scale height at \( r_{\text{cc}} \) and \( \alpha_{\text{ov}} \) is the extent of the overshooting, i.e. the parameter determining the size of the overshooting region. Here \( r_{\text{cc}} \) is defined as the position at which \( \nabla_{\text{ad}} = \nabla_{\text{rad}} \), and the mixing is assumed to be constant and instantaneous with the diffusion coefficient given by

\[
D_{\text{OV}} = D_0. \tag{1}
\]

Because the diffusive mixing coefficient goes to zero at \( r_{\text{ov}} \), the switch from convection to overshooting is set to occur at a distance \( r = r_{\text{cc}} - f_0 H_{\text{p,cc}} \). Here \( D_0 \) is the value of the diffusion coefficient in the convective core at \( r_0 \). Increasing \( f_0 \) therefore increases \( D_0 \). The overall shape of the step overshooting is depicted in Fig. 1a, and is set in MESA by the two parameters \( f_0 \) and \( \alpha_{\text{ov}} \). To account for the step \( f_0 H_{\text{p,cc}} \) taken inside the convective core, we effectively set the extent of the overshooting region as \( (f_0 + \alpha_{\text{ov}})H_{\text{p,cc}} \).

2.2. Exponential diffusive overshooting

Instead of just enlarging the size of the core, the exponential overshooting description assumes that the efficiency of the mixing decreases for particles further away from the convective core. Such a decrease in mixing efficiency was motivated...
by Freytag et al. (1996), whose 2D hydrodynamical simulations of surface convection in A-type stars and white dwarfs showed an exponential decay with distance from the convective boundary in the vertical velocities of the convective cells. The parameters of exponential diffusive mixing used in MESA are described by Herwig (2000), who follow the prescription of the time-dependent overshooting mixing given by Freytag et al. (1996). Herwig (2000) used this description of the overshooting to study its effect on the evolution of asymptotic giant branch (AGB) stars, showing a clear effect on the third dredge-up, for example. In this sense, it concerns convective undershooting towards the interior of the star.

For an exponential overshoot, the diffusion coefficient in the overshooting region is given as

\[ D_{\text{OV}} = D_0 \exp \left( -\frac{2}{f_{\text{ov}}} (r - r_0) \right) \]  

The shape of the exponential overshooting is illustrated in Fig. 1b. As in the case of step overshooting, the switch from convection to overshooting is set to occur at \( r_0 \). To take into account the step taken inside the convective region, we effectively use \( (f_0 + f_{\text{ov}}) \cdot H_{p,cc} \) in Eq. (2) instead of just \( f_{\text{ov}} \cdot H_{p,cc} \). In MESA, the parameters \( f_0 \) and \( f_{\text{ov}} \) can be varied.

\subsection{2.3. Extended exponential overshooting}

Through 2D and 3D hydrodynamical simulations of He-shell flash convection in AGB stars, Herwig et al. (2007) found that the convective boundary mixing at the bottom of the convective envelope is best described by two exponential terms. This double exponential overshooting is thereby an extension of the exponential diffusive overshooting described above and is illustrated in Fig. 1c. Battino et al. (2016) interpreted the mixing from the first exponential term as arising from Kelvin–Helmholtz instabilities, and the second term as being due to internal gravity waves (IGWs) generated at the convective boundary. The parameterised version of this extended exponential overshooting was described and applied by Battino et al. (2016) to study s-process nucleosynthesis in AGB stars. Here, we test this description for overshooting at the core, rather than undershooting at the envelope.

As in the case of the standard exponential overshoot, \( r_0 \) gives the position at which the switch from convection to overshooting defined by \( f_0 \cdot H_{p,cc} \) occurs, and \( D_0 \) is the diffusion coefficient at \( r_0 \). Two length scales occur: (1) \( f_1 \cdot H_{p,cc} \), which corresponds to the description in Eq. (2), and (2) \( f_2 \cdot H_{p,cc} \), which takes effect for \( r > r_2 \). The location of \( r_2 \) is determined by the choice of \( D_2 \). In other words, when the diffusive mixing coefficient in the overshooting region decreases below \( D_2 \), the overshooting region is extended by a second exponential term.

The mathematical description of the extended exponential overshooting is

For \( r \leq r_2 \):

\[ D_{\text{OV}} = D_0 \exp \left( -\frac{2}{f_{\text{ov}}} (r - r_0) \right) \]  

For \( r \geq r_2 \):

\[ D_{\text{OV}} = D_2 \exp \left( -\frac{2}{f_2} (r - r_2) \right) \]

When using the extended exponential overshoot, the parameters to be varied in MESA are \( f_0 \), \( f_1 \), \( f_2 \), and \( D_2 \). In all cases, it is required that \( f_2 > f_1 > f_0 \). If \( f_2 = f_1 \), we simply reproduce the single exponential overshooting. If \( f_2 < f_1 \), the “extension” cuts off the single exponential overshooting and causes it to go to zero faster. To take into account the step \( f_0 \cdot H_{p,cc} \) taken inside the convective core, we effectively use \( (f_0 + f_1) \cdot H_{p,cc} \) in Eq. (3) and \( (f_0 + f_2) \cdot H_{p,cc} \) in Eq. (4).

\subsection{2.4. Extra diffusive mixing in the radiative envelope}

Aside from mixing caused by convection and convective core overshooting, additional mixing may occur in the radiative envelope. The detection of enhanced N abundance at the surface
of massive stars (e.g. Hunter et al. 2008) is a sign of efficient chemical mixing throughout the radiative envelope. Since N is the most important byproduct of the CNO cycle during the MS and reveals itself in clear spectral lines in optical spectroscopy, it is the best element for tracing envelope mixing, although O and C are also suitable diagnostics (Martins et al. 2015). The N excess of OB-type stars is typically in the range up to 0.7 dex and has been interpreted in terms of rotational mixing (e.g. Brott et al. 2011). Nevertheless, alternative explanations such as pulsational mixing have been considered as well because of a lack of correlation between rotational frequency at the stellar surface and N abundance (Aerts et al. 2014). Given that $g$-modes have recently shown the need of envelope mixing in addition to core overshooting (Moravveji et al. 2015, 2016), we investigate the physical cause from a combined approach of asteroseismology and surface abundances.

The standard procedure in MESA is to include an extra constant diffusive mixing $D_{\text{ext}}$ in the radiative envelope, as illustrated by the green shaded regions in Figs. 1a and b. The extra diffusive mixing effectively changes the shape of the chemical gradient left behind as the core contracts during the MS of stars with masses above $\sim 1.5 M_\odot$. Therefore, $g$-modes are able to trace the efficiency of such extra mixing in the near core region of the star. For the extended exponential overshooting description in Sect. 2.3, we replace the extra constant envelope mixing by the extended exponential term (green shaded region in Fig. 1c) in order to test whether similar $g$-mode pulsation patterns can be obtained when compared to the constant envelope mixing in Fig. 1b.

It has recently been shown by Rogers & McElwaine (2017) that IGWs are able to induce chemical mixing in the radiative envelope of stars with convective cores. The diffusive mixing profile resulting from IGWs increases towards the surface of the stars and is different from the constant diffusive mixing included in MESA. To investigate the effect on the $g$-modes and surface abundances from using such a description, we implement the diffusive mixing profile illustrated in Fig. 4 of Rogers & McElwaine (2017) for a frequency spectrum at generated velocities $\propto \omega^{-1}$. Here $\omega$ is the angular frequency of the waves. This profile is directly loaded into MESA and rescaled to a minimum $D_{\text{ext}}$ at the switch from exponential overshooting to radiative envelope mixing, corresponding to the minimum diffusive mixing set in MESA. The difference between constant mixing and the diffusive mixing profile from IGWs is illustrated in Fig. 1d.

2.5. General context of 3D simulations

The 3D hydrodynamic simulations of core convection in a 2 $M_\odot$ A-type star carried out by Browning et al. (2004) show that the convective boundary mixing consists of two regions. In the inner region $V = V_{\text{ad}}$, thereby affecting both chemical mixing and entropy, whereas in the outer region $V = V_{\text{rad}}$ (see also Viallet et al. 2015). While the extent of the individual regions depends on the latitude, they combine to an overall spherical shape of the core. The numerical simulations of IGWs in a 3 $M_\odot$ star also show a combination of convective penetration and overshooting at the convective core boundary, both of which decrease in depth for increasing rotation and evolve in time (Rogers et al. 2013). Three-dimensional simulations of core dynamos in B-type stars show that magnetic fields generate in the convective core also extend into the overshooting region (e.g. Augustson et al. 2016), possibly impacting the mixing and gravity wave excitation in this region.

On the other hand, numerical simulations carried out by e.g. Meakin & Arnett (2007, oxygen-burning shell) and Gilet et al. (2013, core convection simulations in a mid MS 15 $M_\odot$ star), suggest that turbulent entrainment provides a better description for convective boundary mixing than the classical picture of convective core overshooting. This form of mixing delivers a particular parameterisation of overshooting (Viallet et al. 2015), but does not cover the circumstances in intermediate-mass stars pulsating in high-order $g$-modes.

The aim of this work is not to argue which description is the best, but rather to investigate whether period spacing series of $g$-modes are able to provide observational constraints on the shape of the mixing in the stellar interior. We test this for the simple prescriptions in Sects. 2.1–2.4.

3. General set-up

3.1. MESA set-up

In order to test to what extent we can use $g$-modes to distinguish between the different shapes of convective core overshoot and radiative envelope mixing, we compute a grid of non-rotating MS models around a set of benchmark models, which are listed in Table 1. Aside from the few input parameters which are varied in the different grids, the general set-up for MESA and GYRE are the same (given in Appendices A and B). To carry out the model computations we use the Ledoux criterion for convection and fix the semi-convection parameter to $\alpha_{sc} = 0.01$. The adopted mixing length theory is the one developed by Cox & Giuli (1968), and the mixing length parameter is set to $\alpha_{\text{MLT}} = 2.0$. We use the opacity tables from Moravveji (2016), based on the Asplund et al. 2009 metal mixture and including a 75% increase in the monochromatic opacities of iron and nickel from the default MESA opacity tables. This increase is motivated by the direct measurements of the iron opacities performed by Bailey et al. (2015), and has been found to successfully explain the majority of excited modes in β Cep and SPB stars (Moravveji 2016).

However, none of our conclusions on the shape of the overshooting depends on the choice of opacities. The model’s atmosphere is obtained from the MESA photospheric tables (Paxton et al. 2011), which are constructed from the PHOENIX (Hauschildt et al. 1999a,b) and Castelli & Kurucz (2003) model atmospheres.

In order to assure that the difference in central hydrogen content $X_c$ between two steps on the evolutionary track of the models is $\lesssim 0.001$, we set the maximum time step allowed to 100 000 yr. The final two parameters which we explicitly fix are $\beta_0$ and the initial metallicity $Z_{\text{ini}}$. As explained in Sect. 2, $\beta_0$ specifies the value of the diffusive mixing coefficient $D_0$ at the switch from convection to overshooting. To ensure $D_0 > 0$ cm$^2$ s$^{-1}$, $\beta_0 > 0$ is required. We choose $\beta_0 = 0.001$ which corresponds to $\sim$2 steps in resolution into the convective core from the convective boundary.

The value of $Z_{\text{ini}}$ is set to 0.014, the Galactic standard for B-type stars in the solar neighbourhood from Nieva & Przybilla (2012) and Przybilla et al. (2013). Through the modelling of the period spacing series of the SPB star KIC 10526294, Moravveji et al. (2015) found that an equally good model fit for a higher $M_{\text{ini}}$ can be obtained by reducing $Z_{\text{ini}}$. Therefore, we fix $Z_{\text{ini}}$ and vary the mass. The final MESA set-up is given in Appendix A.

3.2. GYRE set-up

As previously mentioned, the pulsation mode properties for the different stellar models in our computed grid are determined
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\( \pi \) is the asymptotic period spacing given by \( 2 \) computed frequencies. The frequency range scanned for dipole \( \Pi_{f} \) where \( \Pi_{f} \equiv \text{function and exclude e} \) which are the easiest to detect for \( \Pi_{f} \), we consider only dipole prograde using the stellar oscillation code GYRE version 4.1. In this work\(\text{using the stellar oscillation code GYRE version 4.1. In thw work we consider only dipole prograde g-modes, } (l, m) = (1, +1), \text{ which are the easiest to detect for Kepler SPB stars (Pápics et al. 2014, 2015, 2017). For the GYRE computations we use the adiabatic approximation and exclude effects from rotation (\( \Omega_{\text{rot}} = 0 \text{ rad s}^{-1} \)) on the computed frequencies. The frequency range scanned for dipole prograde modes of different radial order \( n \) is set by \( f_{\text{min}} = \left( \frac{\pi}{\sqrt{(l+1)}} n_{\text{max}} \right)^{-1}, \quad f_{\text{max}} = \left( \frac{\pi}{\sqrt{(l+1)}} n_{\text{min}} \right)^{-1}, \) (5) \( f_{\text{min}} \) and \( f_{\text{max}} \) (\( n_{\text{min}} = 5 \) and \( n_{\text{max}} = 75 \)) are the minimum and maximum frequency (radial order) in the scanned range, \( \Pi_{0} \) is the asymptotic period spacing given by \( 2\pi^{2}(\int \frac{N}{r} \text{d}r)^{-1} \), and \( N \) is the Brunt–Väisälä frequency. By convention, GYRE uses negative values of the radial order \( n \) to distinguish \( g \)-mode frequencies from \( p \)-mode frequencies. The detailed GYRE set-up is given in Appendix B.

### 3.3. Grids and the benchmark models

For each of the three overshooting and extra diffusive radiative envelope mixing descriptions discussed in Sect. 2, a fine grid of stellar models is computed around two chosen central hydrogen mass fractions, \( X_{c} \approx 0.5 \) and 0.1. During the early stages of main-sequence evolution (near \( X_{c} = 0.5 \)) the period spacing series are very different from those near the terminal age main sequence (TAMS, near \( X_{c} = 0.1 \)). We carry out tests of the overshooting descriptions for two different values of \( X_{c} \) to investigate whether modelling a star at different ages would result in a similar capacity to probe the shape of the overshooting. The benchmark models and their corresponding surrounding grids are described in detail below.

#### 3.3.1. Step vs. exponential diffusive overshooting grids

To compare the step overshoot (Fig. 1a) to the exponential overshoot description (Fig. 1b), we compute two grids of stellar models and test them against the benchmark models in Table 1. For all benchmark models we set the overall abundances to the Galactic standard \( (X_{\text{ini}}, Y_{\text{ini}}, Z_{\text{ini}}) = (0.71, 0.276, 0.014) \) (Nievá & Przybilla 2012; Przybilla et al. 2013), and \( M_{\text{ini}} = 3.25 M_{\odot} \). Benchmark model A and B (C and D) uses the exponential (step) overshoot description and only differs in age, i.e. \( X_{c} \). As an illustration of their probing power, we show in Fig. 2 the prograde dipole modes of \( n = 12 \) and \( n = 44 \) for the four benchmark models. The period spacing series for benchmark models A and B are shown in red in Figs. 3.4, 7–10.

Due to the shrinking of the convective core through the MS evolution, the mode inertia in Fig. 2 are shown for two different radial depths. The left and centre panels demonstrate the huge difference between the radial and horizontal displacement of \( g \)-modes, with the horizontal displacement being a factor of 10 to ~100 times larger than the radial displacement near the convective core for the shown radial orders. The probing power between the \( g \)-modes of different radial order is markedly different near the receding core. This property was previously exploited by Triana et al. (2015) to construct the rotation profile of the SPB star KIC 10526294.

Table 2 lists the parameter set-up for each of the model grids, centred around the benchmark models A/B and C/D. For each of the grids, four parameters are varied: \( M_{\text{ini}}, X_{\text{ini}}, X_{c}, \) and the extent of the overshooting \( (\alpha_{\text{ov}} \text{ for step overshoot and } f_{\text{ov}} \text{ for exponential}). \) A given value of \( \alpha_{\text{ov}} \) corresponds approximately to a factor 10 lower value in \( f_{\text{ov}} \) for B stars with \( Z_{\text{ini}} = 0.014 \) (Moravveji et al. 2015), hence the large difference in the two parameters. The value of \( D_{\text{ext}} \) is not varied, but is set to the same value as that of the benchmark models.

#### 3.3.2. Grids including extra diffusive mixing in the radiative envelope

To test the ability of \( g \)-mode pulsations to constrain extra diffusive mixing in the radiative envelope, an additional three grids of stellar models and their pulsation properties are computed. These grids are used to carry out two comparisons. In both cases we only test the effect of varying the diffusive mixing in the radiative envelope, i.e. the effect of varying \( D_{\text{ext}}, f_{2}, \) and \( D_{\text{s}}, \) and keep all other parameters the same and constant \( (M_{\text{ini}} = 3.25 M_{\odot}, X_{\text{ini}} = 0.71, X_{c} = 0.5, \) or \( 0.1, f_{\text{ov}} = 0.015 \)). The first comparison is carried out between the exponential diffusive overshooting description including extra constant mixing in the radiative envelope (Fig. 1b) and the extended

---

**Table 1. Benchmark models and their parameters.**

<table>
<thead>
<tr>
<th>Benchmark model</th>
<th>( M_{\text{ini}} [M_{\odot}] )</th>
<th>( X_{\text{ini}} )</th>
<th>( X_{c} )</th>
<th>( \alpha_{\text{ov}} )</th>
<th>( f_{\text{ov}} )</th>
<th>( D_{\text{ext}} ) [cm s(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.25</td>
<td>0.71</td>
<td>0.50</td>
<td>–</td>
<td>0.015</td>
<td>20</td>
</tr>
<tr>
<td>B</td>
<td>3.25</td>
<td>0.71</td>
<td>0.10</td>
<td>–</td>
<td>0.015</td>
<td>20</td>
</tr>
<tr>
<td>C</td>
<td>3.25</td>
<td>0.71</td>
<td>0.50</td>
<td>0.15</td>
<td>–</td>
<td>20</td>
</tr>
<tr>
<td>D</td>
<td>3.25</td>
<td>0.71</td>
<td>0.10</td>
<td>0.15</td>
<td>–</td>
<td>20</td>
</tr>
</tbody>
</table>

**Notes.** Benchmark model A and B (C and D) use the exponential (step) overshoot description for two different values of the central hydrogen content \( X_{c} \).

**Table 2. Parameters for the two overshooting grids computed around benchmark models A/B and C/D.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>From</th>
<th>To</th>
<th>Step</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential overshoot</td>
<td>( M_{\text{ini}} [M_{\odot}] )</td>
<td>3.1</td>
<td>3.4</td>
<td>0.05</td>
</tr>
<tr>
<td>( X_{\text{ini}} )</td>
<td>0.68</td>
<td>0.73</td>
<td>0.01</td>
<td>6</td>
</tr>
<tr>
<td>( X_{c,1} )</td>
<td>0.515</td>
<td>0.485</td>
<td>0.001</td>
<td>31</td>
</tr>
<tr>
<td>( X_{c,2} )</td>
<td>0.115</td>
<td>0.085</td>
<td>0.001</td>
<td>31</td>
</tr>
<tr>
<td>( f_{\text{ov}} )</td>
<td>0.010</td>
<td>0.020</td>
<td>0.001</td>
<td>11</td>
</tr>
</tbody>
</table>

**Notes.** Start and end values are listed, including step size and final number \( N \) of the different values for a given parameter. \( X_{c,1} \) refers to the variation in central hydrogen content for benchmark models A and C, i.e. around \( X_{c,1} = 0.5 \). \( X_{c,2} \) is the same for benchmark models B and D around \( X_{c,2} = 0.1 \).
exponential overshooting description (Fig. 1c). For this investigation, two grids are computed and compared to benchmark model A and B in Table 1. In the first grid, the exponential overshooting description is used, and $D_{\text{ext}}$ is varied in the range listed in Table 3. When $D_{\text{ext}}$ is increased, the steepness of the chemical gradient resulting from the retreating convective core decreases, which in return diminishes the dips in the period spacing patterns. Keeping in mind that for the two SPB stars modelled by Moravveji et al. (2015) and Moravveji et al. (2016), $D_{\text{ext}} < 10 \text{ cm}^2 \text{ s}^{-1}$ was needed to explain the observed period spacing series, so we chose not to extend the grid to higher values.

For the second grid, the extended exponential overshooting is used, setting $f_1 = f_{\text{ov}}$ and $D_{\text{ext}} = 0 \text{ cm}^2 \text{ s}^{-1}$, but varying $D_2$ and $f_2$. We chose to extend $D_2$ up to 1000 cm$^2$ s$^{-1}$ and changed the step size on a semi-logarithmic scale. The same was done for $f_2$. We provide the full parameter list for $f_2$ and $D_2$ in Table 3, rather than the minimum and maximum values. The parameter range is set in this way in order to test whether a large value of $D_2$ can mimic the period spacing series of benchmark models A and B if a similarly small value of $f_2$ is chosen. In both cases, the depth of the dips in the period spacing series become smaller and shifts towards lower periods for increasing values of $f_2$ and $D_2$, mimicking the behaviour for increasing $D_{\text{ext}}$. The second comparison is between the exponential diffusive overshooting with constant radiative envelope mixing (Fig. 1b) and with the diffusive mixing profile predicted by IGWs (Fig. 1d). For both of the descriptions, the only varied parameter is $D_{\text{ext}}$, and the same parameter range given in Table 3 under exponential diffusive overshooting is used.

### 3.4. Merit function

We want to know whether $g$-mode pulsations can distinguish between different overshooting and envelope mixing descriptions. To do this, we define a merit function (MF) which we use to rank the grid models according to how well they can mimic the benchmark

$$\text{MF} = \frac{1}{(N-k)\sigma_R^2} \sum_{i=1}^{N} \left( f_i^{\text{bench}} - f_i^{\text{model}} \right)^2. \quad (6)$$

Here $N$ is the number of dipole prograde modes for the benchmark model in the period range 0.8–3 d for which $g$-modes are detected in SPB stars (Pápics et al. 2017); $k$ is the number of varied parameters in the grid ($k = 4$ for both grids in Table 2, $k = 1$ and 2 for the exponential and extended exponential overshooting grid in Table 3, respectively); $\sigma_R$ is the Rayleigh limit (which

![Fig. 2. Radial (left) and horizontal (centre) components of the displacement vector for the $n = 12$ (in red) and $n = 44$ (in blue) dipole prograde $g$-modes of the benchmark models in Table 1, along with their differential mode inertia (right). The upper and lower panels are for benchmark model A/C ($X_e = 0.5$) and B/D ($X_e = 0.1$), respectively. The dark blue and red curves are for the exponential overshoot benchmark models (A/B), whereas the cyan and magenta curves are for the step overshoot benchmark models (C/D). The components of the displacement vectors have been normalised such that the radial components are one at the surface. The inserted second plots in the centre panels show a zoomed in version of the horizontal displacements.](image)
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**Table 3.** Varied parameters and values for the two grids used to test the exponential overshooting with extra diffusive mixing in the radiative envelope against the extended exponential overshooting description.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>From To</th>
<th>Step</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exponential overshooting</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{\text{ext}} \text{ [cm}^2 \text{ s}^{-1}]$</td>
<td>0 100</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td><strong>Extended exponential overshooting</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>[0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5]</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>$D_2 \text{ [cm}^2 \text{ s}^{-1}]$</td>
<td>[1, 2, 5, 10, 20, 50, 100, 200, 500, 1000]</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

**Notes.** For both grids, the parameters $M_{\ast} = 3.25 \, M_{\odot}$, $X_{\ast} = 0.71$, $X_e = 0.5$ and $X_e = 0.1$, $f = f_1 = 0.015$ are held constant. In the first grid, the exponential overshooting description is used and $D_{\text{ext}}$ is varied. For the extended exponential overshooting, we list the values of $f_2$ and $D_2$ used to compute the grid.
gives the frequency resolution, and is an upper limit for the frequency error of observed pulsations) for the nominal Kepler mission. \( \sigma_R = 1/T = 0.00068 \, \text{d}^{-1} \); \( f_{\text{bench}} \) is the \( i \)th benchmark model frequency within the range in period of 0.8–3 d; and \( f_{\text{model}}^{(i)} \) is the nearest frequency to the \( f_{\text{bench}}^{(i)} \) for a given model in the grid. From this definition, a lower MF corresponds to a better match, and a perfect match will return MF = 0.

While the MF ranks the grid models according to which matches the benchmark models best, it provides no information on how different the MF values of two models have to be in order to be distinguishable. This information is needed in order to tell which model parameter range essentially returns the same best matching model result, and whether the different shapes of overshooting and radiative envelope mixing are distinguishable according to the resulting \( g \)-mode properties. Therefore, for the MF of the best matching model MF_Best, we determine a cut-off in MF below which the models are considered indistinguishable. To define this cut-off, \( f_{\text{model}} \) is replaced by \( f_{\text{model}}^{(i)} + \delta_i \) in Eq. (6), where \( \delta_i \) is an expected observational error estimate on the frequencies drawn randomly from a normal distribution centred around zero and with a standard deviation equal to \( \sigma_R \). This step is repeated 10,000 times, resulting in a normal distribution of MF values (MF_Best,10000), centred around MF_Best + \( \sigma_R \), and \( N(N - k) \). This distribution represents how much MF_Best would change if we shifted the frequencies of the best matching model within the expected observational errors on the frequencies from the Kepler mission. Based on this distribution, the cut-off is set to be mean(MF_Best,10000) + \( \sigma_R \)std(MF_Best,10000) = MF_cut. All models with MF below this cut-off essentially match the benchmark model just as well as the model with the lowest MF within the same grid, considering the frequency resolution of the nominal Kepler mission.

4. Probing power of \( g \)-modes to unravel mixing shapes

4.1. Step vs. exponential overshoot

We turn towards answering the question of whether it is possible to distinguish between step and exponential overshooting using \( g \)-modes. For this to be the case, the MFs of the best matching models resulting from comparing benchmark model A and B to the grid of models with step overshooting have to be higher than the MF cut-offs: MF_cut,A = 1.41 and MF_cut,B = 1.36. An internal comparison between the grid models is discussed in Appendix C.

Figures 3 and 4 shows the period spacing series of the \((l, m) = (1, 1)\) \( g \)-modes for the 15 best matching models obtained when comparing benchmark model A and B (red curves) to the step overshooting grid, respectively. The colours correspond to different values of the MF, which become darker for decreasing MF values. The red dashed lines and numbers denote the positions and values of the different radial orders \( n \). The lower panels illustrate the frequency deviations \( \delta f / f_{\text{bench}} \) in percentage between the \((l, m) = (1, 1)\) \( g \)-modes of the best matching models and the benchmark model. The colours link the differences to the period spacing series in the upper panels and the periods have been fixed to those of the benchmark models. The dark grey shaded region shows the Rayleigh limit for the nominal Kepler mission. As can be seen in both Figs. 3 and 4, the step overshooting models manage to reproduce well the period spacing series of the exponential overshoot benchmark model at low periods, but are unable to do so at longer periods. The best step overshooting model mimicking the \( g \)-mode frequencies of benchmark model A returns MF = 3.31, well above the MF cut,A = 1.41. However, we find for the more evolved model comparison between benchmark model B and the step overshooting grid that the best matching model has MF = 0.55, below the cut-off MF cut,B = 1.36. Therefore, we conclude that the ability of dipole prograde \( g \)-modes covering the range in period of 0.8–3 d to distinguish between step and exponential overshooting depends on the MS evolutionary stage. At \( X_c = 0.5 \) we can distinguish between the two overshooting descriptions at the level of 6\( \sigma_{\text{std}} \), but at \( X_c = 0.1 \) the step and exponential diffusive overshooting are indistinguishable within 3\( \sigma_{\text{std}} \).

4.2. Correlations

Forward modelling of SPBs has revealed correlations among the parameters, but they have not yet been analysed in detail. To search for correlations between the model parameters listed in Table 2, we first create 2D surface plots showing how the MF varies as a function of varying two parameters at a time, while keeping all others fixed to those of the best matching step overshooting models. If any clear correlations existed between the parameters, they should show up in these 2D surface plots. The step overshooting model which best mimics the \((l, m) = (1, 1)\) \( g \)-mode frequencies of benchmark model A has the parameters \( M_{\text{i}} = 3.30 \, M_{\odot}, X_{\text{i}} = 0.73, X_c = 0.513, \) and \( \alpha_{ov} = 0.20. \) The correlation plots resulting from centring on these model parameters are shown in Fig. 5. Similarly, for benchmark model B we get \( M_{\text{i}} = 3.25 \, M_{\odot}, X_{\text{i}} = 0.72, X_c = 0.109, \) and \( \alpha_{ov} = 0.17 \) as the best matching step overshooting model (see Fig. 6).

For the less evolved models, i.e. at \( X_c \sim 0.5 \) (see Fig. 5), when \( X_{\text{i}} \) is increased the lowest MF is obtained by increasing \( M_{\text{i}}, X_c, \) and the extent of the overshooting \( \alpha_{ov} \). The opposite is seen when comparing the initial mass to the extent of the overshooting, where a higher \( M_{\text{i}} \) requires a lower \( \alpha_{ov} \) for a given benchmark model comparison. A similar but less clear correlation might be present between \( M_{\text{i}} \) and \( X_c \), while no clear correlation is seen for \( X_{\text{i}} \) versus \( \alpha_{ov} \). For the more evolved models at \( X_c \sim 0.1 \) in Fig. 6, the correlations become sharper and more defined compared to the higher \( X_c \) counterparts in Fig. 5. Furthermore, a clear correlation is now seen for \( X_{\text{i}} \) versus \( \alpha_{ov} \). For the benchmark model comparisons, where lower MF values are obtained when \( X_c \) decreases and \( M_{\text{i}} \) or \( f_{ov} \) increases.

In order to come up with mathematical expressions for the correlations seen in Figs. 5 and 6 we carry out a multivariate linear regression of the form

\[
Y_i = \beta_0 + \beta_1 X_{i1} + \cdots + \beta_k X_{ik},
\]

using 1/MF as weights. Here \( i \) represents the \( i \)th model in the grid, and \( k \) the total number of compared parameters. As an example, to determine the dependence of \( M_{\text{i}} \) on \( X_{\text{i}}, X_c, \) and \( \alpha_{ov} \) we set \( M_{\text{i}} = Y \) and the predictors \( (X_1, X_2, X_3) = (X_{\text{i}}, X_c, \alpha_{ov}) \) and estimate the regression coefficients \( \beta_0, \beta_1, \beta_2, \) and \( \beta_3 \). The significance of the predictors is defined at the conventional 5% level, corresponding to a \( p \)-value < 0.05. In the case that a predictor obtains a \( p \)-value \( \geq 0.05 \), the predictor is excluded from Eq. (7) and the multivariate linear regression is carried out once more until all predictors have \( p < 0.05 \).

Table 4 lists the results for the benchmark model A and B comparison to the step overshooting grids. Each row corresponds to an expression of the form in Eq. (7), and the elements are the estimated \( \beta_i \) and their standard errors. For all the predictors with listed coefficients, the \( p \)-value is \( \leq 0.0001 \). The results in Table 4 and Figs. 5 and 6 reveal that correlations between the
Fig. 3. Period spacing series (upper panel) of the 15 best matching models resulting from comparing the exponential diffusive overshoot benchmark model A (red curve) to the step overshooting grid. The colours indicate the different values of the merit function, and the vertical dashed lines give the positions and values of the radial orders \( n \) of the benchmark model. The lower panel shows the frequency deviations in percentage between the benchmark model and the nearest frequencies of the exponential overshooting models. The position of the deviations in period space has been fixed to those of the benchmark model. The dark grey shaded region shows the Rayleigh limit for the Kepler mission.

Fig. 4. Same as Fig. 3, but for benchmark model B compared to the step overshooting grid.

Table 4. Results from multivariate linear regression.

<table>
<thead>
<tr>
<th></th>
<th>( M_{\text{ini}} )</th>
<th>( X_{\text{ini}} )</th>
<th>( X_c )</th>
<th>( \alpha_{\text{ov}} )</th>
<th>Intercept</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Benchmark model A vs. step overshooting grid</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( M_{\text{ini}} )</td>
<td>–</td>
<td>1.35 ± 0.02</td>
<td>0.52 ± 0.04</td>
<td>–0.35 ± 0.01</td>
<td>2.10 ± 0.02</td>
<td>0.134</td>
</tr>
<tr>
<td>( X_{\text{ini}} )</td>
<td>0.066 ± 0.001</td>
<td>–</td>
<td>0.253 ± 0.008</td>
<td>0.023 ± 0.002</td>
<td>0.367 ± 0.005</td>
<td>0.123</td>
</tr>
<tr>
<td>( X_c )</td>
<td>0.010 ± 0.0008</td>
<td>0.107 ± 0.004</td>
<td>–</td>
<td>–</td>
<td>0.394 ± 0.003</td>
<td>0.043</td>
</tr>
<tr>
<td>( \alpha_{\text{ov}} )</td>
<td>–0.104 ± 0.003</td>
<td>0.15 ± 0.01</td>
<td>–</td>
<td>–</td>
<td>0.41 ± 0.01</td>
<td>0.036</td>
</tr>
<tr>
<td><strong>Benchmark model B vs. step overshooting grid</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( M_{\text{ini}} )</td>
<td>–</td>
<td>1.60 ± 0.03</td>
<td>−1.91 ± 0.06</td>
<td>−0.59 ± 0.01</td>
<td>2.41 ± 0.02</td>
<td>0.166</td>
</tr>
<tr>
<td>( X_{\text{ini}} )</td>
<td>0.071 ± 0.001</td>
<td>–</td>
<td>0.68 ± 0.01</td>
<td>0.084 ± 0.003</td>
<td>0.397 ± 0.005</td>
<td>0.188</td>
</tr>
<tr>
<td>( X_c )</td>
<td>−0.0188 ± 0.0006</td>
<td>0.150 ± 0.003</td>
<td>–</td>
<td>−0.024 ± 0.001</td>
<td>0.058 ± 0.002</td>
<td>0.111</td>
</tr>
<tr>
<td>( \alpha_{\text{ov}} )</td>
<td>−0.130 ± 0.003</td>
<td>0.42 ± 0.01</td>
<td>−0.54 ± 0.03</td>
<td>–</td>
<td>0.35 ± 0.01</td>
<td>0.088</td>
</tr>
</tbody>
</table>

Notes. Included are the parameter estimates ± standard errors of the predictors for which \( p < 0.05 \). \( R^2 \) is the fraction of the variance explained by the included predictors and their coefficients.
Fig. 5. Two-dimensional plots for benchmark model A compared to the step overshooting grid showing the change in merit function as two parameters are varied and all others are kept fixed to those of the best matching step overshooting model at $X_c \sim 0.5$. The red cross shows the position of the best fitting model in each of the plots and the red curves the 5.15 merit function cut-off contour lines for the best matching step overshooting model.

The basic parameters used in forward modelling may be strong, but change over time along the evolutionary track. Our results offer a useful guide to refine forward modelling from $g$-mode pulsations once rough $X_c$-values have been found.

4.3. Extra constant diffusive mixing vs. extended exponential overshoot

As in Sect. 4.1 and Appendix C, we first determine how benchmark model A and B compare intrinsically to the grid of models with exponential overshooting and extra constant diffusive mixing in the radiative envelope (Fig. 1b) in Table 3. For benchmark model A, we find that exponential diffusive overshooting models with $D_{\text{ext}} = 15–25 \text{ cm}^2 \text{s}^{-1}$ match benchmark model A equally well. At a lower $X_c$ closer to the TAMS, this range increases to $D_{\text{ext}} = 15–35 \text{ cm}^2 \text{s}^{-1}$ for benchmark model B.

The period spacing series of the 15 best matching models resulting from comparing the $(l,m) = (1,1)$ $g$-mode frequencies of benchmark model A and B to the grid of extended exponential overshooting models (i.e. Fig. 1b vs. Fig. 1c) listed in Table 3 are shown in Figs. 7 and 8. For both figures the period spacing series of all 15 models mimic the one of the benchmark models much more closely than is seen in Figs. 3 and 4. This is also indicated by the increasing number of frequency deviations falling within the dark grey band of the Rayleigh limit. For Fig. 8 in particular, the majority of the frequency deviations for periods above $\sim 2 \text{ d}$ fall within the Rayleigh limit. Therefore, the determination of the best matching model mostly depends on the $g$-mode pulsations with periods below 1.5 d. This is less so the case for $X_c = 0.5$, where the frequency deviations in most cases still fall outside the Rayleigh up to periods of $\sim 2.5 \text{ d}$.

The extended exponential overshooting model which most closely mimics the $g$-mode pulsations of benchmark model A has $\text{MF} = 0.01$. This is $5\sigma_{\text{std}}$ below the $\text{MF}_{\text{cut, A}} = 1.41$ cut-off, whereas the model with the lowest MF ($\text{MF} = 0.16$) for $X_c = 0.1$ (benchmark model B) is more than $4\sigma_{\text{std}}$ below $\text{MF}_{\text{cut, B}} = 1.36$. Based on these results, we conclude that it is not possible to distinguish between $g$-mode pulsations for models with exponential overshooting including extra constant diffusive mixing in the radiative envelope and the extended exponential overshooting description at either $X_c = 0.5$ or 0.1.

Finally, we find that at $X_c = 0.5$ setting $D_2 = D_{\text{ext}}$ and $f_2 \geq 0.5$ results in identical period spacing series within estimated observational frequency errors. At a lower $X_c$, however, the span in $D_2$ values becomes larger (20–100 cm$^2$ s$^{-1}$), and a higher $D_2$ generally requires a lower $f_2$. At both $X_c = 0.5$ and 0.1 the best matching extended exponential overshooting model has $D_2 = 20 \text{ cm}^2 \text{s}^{-1}$ and $f_2 = 5.0$.

4.4. Extra constant diffusive mixing vs. chemically induced mixing from IGWs

As a next test, we investigate whether or not $g$-modes are affected at a distinguishable level if we use a mixing profile obtained from 2D hydrodynamical simulations of IGWs (Rogers & McElwaine...
Fig. 7. Period spacing series and frequency deviations for the 15 extended exponential overshooting models which most closely mimic the $g$-mode pulsations of benchmark model A (red curve). For further details see text and Fig. 3.

Fig. 8. Same as Fig. 7, but for benchmark model B.

Fig. 9. Period spacing series and frequency deviations for the 15 exponential diffusive overshooting models with the increasing radiative envelope mixing profile of the IGWs which most closely mimic the $g$-mode pulsations of benchmark model A (red curve). For further details see text and Fig. 3.

2017) instead of a constant diffusive mixing in the radiative envelope (mixing profiles in Figs. 1b and d). For a discussion and review on additional radiative envelope mixing processes such as rotation, we refer the reader to Zahn (2011) and Mathis (2013). We use the exponential diffusive overshooting description for both the benchmark and grid models, fixing all other parameters except for $D_{\text{ext}}$.

Figures 9 and 10 shows the 15 best matching models resulting from comparing benchmark model A and B with constant mixing in the radiative envelope to the grid of models for which the mixing profile of the IGWs from Rogers & McElwaine (2017) has been implemented in MESA. The period spacing series and frequency deviations for these models are very similar to those seen in Figs. 7 and 8 for the extended exponential overshooting.
overshooting grid. Once again, the grid models which most closely mimic the g-modes of the benchmark model have MFs below the MF_{cut,A} = 1.41 and MF_{cut,B} = 1.36 cut-offs; in fact, in both cases MF_{Best} = 0.00. We conclude that within more than 5σ std significance, (l, m) = (1, 1) g-modes behave the same for a constant mixing throughout the envelope as for chemical mixing profiles from IGWs at both X_c = 0.5 and 0.1. These results give a full justification of the forward modelling strategy adopted by Moravveji et al. (2015, 2016) to deduce the best value for D_{ext}.

Very low values for D_{ext} were found in this way, in contrast to theoretical predictions (Mathis et al. 2004) or numerical simulations (Prat et al. 2016) on mixing induced by vertical shear instability. This discrepancy remains to be understood, and several more stars will need to be modelled seismically for this to happen.

5. Combined probing power of g-modes and surface abundances

While we have shown that g-modes alone are not sufficient to constrain the mixing throughout the entire envelope but mainly D_{ext} in the near-core region, combining information from these pulsations with expected enhanced surface abundances of N^{14} (= 12 + log[N^{14}/H]) might be. The efficiency of the radiative envelope mixing increases towards the surface in Fig. 1d for the mixing due to IGWs. This implies that a much lower mixing near the overshooting region can transport more nitrogen produced in the CNO cycle to the surface of the star compared to the case of a constant radiative envelope mixing. Therefore, if period spacing patterns are detected in combination with enhanced N^{14} abundances, this would give a way to deduce the mixing profile from the overshoot region to the surface. To test this, we expand our grid of stellar models with the radiative envelope mixing profile from Rogers & McElwaine (2017) with starting values D_{ext} = 500–19 000 cm^2 s^{-1}.

In Fig. 11a, the difference in surface abundance of nitrogen from ZAMS to TAMS (for which we use X_c = 0.01) is plotted as a function of D_{ext} for the radiative envelope mixing in Fig. 1d. For D_{ext} ≥ 5000 cm^2 s^{-1}, N^{14} starts to be transported to the surface of the star within the MS life-time. In comparison, no difference in the surface abundance of nitrogen between the ZAMS and TAMS is seen for a constant radiative envelope mixing of D_{ext} = 20 000 cm^2 s^{-1}. In fact, while a N^{14} excess of 0.53 dex is obtained at the TAMS for a star with D_{ext} = 19 000 cm^2 s^{-1} and a chemical mixing profile from IGWs (Fig. 1d), a D_{ext} = 90 000 cm^2 s^{-1} is needed to get a N^{14} excess of 0.55 dex using a constant radiative envelope mixing (Fig. 1b).

Figure 11b shows how the corresponding period spacing patterns at X_c = 0.7, 0.5, and 0.1 varies for the D_{ext} range in Fig. 11a. At D_{ext} ≥ 5000 cm^2 s^{-1} the overall shape of the patterns no longer changes. Instead, they are only shifted...
towards higher $dP$ values for increasing $D_{\text{ext}}$. Similarly, the average period spacing is known to increase for increasing stellar mass due to the increase in convective core mass. Therefore, we expand our analyses to check whether different combinations of $D_{\text{ext}}$ and $M_{\text{ini}}$ will return the same average period spacing of dipole prograde g-modes. To do this we compute another grid of stellar models with exponential diffusive overshooting and a chemical induced radiative envelope mixing profile from IGWs, varying $M_{\text{ini}}$ from 3.0 to 4.0 $M_{\odot}$ in steps of 0.05 $M_{\odot}$ and $D_{\text{ext}}$ from 1000 to 19 000 cm$^2$ s$^{-1}$ in steps of 1000 cm$^2$ s$^{-1}$. For each of the resulting models we calculate average period spacing of dipole prograde g-modes using $dP = \pi \sqrt{\frac{L}{M}} = \pi \sqrt{\frac{L}{M}}$. The chemical composition is set to the Galactic standard for B-type stars in the solar neighbourhood.

The results are shown in Fig. 12. The left panel illustrates the effect of increasing $D_{\text{ext}}$ on the evolutionary tracks for two different initial stellar masses, and the centre and right panels show correlation plots between $D_{\text{ext}}$, $M_{\text{ini}}$, and $dP$ at two different $X_c$. In the correlation plots in Fig. 12, the contour lines illustrate the dependence of $dP$ on $D_{\text{ext}}$ and $M_{\text{ini}}$. As seen from the tilt of these lines, the stellar mass is much more important than $D_{\text{ext}}$ for the obtained average period spacing at $X_c = 0.5$, and increasing $D_{\text{ext}}$ only has a small effect. However, this changes towards later stages of the stellar evolution on the MS.

As the star evolves the contour lines become slanted and a lower stellar mass with a higher envelope mixing results in the same average period spacing for dipole prograde modes as a higher mass star with a lower $D_{\text{ext}}$. As an example, at $X_c = 0.1$ a star with $M_{\text{ini}} \sim 3.0$ $M_{\odot}$ and $D_{\text{ext}} \sim 18 000$ cm$^2$ s$^{-1}$ has the same average period spacing $dP \sim 5200$ s as a star with $M_{\text{ini}} \sim 3.8$ $M_{\odot}$ and $D_{\text{ext}} \sim 1000$ cm$^2$ s$^{-1}$. In other words, if the stellar mass and average period spacing is known for a star with observed $N^{14}$ excess, then it should be possible to distinguish between a constant radiative envelope mixing and a chemical mixing profile from IGWs because of the resulting constraints on the values of $D_{\text{ext}}$ near the core of the star.

6. Conclusions

We have investigated the capabilities of $g$-modes pulsations in SPB stars to constrain the shape of convective core overshoot and radiative envelope mixing. Within the expected observational frequency errors from the nominal Kepler mission, we find that dipole prograde $g$-modes in the 0.8–3 d period range can be used to distinguish between step and exponential diffusive overshooting. This capability diminishes towards the TAMS at $X_c = 0.1$ where the $g$-modes behave the same for both step and exponential diffusive overshooting within the expected frequency errors.

When testing the ability of $g$-modes to distinguish between different shapes of radiative envelope mixing we find that for dipole prograde $g$-modes, an extended exponential overshooting term and a chemical mixing profile from IGWs results in the same period spacing series as a constant mixing throughout radiative envelope. In other words, the $g$-modes are not altered by a profile $D_{\text{ext}}(r)$ since the $g$-modes only probe the value $D_{\text{ext}}$ in the near core region. Furthermore, because the extended exponential overshooting has one more free parameter and does not improve the probing power to deduce the core overshoot shape, it is not preferable to use it in forward seismic modelling.

The chemical mixing profile from IGWs is much more efficient than a constant radiative envelope mixing at transporting $N^{14}$ produced through the CNO cycle in the core to the surface of the star within the MS lifetime. Combining knowledge from the $g$-modes with measured surface $N^{14}$ abundance holds the potential to determine the shape of envelope mixing.
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Fig. 12. Left panel: effect of increasing $D_{\text{ext}}$ on the evolutionary tracks at two different initial stellar masses, using a $D_{\text{ext}}$ profile as in Fig. 1h. The darker the colour of the track, the higher the radiative envelope mixing. Centre and right panels: two-dimensional surface plots illustrating the correlations between $M_{\text{ini}}$, $D_{\text{ext}}$, and $dP$ (given in seconds) at two different $X_c$. The darker the colour, the higher the average period spacing value of the dipole prograde modes. The contour lines show positions of constant $dP$. 
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Appendix A: MESA inlist file

The MESA input parameters are given in the form of an inlist file, where all parameters that the user wants to change from the default settings are specified. Below is the inlist set-up used to compute the stellar models in this work. Parameters that have not been given a value in this list, i.e. have nothing following the equality sign, are the ones that we vary. The varied parameters and MESA input parameters are related as follows:

\[ \text{new}_Y = 1 - 0.014 - X_{\text{ini}}, \]
\[ \text{initial}_mass = M_{\text{ini}}, \]
\[ \text{step}_\text{overshoot}_f\_\text{above}_\text{burn}_h\_\text{core} = \alpha_{ov}, \text{overshoot}_f\_\text{above}_\text{burn}_h\_\text{core} = f_{ov}, \]
\[ \text{overshoot}_{D2}\_\text{above}_\text{burn}_h\_\text{core} = D_2, \text{overshoot}_{f2}\_\text{above}_\text{burn}_h\_\text{core} = f_2, \text{and} \text{min}_D\_\text{mix} = D_{\text{ext}}. \] The MESA inlist set-up is as follows:

```plaintext
&star_job
  show_log_description_at_start = .false.
  show_net_species_info = .false.
  create_pre_main_sequence_model = .false.
  pgstar_flag = .false.
  change_lnPgas_flag = .true.
  change_initial_lnPgas_flag = .true.
  new_lnPgas_flag = .true.
  change_net = .true.
  new_net_name = 'pp_cno_extras_o18_ne22.net'
  change_initial_net = .true.
  auto_extend_net = .true.
  initial_zfracs = 6 ! Asplund et al. (2009)
  kappa_blend_logT_upper_bdy = 4.5d0
  kappa_blend_logT_lower_bdy = 4.5d0
  kappa_lowT_prefix = 'lowT_fa05_a09p'
  kappa_file_prefix = 'Mono_a09_Fe1.75_Ni1.75'
  kappa_CO_prefix = 'a09_co'
  relax_Y = .true.
  change_Y = .true.
  relax_initial_Y = .true.
  change_initial_Y = .true.
  new_Y =
  relax_Z = .true.
  change_Z = .true.
  relax_initial_Z = .true.
  change_initial_Z = .true.
  new_Z = 0.014

/ !end of star_job namelist
&controls
  initial_mass =
  log_directory =
  mixing_length_alpha = 2.0
  set_min_D_mix = .true.
  min_D_mix =
  overshoot_f0_above_burn_h_core = 0.001
  step_overshoot_f_above_burn_h_core =
  overshoot_f_above_burn_h_core =
  overshoot_D2_above_burn_h_core =
  overshoot_f2_above_burn_h_core =
  max_years_for_timestep = 1.0d5
  varcontrol_target = 5d-5
  delta_lg_XH_cntr_max = -1
  delta_lg_XH_cntr_limit = 0.05
  alpha_semiconvection = 0.01
  write_pulse_info_with_profile = .true.
  pulse_info_format = 'GYRE'
  xa_central_lower_limit_species(1) = 'h1'
  xa_central_lower_limit(1) = 1d-3
  when_to_stop_rtol = 1d-3
  when_to_stop_atol = 1d-3
  terminal_interval = 25
  write_header_frequency = 4
  photostep = 500
  history_interval = 1
  write_profiles_flag = .false.
  mixing_D_limit_for_log = 1d-4
  use_Ledoux_criterion = .true.
  num_cells_for_smooth_gradL_composition =
  D_mix_ov_limit = 0d0
  which_atm_option = 'photosphere_tables'
  calculate_Brunt_N2 = .true.
  num_cells_for_smooth_brunt_B = 0
  cubic_interpolation_in_Z = .true.
  use_Type2_opacities = .false.
  kap_Type2_full_off_X = 1d-6
  kap_Type2_full_on_X = 1d-6

! Uncomment the following line when using the implemented radiative envelope mixing profile from Rogers & McElwaine (2017)
  use_other_D_mix = .true.
  mesh_delta_coeff = 0.2
  max_allowed_nz = 35000
  max_dq = 1d-3
  R_function_weight = 10
  R_function2_weight = 10
  R_function2_param1 = 1000
  xtra_coef_above_xtrans = 0.2
  xtra_coef_below_xtrans = 0.2
```
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Appendix B: GYRE inlist file

The following displays the set-up of the GYRE inlist file used to compute the pulsation properties for the stellar models used in this paper. Parameters that have not been filled in this list are varied parameters as well as input and output file names.

```plaintext
&constants
/

&model
   model_type = 'EVOL'
   file = ','
   file_format = 'MESA'
   reconstruct_As = .False.
   uniform_rotation = .False.
   Omega_uni = 0.0
/

&osc
   outer_bound = 'ZERO'
   rotation_method = 'TRAD'
/

&mode
   l = 1
m = 1
n_pg_min = -75
n_pg_max = -5
/

&num
   ivp_solver = 'MAGNUS_GL4'
/

&scan
   grid_type = 'INVERSE'
   grid_frame = 'COROT_I'
   freq_units = 'PER_DAY'
   freq_frame = 'INERTIAL'
   freq_min =
   freq_max =
   n_freq = 400
/

&shoot_grid
   op_type = 'CREATE_CLONE'
/

&recon_grid
   op_type = 'CREATE_CLONE'
/

&shoot_grid
   op_type = 'RESAMP_CENTER'
   n = 12
/

&recon_grid
   op_type = 'RESAMP_CENTER'
   n = 12
/

&output
   summary_file = ' '
   summary_file_format = 'TXT'
   summary_item_list = 'M_star, R_star, beta, l, n_pg, omega, freq, freq_units, E_norm'
   mode_prefix = ' '
   mode_file_format = 'HDF'
   mode_item_list = 'l, beta, n_pg, omega, freq, freq_units, x, xi_r, xi_h, K'
   freq_units = 'PER_DAY'
/
```
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Appendix C: Internal grid comparisons

We investigate whether any set of parameters within the exponential and step overshooting grids essentially returns the same best matching models according to the MF cut-off defined in Sect. 3.4. In other words, we compare benchmark models A and B (C and D) against the exponential diffusive (step) overshooting grids specified in Table 2. Not surprisingly, the best matching model returns the exact same model parameters as for benchmark model A/C and B/D, resulting in $\text{MF}_{\text{Best}} = 0$ in all four cases. The merit function cut-offs below which the models match the benchmark models equally well within expected observational frequency errors of \textit{Kepler} data are $\text{MF}_{\text{cut,A}} = 1.41$ and $\text{MF}_{\text{cut,C}} = 1.42$ for benchmark model A (C) compared to the exponential (step) overshooting grid, $\text{MF}_{\text{cut,B}} = 1.36$ for benchmark model B compared to the exponential overshooting grid and $\text{MF}_{\text{cut,D}} = 1.35$ for benchmark model D compared to the step overshooting grid.

Within the exponential diffusive overshooting grid, seven models have merit MFs below $\text{MF}_{\text{cut,A}} = 1.41$ when compared against benchmark model A. All seven models have the same $M_{\text{ini}}$, $X_{\text{ini}}$, and $f_{ov}$ as the benchmark and $X_c = 0.5 \pm 0.003$. In other words, we cannot distinguish between models with exponential overshooting which differ in $X_c$ within 0.003 using $g$-modes. When compared to the more evolved benchmark model B, the number of models with MFs below $\text{MF}_{\text{cut,B}} = 1.36$ increases to 51. For a given combination of $M_{\text{ini}}$ and $X_{\text{ini}}$ of these models that match equally well, we find that if $f_{ov}$ increases by 0.001 then $X_c$ simultaneously decreases by $\sim 0.002$. Furthermore, $X_{\text{ini}}$ varies over the entire grid range, whereas $M_{\text{ini}}$ is restricted to 3.15–3.3 $M_\odot$ and $f_{ov}$ to 0.013–0.016. In other words, the 51 models have initial stellar masses centred around the benchmark model B and $f_{ov}$ values skewed towards slightly lower values.

In comparison, many more models are able to match equally well benchmark models C and D, for which a step overshoot description is used, within the step overshooting grid. For benchmark model C, 33 models return MFs below the $\text{MF}_{\text{cut,C}} = 1.42$. Within these models we find that for a given combination of $M_{\text{ini}}$, $X_{\text{ini}}$, and $\alpha_{ov}$, the value of $X_c$ varies with $\pm 0.002$. The value of $X_{\text{ini}}$ varies over the entire grid range and slightly higher $M_{\text{ini}}$ (3.2–3.35 $M_\odot$) is generally favoured. For the overshooting parameter $\alpha_{ov}$, a similar or lower value is returned ($\alpha_{ov} = 0.10–0.16$). For the more evolved case of benchmark model D, 104 models fall below the cut-off $\text{MF}_{\text{cut,D}} = 1.35$. Similarly to the case of the exponential overshooting grid, for a given combination of $M_{\text{ini}}$ and $X_{\text{ini}}$ within these models, when $\alpha_{ov}$ is increased by 0.01 then $X_c$ decreases by $\sim 0.002$. The value of $X_{\text{ini}}$ varies over the entire grid range, whereas $M_{\text{ini}}$ is always equal to or higher than the initial mass of the benchmark model and $\alpha_{ov}$ is generally lower ($\alpha_{ov} = 0.10–0.16$).