Detection of Intrinsic Source Structure at ~3 Schwarzschild Radii with Millimeter-VLBI Observations of SAGITTARIUS A*  


Abstract

We report results from very long baseline interferometric (VLBI) observations of the supermassive black hole in the Galactic center, Sgr A*, at 1.3 mm (230 GHz). The observations were performed in 2013 March using six VLBI stations in Hawaii, California, Arizona, and Chile. Compared to earlier observations, the addition of the APEX telescope in Chile almost doubles the longest baseline length in the array, provides additional $uv$ coverage in the N–S direction, and leads to a spatial resolution of $\sim 30 \mu as$ ($\sim 3$ Schwarzschild radii) for Sgr A*. The source is detected even at the longest baselines with visibility amplitudes of $\sim 4\%$–$13\%$ of the total flux density. We argue that such flux densities cannot result from interstellar refractive scattering alone, but indicate the presence of compact intrinsic source structure on scales of $\sim 3$ Schwarzschild radii. The measured nonzero closure phases rule out point-symmetric emission. We discuss our results in the context of simple geometric models that capture the basic characteristics and brightness distributions of disk- and jet-dominated models and show that both can reproduce the observed data. Common to these models are the brightness asymmetry, the orientation, and characteristic sizes, which are comparable to the expected size of the black hole shadow. Future 1.3 mm VLBI observations with an expanded array and better sensitivity will allow more detailed imaging of the horizon-scale structure and bear the potential for a deep insight into the physical processes at the black hole boundary.
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1. Introduction

Most, if not all galaxies, including the Milky Way, are widely believed to harbor supermassive black holes at their centers (Rees 1984; Kormendy & Richstone 1995). It is now widely accepted that the compact source at the center of the Milky Way (Sagittarius A*, hereafter Sgr A*) is associated with a $4 \times 10^6 M_\odot$ supermassive black hole (Boehle et al. 2016), which, due to its proximity ($\sim 8$ kpc), spans the largest angle on the sky among all known black holes (Melia & Falcke 2001; Genzel et al. 2010; Falcke & Markoff 2013). For Sgr A*, one Schwarzschild radius ($R_s$) is $\sim 0.1$ au, which subtends an angle of $\sim 10$ μas to an observer on the Earth. This scale is now within reach with global very long baseline interferometry (VLBI) at a wavelength of 1.3 mm.

According to general relativity (GR), a lensed image of the accretion disk is punctuated by the black hole silhouette outlined by the image photon orbit around the event horizon of Sgr A* (the latter is known popularly as the “black hole shadow”; Bardeen 1973; Luminet 1979; Falcke et al. 2000) and can now be resolved by the Event Horizon Telescope (EHT). This is a project to assemble a VLBI network of millimeter wavelength dishes that aims to resolve general relativistic signatures in the vicinity of nearby supermassive black holes and to generate the first ever black hole image with horizon-scale resolution (Doeleman et al. 2008, 2009, 2012; Fish et al. 2011; Akiyama et al. 2015; Johnson et al. 2015).

Previous VLBI observations at 7 and 3.5 mm have measured the intrinsic size of Sgr A*, providing strong evidence for the existence of a black hole through the implied small emission volume and high density (Bower et al. 2004, 2014; Shen et al. 2005). However, interstellar scattering strongly blurs the image of Sgr A* at these wavelengths. Later observations at 1.3 mm, where the scattering is largely reduced due to the $\lambda^2$-dependence of the angular broadening effect, offered strong evidence that the image of the emitting region has a size comparable to that of the expected black hole shadow for Sgr A* (Doeleman et al. 2008; Fish et al. 2011). Because of the very small number of interferometric baselines used, the early data can only constrain the characteristic size of this image but not any of its detailed properties.

General relativistic magnetohydrodynamic (GRMHD) simulations of low-luminosity accretion flows around supermassive black holes suggest a number of horizon-scale structures that may be observable in millimeter/submillimeter VLBI images of Sgr A*. The images calculated in simulations and semi-analytical models with highly turbulent magnetic fields (the so-called SANE simulations; see Narayan et al. 2012) are often dominated by emission from hot electrons in the accretion flow and generate crescent-like structures (Broderick & Loeb 2006; Eckart et al. 2012). In all of these cases, even though the overall size of the millimeter emission region is comparable to the black hole shadow, i.e., $\sim 5 R_s$, the images have substantial substructure that is determined by the thermodynamic and magnetohydrodynamic properties of the plasma. Observing such substructure and measuring its properties will provide new insights into the plasma processes, which are acting in the immediate vicinity of a black hole.

In Spring 2013, Sgr A* was observed with six VLBI stations in Hawaii, California, Arizona, and Chile at 1.3 mm. These stations form a subset of the sites that will comprise the planned EHT. Results obtained from a subset of the 2013 1.3 mm VLBI data presented in this paper have been published earlier, focusing on the measurement of high linear polarization (Johnson et al. 2015) at $50–100$ μas scales ($\geq 5–10 R_s$) and on the detection of nonzero closure phases in the Arizona–California–Hawaii triangle (Fish et al. 2016). In this paper, we reanalyze all 2013 VLBI data with the addition of the APEX telescope to the array, which allows us to form a more complete VLBI data set with more baselines and closure relations. Our analysis yields the detection of Sgr A* on the longest VLBI baselines reported so far (up to 7.3 Gλ). In the following, we will focus on the small-scale total intensity structure of Sgr A* obtained with this extended 1.3 mm VLBI array, which consists of six stations at four locations (Table 1).

2. Observations, Data Reduction, and Calibration

EHT observations of Sgr A* at 230 GHz were performed on March 21, 22, 23, 26, and 27 (days 80, 81, 82, 85, and 86, respectively) in 2013 with telescopes located at four geographical sites: the Arizona Radio Observatory Submillimeter Telescope (SMT) on Mount Graham in Arizona, USA; the phased Combined Array for Research in Millimeter-wave Astronomy (CARMA) array and one single CARMA comparison antenna in California, USA; The James Clerk Maxwell Telescope (JCMT) and the phased Submillimeter Array (SMA) on Maunakea in Hawaii, USA; and the APEX telescope (Güsten et al. 2006; Roy et al. 2012; Wagner et al. 2015) in Chile (see Table 1). Figure 1 shows the uv coverage of these observations highlighting those with detected fringes. All sites except the CARMA reference antenna recorded two 480-MHz bands centered on 229.089 GHz (hereafter low band) and on 229.601 GHz (hereafter high band), respectively. The CARMA phased array, single CARMA comparison antenna, and SMT simultaneously recorded both left circular polarization (LCP) and right circular polarization (RCP), while the remaining stations (SMA, JCMT, and APEX) recorded a single polarization at a time. Because the quarter-wave plates on each of the SMA antennas can be rapidly rotated, the SMA recorded RCP for 30 s before each 8 minute long scan, which was then recorded in LCP. These stations, as indicated by one letter codes per polarization used hereafter, are summarized in Table 1.

Data were correlated on both the Mark 4 hardware correlator (Whitney et al. 2004) and the DiFX software correlator (version 2.2, Deller et al. 2011) at Haystack Observatory. The Mark 4 correlator processed all data except those on baselines to APEX. A recorrelation with the DiFX correlator was performed for all data at times when APEX was observing, but with some disk module failures during this processing. After correlation, the data from the two correlators were merged.

---

26 The CARMA array telescopes ceased operation in 2015.
Table 1
Array Description

<table>
<thead>
<tr>
<th>Telescope</th>
<th>ID</th>
<th>Polarization</th>
<th>Effective Aperture (m)</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>CARMA (single)</td>
<td>D/E</td>
<td>LCP/RCP</td>
<td>10.4</td>
<td>single dish (low band only)</td>
</tr>
<tr>
<td>CARMA (phased)</td>
<td>F/G</td>
<td>LCP/RCP</td>
<td>25.5/24.1</td>
<td>5 × 10.4 m + 3 × 6.1 m (day 80); 4 × 10.4 m + 4 × 6.1 m (days 81–86)</td>
</tr>
<tr>
<td>JCMT</td>
<td>J</td>
<td>RCP</td>
<td>15.0</td>
<td>JCMT standalone</td>
</tr>
<tr>
<td>SMA (phased)</td>
<td>P/Q</td>
<td>LCP/RCP</td>
<td>15.9</td>
<td>SMA (7 × 6.0 m); Q for 30 s scans</td>
</tr>
<tr>
<td>APEX</td>
<td>A</td>
<td>LCP</td>
<td>12.0</td>
<td>APEX standalone</td>
</tr>
<tr>
<td>SMT</td>
<td>S/T</td>
<td>LCP/RCP</td>
<td>10.0</td>
<td>SMT standalone</td>
</tr>
</tbody>
</table>

Note. The table summarizes telescope names (column 1) and the single letter station code for each polarization (column 2), corresponding polarization of the recorded signals (column 3), effective aperture in meters (column 4), and comments (column 5).

The data were fringe-fitted using the Haystack Observatory Post-processing System package (version 3.11), which is tailored for millimeter-VLBI data reduction (Rogers et al. 1995). Coherent fringe fitting of all scans was done using the task fourfit. High signal-to-noise ratio (S/N) detections were first used to determine several important quantities for further processing. (1) The phase offsets between the 32 MHz channels within each band were determined. (2) Approximate atmospheric coherence times maximizing the S/N of detection were estimated to guide further incoherent fringe searching. (3) The residual single-band delay, multiband delay, and delay rate were used to set up narrow search windows to lower the fringe detection threshold and to recover low S/N scans. Where possible, the search windows were set using the closure constraints. After this, data were segmented at time intervals matching the atmospheric coherence time of 4–10 s at a grid of values of multiband delay and delay rate, and the amplitudes were time-averaged at all grid cells. A search for a peak in S/N in delay and delay rate space was then performed for each scan to identify the optimal values of delay and rate. This incoherent fringe search lowers the fringe detections threshold in the presence of rapid atmospheric phase fluctuation. Finally, the detected fringes were segmented at a cadence of 1 s (which is shorter than the coherence time) and averaged over the scan length to produce noise-debiased estimates of the correlation coefficients based on the incoherent averaging method (Rogers et al. 1995).

The correlation coefficients of the Mark 4 data are higher by ~12% than those of the DiFX correlation. An empirical scaling correction was then applied to the Mark 4 correlation coefficients based on the comparison of amplitudes from the two correlations for all available sources and scans.

Closure phases were derived following the same procedure as described in earlier EHT data analysis (e.g., Lu et al. 2012; Fish et al. 2016). All closure phases were derived based on either the Mark 4 data or DiFX data, but not on the combined data from the two correlators, to avoid nonclosing terms from slightly different correlator models. Examination of the fitted residual delays and rates for the detected fringes shows that they close for the available triangles, proving that the closure relations are preserved (Alef & Porcas 1986; Cotton 1995).

2.1. Amplitude Calibration

The a priori calibration of the visibility amplitudes was done using the system equivalent flux density (SEFD) measurements, which were determined by the antenna gain (K Jy<sup>-1</sup>) and the opacity-corrected system temperature. Following previous EHT work (e.g., Fish et al. 2011; Doeleman et al. 2012; Lu et al. 2012, 2013; Akiyama et al. 2015), we performed a time-dependent station gain correction on the a priori calibrated amplitudes.27

Our approach has three steps. First, we identified and adopted a total flux density of 3.1 Jy for Sgr A*. This is the average of the reported CARMA local interferometer measurements during the time of VLBI observations, which is consistent with measurements done in parallel at SMA.28 The daily average total flux measurements suggest a change at the ~10% level, which is the same order of the a priori calibration accuracy.

27 Hereafter, we refer to the correction factors from this calibration as gain correction factors, not to be confused with the kelvin to jansky conversion factor.
28 In measuring the total flux density of Sgr A*, the resolution (λ/D<sub>max</sub>) of the array for CARMA and SMA is about 3<sup>2</sup>/4 and 3<sup>9</sup>9, with baselines shorter than 20 kλ and 30 kλ excluded, respectively.
Second, with an intra-site baseline (e.g., DF) and a third station (e.g., S), one can accurately calculate the gain correction factors for the two co-site stations by assuming that the parallel hand visibilities on the intra-site baselines measure the total flux density of Sgr A* and the gain calibrated amplitudes on the other two baselines (e.g., SD/SF) are identical. The lengths of the intra-site baselines (92 m between the CARMA reference antenna (D/E) and the phased array (F/G) and 156 m between JCMT and phased SMA) are long enough to resolve out the diffuse thermal emission around Sgr A* on arcsecond scales (with projected baseline length >26 m at 1.3 mm, Fish et al. 2016), but short enough to not resolve the compact source itself at all. We refer to a triangle with such a short baseline as a pseudo closure amplitude triangle (Kawaguchi et al. 2015). For the data presented here, we have effectively two pseudo closure amplitude triangles and this calibration can be applied to stations including F/G and D/E (only at low band), and Q and J for the 30 s scans.

Third, we transfer the CARMA station gain correction factors obtained at low band to the high band and each 30 s Q/J correction factor to their following low scan for stations P and J. When transferring the gain correction factors, we have assumed a constant scaling factor during the time of our observations and we set the scaling factors such that the data at both bands from both parallel hands after calibration are self-consistent with each other. Given the known amplitude biases on baselines to station P between the two bands seen in earlier data (Lu et al. 2013), we used a different P/Q scaling factor for the low and high bands.

We note that the station gain correction factors for SMT and APEX cannot be calibrated in an “absolute” manner with the pseudo closure amplitude method. We have assumed that the gain correction factors for SMT and APEX are within 10%–20% from unity. Details of the a priori calibration for APEX can be found in Wagner et al. (2015). We added 10% systematic errors in quadrature to all the calibrated amplitude data to reflect the uncertainties of the a priori gain calibration, although there might still be remaining unaccounted systematic gain offsets for SMT and APEX, which we estimate to be <20%. Table 2 shows the amplitudes of Sgr A* after this calibration.

Our approach differs slightly from the network calibration procedure described in Johnson et al. (2015) due to, e.g., our improved understanding of the SMT gain that allowed us to directly use the SMT measurements. Nevertheless, our calibrated amplitudes are statistically consistent with the amplitudes reported by Johnson et al. (2015).

3. Results

3.1. Amplitudes

In the ensemble-averaged limit, the angular broadening of an image due to interstellar scattering is described by the convolution of the unscattered image with a scattering kernel, or equivalently by a multiplication in the Fourier domain. Following Fish et al. (2014), we corrected the visibility amplitudes before fitting models of the source structure by employing the scattering model determined by Bower et al. (2006). In this model, the major axis of the scattering kernel is oriented at 78° (east of north), with the associated full width at half maximum (FWHM) for the major and minor axes of \( \theta_{\text{FWHM}}^{\text{maj}} = 1.309 \ \text{mas} \) and \( \theta_{\text{FWHM}}^{\text{min}} = 0.64 \ \text{mas} \). The correcting factors, which follow an elliptical Gaussian distribution in the Fourier domain, decrease monotonically in all directions from unity for the intra-site baselines to \( \sim 0.37 \) for the longest baseline between APEX and phased SMA (see Pearson 1991, for the formula for calculating the correcting factors). We show the amplitudes of Sgr A* after this correction in Figures 2 and 3.

In Figure 3 (right), we show the amplitudes on the APEX baselines. Due to scheduling and technical difficulties, the number of observed VLBI scans to APEX was lower than for other stations. On APEX-SMT and APEX-CARMA baselines, Sgr A* is detected with S/N in the range of 5–12. However, on the longer APEX-Hawaii baseline, Sgr A* is detected only in one scan. The S/N of the Sgr A* detection on this baseline is not very high (5.7 and 7.9 for the low and high band), but the low and high bands have very similar delay and delay rates and both are close to the values for detections of nearby AGN (e.g., OT 081 and PKS B1921−293) scheduled in adjacent scans to Sgr A*, which make a false detection highly unlikely. A fringe fitting over the combined low and high band data gives \( \sqrt{2} \) sensitivity improvement and results in a firm detection of this scan. In Figure 3, the upper limits at other times for this baseline are also shown. In addition to Sgr A*, a few other sources (M 87, 3C 273, 3C 279, Centaurus A, 4C +38.41, OT 081, PKS B1921−293, and BL Lac) have been robustly detected on the APEX to Hawaii baseline during the same observing session. The data for these sources will be presented in forthcoming papers.

<table>
<thead>
<tr>
<th>Day</th>
<th>hh</th>
<th>mm</th>
<th>Baseline</th>
<th>( \mu ) (Jy)</th>
<th>( \nu ) (Jy)</th>
<th>Flux Density (Jy)</th>
<th>( \sigma ) (Jy)</th>
<th>Band</th>
</tr>
</thead>
<tbody>
<tr>
<td>080</td>
<td>12</td>
<td>04</td>
<td>GT</td>
<td>462.693</td>
<td>-80.014</td>
<td>3.138</td>
<td>0.167</td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>04</td>
<td>FD</td>
<td>-0.041</td>
<td>462.693</td>
<td>-80.014</td>
<td>3.140</td>
<td>0.149</td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>04</td>
<td>FS</td>
<td>462.734</td>
<td>-79.984</td>
<td>2.839</td>
<td>0.289</td>
<td></td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>04</td>
<td>DS</td>
<td>-0.041</td>
<td>462.734</td>
<td>-79.984</td>
<td>2.839</td>
<td>0.289</td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>04</td>
<td>GE</td>
<td>-0.041</td>
<td>462.734</td>
<td>-79.984</td>
<td>2.839</td>
<td>0.289</td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>04</td>
<td>ET</td>
<td>464.476</td>
<td>-80.097</td>
<td>2.771</td>
<td>0.030</td>
<td></td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>05</td>
<td>AS</td>
<td>-3114.326</td>
<td>3913.996</td>
<td>0.342</td>
<td>0.051</td>
<td></td>
<td>L</td>
</tr>
<tr>
<td>12</td>
<td>05</td>
<td>AF</td>
<td>-3578.802</td>
<td>3994.993</td>
<td>0.192</td>
<td>0.022</td>
<td></td>
<td>L</td>
</tr>
<tr>
<td>15</td>
<td>36</td>
<td>AP</td>
<td>-5102.190</td>
<td>4890.027</td>
<td>0.142</td>
<td>0.021</td>
<td></td>
<td>L</td>
</tr>
</tbody>
</table>

Note. The times are in UT and the amplitudes are not corrected for blurring (see Section 3.1). \( \sigma \) is the measurement uncertainty in flux density. (This table is available in its entirety in machine-readable form.)
3.2. Closure Phases

We show the measured closure phases for Sgr A* in Table 3 and Figure 4. The “trivial” closure phases, which are formed on a triangle including an intra-site baseline, are consistent with zero (median: 0°.2 ± 0°.7 and mean: 0°.1 ± 0°.6), as expected, indicating a point-like structure at the arcsecond scale resolution provided by the intra-site baselines. On the CARMA–Hawaii–Arizona triangle, we found a median closure phase of 6°.7 ± 1°.5 and a mean of 7°.8 ± 1°.2 (consistent with an earlier analysis by Fish et al. 2016), with a trend of increase toward later times during an observing night (Figure 4). Following Fish et al. (2016), we can also rule out closure phase errors larger than ~0°.2 due to bandpass effects.

We detected Sgr A* on the SMT–CARMA–APEX triangle, as well, with an S/N in the range of 4–8. The quality and uncertainties in the measured closure phases for this triangle are not sufficient to quantify their dependence, e.g., on sidereal time. However, we can infer their statistical properties by describing the measurements in terms of a Gaussian mixture model. We find that all 11 closure phase measurements in the SMT–CARMA–APEX triangle are consistent with having the same underlying value of 5.0° ± 1.2°, where the uncertainties correspond to a 99.7% credibility interval (3σ).29 Compared to the CARMA–Hawaii–Arizona triangle, which is open, small, and oriented mostly along the E–W orientation, the SMT–CARMA–APEX triangle is skinny, larger, and oriented mostly along the N–S orientation. The fact that the closure phases in the SMT–CARMA–APEX triangle are positive and comparable to those measured in the CARMA–Hawaii–Arizona triangle provides additional constraints on the properties of the structure probed by the various baselines of the array we use here, as we will show in the following section.

4. Model Constraints

In this section, we explore different possibilities for the origin of the observed visibility amplitudes from Sgr A* for the long APEX baselines. In particular, we first show that Sgr A* cannot be described by a simple symmetric brightness distribution, and that a more complex asymmetric brightness distribution is required. We then demonstrate that the observed visibility amplitudes at the APEX baselines are too large to be the result of “refractive noise” caused by scattering in the interstellar medium but, instead, are indicative of intrinsic substructure in the source image. Finally, we use representative geometric models to argue that our observations are consistent with the presence of plasma structures, such as crescent images or jet footprints, that are typically generated in GRMHD simulations of low-luminosity accretion flows around black holes.

Hereafter, we will be comparing various geometric models to the visibility amplitude and closure phase data using a Bayesian framework (K. Akiyama et al. 2018, in preparation; see Broderick et al. 2009 and Kim et al. 2016 for a similar approach in EHT data). If we denote by “w” the vector of parameters for a given model, then Bayes’ theorem allows us to calculate the posterior likelihood \( P(w|data) \) as

\[
P(w|data) = C P_{pr}(w) P(data|w) \tag{1}
\]

given a prior \( P_{pr}(w) \) over the model parameters and a likelihood \( P(data|w) \) that the data can be described by this model. \( C \) is a normalization constant.

Our data set includes visibility amplitudes measured on intra-site baselines and closure phases on trivial triangles. The latter can be used to test for any biases and inconsistencies in our calibration and pipeline, but do not contribute to the degrees of freedom in a statistical test because all models will predict a zero closure phase for a trivial triangle. Similarly, the intra-site baselines are vital for our amplitude calibration, but do not resolve the source structure. We, therefore, exclude trivial triangles and intra-site baselines from our likelihood calculations. For the remaining visibility amplitudes and closure phases, we write

\[
P(data|w) = \prod_{i=1}^{B+C} \prod_{j=1}^{M} P_{ij}(data|w), \tag{2}
\]

where \( i = 1, \ldots, B + C \) and \( j = 1, \ldots, M \) denote baselines/triangles and time instances, respectively, \( B \) is the total number of baselines, \( C \) is the total number of triangles, and \( M \) is the total number of time instances. \( P_{ij}(data|w) \) denotes the

---

29 Unless noted otherwise, all reported confidence intervals are ±1σ.
likelihood that a single measurement in a given baseline and at a given time instance is consistent with the model predictions.

In writing the last equation, we have implicitly assumed that all data points are statistically independent from each other. Formally, this is not appropriate for our data because, e.g., uncertainties in the gains of individual telescopes lead to covariant uncertainties in the model visibility amplitudes. In principle, given that we do not have perfect knowledge of the telescope gains, we would write the likelihood by marginalizing over all possible values of the gains, i.e.,

$$P(\text{data}|w) = \prod_{i=1}^{R+C} \prod_{j=1}^{M} \int_{P_{ij}} \text{P}_{ij}(\text{data}|w, G_{(k),j}) P(G_{(k),j}|dG_{(k),j}) \, dG_{(k),j}$$

(3)

where $G_{(k),j}$ is the set of complex gains of $k$ telescopes at the $j$th time instance and $P(G_{(k),j})$ measures the likelihood of a given set of telescope gains at a given instance in time. The latter is our model of systematic uncertainties in the telescope gains, which results from our amplitude calibration (Section 2.1). If the uncertainties in the data are well described by a Gaussian distribution (which is true for interferometric data only in the limit of large S/Ns), the likelihoods of the telescope gains are also Gaussian, and no pair of baselines shares a telescope, then Equation (3) is equivalent to Equation (2) with the uncertainties in the measurements and the uncertainties in the gains added in quadrature.

The data we report here have too limited $uv$ coverage to allow for a detailed comparison with complex models. Instead, our goal below is simply to demonstrate that the simple geometric structures predicted by GRMHD models are consistent with the measured visibility amplitudes and closure phases for realistic values of the model parameters. For these reasons, employing Equation (3) in its full complexity is not warranted for the purposes of the present work.

Here, we assume, for simplicity, that all data points are uncorrelated and that the remaining gain uncertainties can be added in quadrature to the measurement uncertainties. We then use Equation (2) with an Exchange Monte Carlo (EMC) method (Hukushima & Nemoto 1996), which is a subclass of the Markov Chain Monte Carlo (MCMC) methods, to calculate the posterior distribution over the parameters of the various models we consider below. For the prior distribution of each parameter, we adopt a uniform distribution. Therefore, the posterior distribution and the likelihood are proportional to each other, leading to the same estimates of best-fit parameters as those one would have obtained from maximum likelihood methods. Because of the approximations we discussed above, our approach will allow us to identify plausible values for the model parameters that are consistent with the data, but not to fully explore the uncertainties in the model parameters or their covariances.

4.1. Stationary Resolved Structure?

In principle, the VLBI structure of Sgr A* may be variable on short timescales (Fish et al. 2011; Lu et al. 2016; Medeiros et al. 2016; Rauch et al. 2016). However, we note that the $uv$ coverage on the separate observing days is insufficient for a
detailed imaging/modeling on a per day basis. We therefore, combined all data into a single data set based on the assumption that the VLBI structure does not change significantly during our observing campaign. This assumption is supported by an unpaired t-test, which shows an insignificant difference in closure phases between the different observing nights.\(^{30}\)

Additionally, we also calculated the compactness ratio \(R = S_{\text{long}}/S_{\text{short}}\) of the average correlated flux density on long (2.9–3.1 GHz) and short baselines (400–700 MHz) on a per day basis. We then performed a \(\chi^2\)-test to check for possible variability of that ratio. The resulting \(p = 0.81\) excludes that \(R\) varies significantly. This is consistent with earlier observations of Fish et al. (2011), who showed stationarity of the source size over timescales of a few days, despite total flux density variations at a level of \(\leq 20\%\), the latter being of the same order as the amplitude calibration accuracy and the level of total flux density variability observed in this experiment. Owing to the limited number of detections on each observing day, we therefore cannot make a strong statement about a possible underlying structural variability of Sgr A*. New data with better and more uniform \(uv\) coverage will be needed for such a statement.

Earlier 1.3 mm VLBI observations of Sgr A* with baselines primarily oriented in the E–W orientation justified no more than a circular Gaussian model fit, which results in an approximate source size of \(37_{-16}^{+15}\) μas (3σ errors) for the brightness distribution of Sgr A* (Doeleman et al. 2008; Fish et al. 2011). The addition of the APEX telescope to the VLBI array allows us to constrain the source size also in the N–S direction and almost doubles the angular resolution. In fact, the measurement of a nonzero closure phase for the triangles SMT–CARMA–Hawaii and CARMA–SMT–APEX (both Figure 4 and Fish et al. 2016) and the observed visibility amplitudes (Figure 2) are both inconsistent with a simple elliptical Gaussian model, which is characterized by the different size in the two orthogonal directions (see also Johnson et al. 2015).

In order to demonstrate this, we show in Table 4 the results for a model fit with one elliptical Gaussian. The inferred size of the major axis is 52 ± 1 μas, the axial ratio is 0.4 ± 0.1, and the position angle of the major axis is 81 ± 3° east of north. However, this model provides a very poor fit to the data, as measured by the difference in the Bayesian information criterion (BIC, Liddle 2007) for this model, in comparison with the more asymmetric models, which are described in Section 4.3 (see Table 4). For the purposes of our work, we compute the BIC as

\[
\text{BIC} = k \ln(N) - 2 \ln P(\text{data}|w),
\]

where \(k\) and \(N\) are the number of model parameters and data points, respectively. Of course, the measurement of nonzero closure phases is also inconsistent with other point-symmetric models, like a ring or a symmetric annulus. It requires more complex, asymmetric structures.

It is important to emphasize here that the above result does not depend on the precise model of scattering induced blurring that we use. In deblurring the visibilities, we have assumed a Gaussian kernel at 1.3 mm with major and minor axis sizes extrapolated from the longer-wavelength measurements following a \(\chi^2\) law. The extrapolated sizes using the slightly different inferences by Bower et al. (2006) and Shen et al. (2005) differ by only 1 μas at 1.3 mm, which has little impact on our results. The scattering correction does depend weakly on the assumption of a Gaussian kernel, of isotropy, and of the quadratic \(\chi^2\) slope of the scattering law. There is evidence that, at millimeter-wavelengths, the diffractive scale becomes comparable to the inner scale of turbulence and, hence, the angular broadening scaling becomes steeper than \(\chi^2\) and that the shape of the kernel becomes non-Gaussian on long baselines (Gwinn et al. 2014; Johnson & Gwinn 2015). To assess the impact of these effects, we deblurred the calibrated data by considering extreme cases of reasonable inner scales of turbulence (Johnson 2016) and found that the model parameters do not change significantly.

### 4.2. Refractive Noise

In principle, the visibility amplitudes that we have measured on the various APEX baselines may not be caused by intrinsic source structure alone but rather affected by refractive scattering, which is caused by the interstellar medium, if the APEX baselines already resolve the underlying

---

**Table 4**  
Model-fitting Results

<table>
<thead>
<tr>
<th></th>
<th>Flux Density(^a) (Jy)</th>
<th>(\delta^b) (μas)</th>
<th>(\gamma^b) (μas)</th>
<th>Size(^c) (μas)</th>
<th>Ratio</th>
<th>P.A.(^d) (degree)</th>
<th>(k^e)</th>
<th>(\Delta\text{BIC}^f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single elliptical Gaussian</td>
<td>3.0 ± 0.2</td>
<td>0</td>
<td>0</td>
<td>52 ± 1</td>
<td>0.4 ± 0.1</td>
<td>81 ± 3</td>
<td>4</td>
<td>980</td>
</tr>
<tr>
<td>Model A (S1) (S2)</td>
<td>0.9 ± 0.1</td>
<td>0</td>
<td>0</td>
<td>20 ± 1</td>
<td>...</td>
<td>...</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Model B (S1) (S2)</td>
<td>4.9 ± 0.6</td>
<td>31 ± 1</td>
<td>31 ± 3</td>
<td>51 ± 2</td>
<td>...</td>
<td>...</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

**Notes.**

\(^a\) Flux density for each component.

\(^b\) Relative position of each component in R.A. and decl. The total displacement of the two components is \(d = (\delta^2 + \gamma^2)^{1/2}\).

\(^c\) The full width at half maximum (FWHM) of each Gaussian component.

\(^d\) The position angle of the major axis for the elliptical Gaussian model in degrees east of north.

\(^e\) Number of model parameters.

\(^f\) \(\Delta\text{BIC} = \text{BIC-682}\).
source structure. Refractive scattering effects on long VLBI baselines have been detected in Sgr A* at 1.3 cm by Gwinn et al. (2014). The properties of refractive substructure have been calculated by, e.g., Johnson & Gwinn (2015) and Johnson & Narayan (2016). In this subsection, we follow the work of Johnson & Narayan (2016) to demonstrate that the visibility amplitudes observed at the APEX baselines are unlikely to have been caused by refractive scattering effects, but they must represent (at least partially) evidence for intrinsic source substructure.

For an isotropic scattering medium, the amplitude of refractive noise (in units of the zero-baseline flux density) at a baseline that resolves the image is given by Equation (18) in Johnson & Narayan (2016)—see also Figure 7 and Equation (19) of Johnson & Gwinn (2015)—i.e.,

$$
\sigma(b) \approx \sqrt{\frac{\Gamma(4/\alpha)\Gamma(1 + \alpha/2)}{2^{2-\alpha}\Gamma(1 - \alpha/2)}} \left( \frac{r_0}{r_F} \right)^{2-\alpha} \left( \frac{b}{(1 + M)r_0} \right)^{-\alpha/2} \times \left( \frac{\theta_{\mathrm{scat}}}{\theta_{\mathrm{ang}}} \right)^2,
$$

(5)

where $\Gamma(x)$ is the gamma function, $\alpha$ is the power-law index of the turbulent power spectrum, $r_0$ is the phase decoherence length, $r_F$ is the Fresnel scale, $M \equiv D/R$ is the magnification factor, $D$ is the observer-screen distance, $R$ is the screen-source...
distance,
\[
\theta_{\text{scat}} = \frac{2 \ln 2}{\pi} \frac{\lambda}{(1 + M)r_0} \tag{6}
\]
is the scattered angular size of a point source, and \(\theta_{\text{mbg}} = \sqrt{\theta_{\text{src}}^2 + \theta_{\text{scat}}^2}\) is the ensemble-average angular size of the source. At 1.3 mm, \(\theta_{\text{scat}} \approx 22 \mu\text{as}\) \citep{Bower2006}, whereas the present observations constrain the size of a potentially resolved source to \(\theta_{\text{src}} \approx 52 \mu\text{as}\) \citep[see Table 4]{Bower2015}. For a screen at 2.7 kpc (as inferred by observations of the galactic center magnetar; \citealt{Bower2015}), the Fresnel scale is equal to \(\sim 10^{10}\) cm. The APEX baselines have a length of \(\sim 6\, \text{G}\lambda \approx 8 \times 10^8\) cm. Finally, under the hypothesis (which we try to reject) that the correlated flux in the APEX baselines is primarily due to refractive noise, these baselines have resolved the underlying image, i.e., \(b > (1 + M)r_0\). Using this inequality and substituting the above values into Equation (5), we get
\[
\sigma(b) \lesssim 0.065 \left(\frac{\Gamma(4/\alpha)\Gamma(1 + \alpha/2)}{2^{2-\alpha}\Gamma(1 - \alpha/2)}\right) \left(\frac{b}{8 \times 10^8\text{ cm}}\right)^{2-\alpha} \times \left(\frac{r_F}{10^9\text{ cm}}\right)^{\alpha-2} \left(\frac{\theta_{\text{scat}}}{22 \mu\text{as}}\right)^2 \left(\frac{\theta_{\text{mbg}}}{56 \mu\text{as}}\right)^{-2}. \tag{7}
\]
For a 3D Kolmogorov spectrum of turbulence, \(\alpha = 5/3\) and \(\sigma < 2\%\). This value depends weakly on \(\alpha\), since for \(\alpha = 3/2\), \(\sigma < 3\%\) and for \(\alpha = 1.9\), \(\sigma < 1.5\%\). Note that these upper limits are very conservative since we have assumed that the APEX baselines have barely resolved the ensemble-average image of the source.

The visibility amplitudes that we detected on the APEX baselines is \(\sim 4\%–13\%\) of the zero-baseline amplitude (see Table 2), while the dispersion of refractive noise at the same baselines is at most \(2\%–3\%\). Furthermore, for anisotropic scattering, the amplitude of refractive noise along the N–S direction (i.e., along the minor axis of the scattering kernel) is further suppressed by factors of a few \citep[see, e.g., discussion in][]{Johnson2016}, making the estimate of the amplitude of the refractive noise for the APEX baselines at most \(1\%\). Even though we have only measured one particular realization of the refractive noise over a narrow range of baselines, it is unlikely that we detected a distribution of amplitudes in these baselines at the \(4\%–13\%\) level caused by refractive scattering effects that are expected to be at the \(\sim 1\%\) level. In other words, it is very unlikely that the visibility amplitudes that we measured in the APEX baselines have resulted predominantly from refractive noise, with no contribution from intrinsic source structure.

### 4.3. Physically Motivated Models

In the previous subsections, we argued that our measurements of the correlated flux on the APEX baselines are indicative of source intrinsic emission on spatial scales comparable to \(\sim 3\) Schwarzschild radii. We now assess whether physically plausible structures are consistent with the data we report here.

The sparse \(\mu\) coverage of our data does not warrant the reconstruction of a VLBI image of the inner accretion flow or fitting the parameters of detailed GRMHD models to the data. However, as discussed in Section 1, models of radiatively inefficient accretion flows predict images that are often shaped either like crescents, for disk-dominated models, or like disjoined compact emission regions at the jet footprints, for jet-dominated models. For this reason, we employ here two simple geometric models that were constructed in the past to capture the basic structural characteristics of images that are generated by complex GRMHD simulations \citep[see, e.g.,][]{Kamruddin2013, Benkevitch2016, Medeiros2016} and references therein for a discussion).

Model A includes two displaced, positive, circular Gaussian components. It provides a simplified generic description of the expected image of the footprints of a jet \citep[e.g.,][]{Chan2015}, although a jet may appear more complex on event horizon scales than described by our Model A \citep[e.g.,][]{Mościbrodzka2014}. It may also be used to describe the dominant emission from a tilted disk \citep{Dexter2013} or a compact emission region, which is located off-axis to a more extended emission region, e.g., a hot spot in an accretion flow \citep{Broderick2006}. Because we cannot measure absolute phases in millimeter-VLBI, our data are only sensitive to relative positions. For this reason, we fix the center of one of the Gaussian components to the origin. Model A then requires six parameters: the flux density of each component, the R.A. and decl. displacement of the second Gaussian component, and the FWHM sizes of each component.

Model B is meant to provide a simplified generic description of the expected crescent-like emission around a BH for disk-dominated emission models. It is similar to the models of \cite{Kamruddin2013} and \cite{Benkevitch2016} in the sense that it is constructed as a difference between two displaced Gaussian components. The Gaussian taper of Model B produces smoother variations of the closure phases in comparison to a similar model consisting of uniform disks \citep{Kamruddin2013}. The sharp edges of the latter lead to steep gradients in the closure phase on SMT–CARMA–Hawaii, which are not observed. On the other hand, our model B has fewer parameters than the more complex geometric model of \cite{Benkevitch2016}, as warranted by the limited \(\mu\) coverage of our current data. Since Model B also involves two Gaussian components (albeit one with a negative normalization), it has the same number of parameters as Model A.

Table 4 summarizes the results from the model fitting. The single Gaussian model does not fit the data.\(^\text{31}\) For the two-component models A and B, we list the most likely values of their parameters (uncertainties reflecting formal errors) and the relative difference between their BIC. We note that the difference in BIC between models A and B depends largely on the treatment of the measurement uncertainties and the gain calibration. Although model B formally fits the data better, we cannot rule out model A, owing to the residual uncertainties in the error budget.

Figure 5 shows the relative sizes and orientations of the model components, the resulting \(u – v\) maps, and the locations on the maps where our measurements reside. It is important to emphasize here that we have assumed flat priors for all model distributions with no constraints on the space of model parameters. It is, therefore, instructive that the most likely characteristic sizes of both models, as measured by the

\(^{31}\) \(\Delta\text{BIC} = 980\) for all data, \(\Delta\text{BIC} = 918\) if closure phases on the SMT–CARMA–Hawaii triangle after 03h GST are excluded for analysis.
5. Summary and Conclusions

In this paper, we presented results based on 1.3 mm VLBI observations of Sgr A* with the EHT in 2013. With respect to earlier observations, the baseline coverage is significantly improved by the addition of the APEX telescope, which provides a resolution of ~3R_g on Sgr A* in the N–S direction. The small-scale VLBI structure of Sgr A* is resolved and appears asymmetric (nonzero closure phase), as suggested earlier by Fish et al. (2016). We show that the visibilities can be fitted by two Gaussian components of different size and displacement. The marginal difference in the fit quality of the two models cannot yet be distinguished, although model B formally fits the data slightly better.

The measured relatively large visibility amplitudes on the APEX baselines of ~4%–13% of the total flux density are not consistent with image substructure solely caused by refractive scattering effects in the interstellar medium. On the other hand, our data can be well fit by geometric images of different morphologies (jets or disks) that capture the basic structure predicted by physically motivated GRMHD simulations of radiatively inefficient accretion flows. Although the limited uv coverage of our data do not allow us to draw detailed conclusions about the properties of the observed structures, it is instructive that the best-fit models have common structural properties and physically plausible values of parameters, i.e., their brightness asymmetry, their northeast–southwest orientation, and the characteristic sizes of the structures that are comparable to the expected size the black hole shadow. As Figure 5 shows, the different types of structures that we consider here (jet versus disk) make widely different predictions for the other VLBI baselines that were sampled in recent (April 2017) VLBI observations with a larger array and including ALMA as a new VLBI station. New imaging algorithms, statistical tools, and scattering models are being developed to harness the potential of these new EHT observations, which are expected to provide sufficient uv coverage to distinguish between different models, allow full imaging of these horizon-scale structures, and provide a new window into physical processes at the black hole boundary.
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