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Search for $W' \rightarrow tb$ decays in the hadronic final state using $pp$ collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector

The ATLAS Collaboration

**Abstract**

A search for $W'$-boson production in the $W' \rightarrow t\bar{b} \rightarrow q\bar{q}b\bar{b}$ decay channel is presented using 36.1 fb$^{-1}$ of 13 TeV proton–proton collision data collected by the ATLAS detector at the Large Hadron Collider in 2015 and 2016. The search is interpreted in terms of both a left-handed and a right-handed chiral $W'$ boson within the mass range 1–5 TeV. Identification of the hadronically decaying top quark is performed using jet substructure tagging techniques based on a shower deconstruction algorithm. No significant deviation from the Standard Model prediction is observed and the results are expressed as upper limits on the $W' \rightarrow tb$ production cross-section times branching ratio as a function of the $W'$-boson mass. These limits exclude $W'$ bosons with right-handed couplings with masses below 3.0 TeV and $W'$ bosons with left-handed couplings with masses below 2.9 TeV, at the 95% confidence level.
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1. Introduction

Several theories beyond the Standard Model (SM) involve enhanced symmetries that predict new gauge bosons, usually called $W'$ or $Z'$ bosons. The $W'$ boson is the mediator of a new charged vector current that can be massive enough to decay into a top quark and a $b$-quark (as in Fig. 1). Many models such as those with extra dimensions [1], strong dynamics [2–5], composite Higgs [6], or the Little Higgs [7,8] predict new vector charged-current interactions, some with preferential couplings to quarks or third-generation particles [6,9–12]. Due to the large mass of the top quark, its interactions decouple from the rest of the phenomenology in many theories beyond the SM. An effective Lagrangian is used to capture the relevant phenomenology of the Sequential Standard Model (SSM) [13] $W' \rightarrow tb$ signal [14,15], which has the same coupling strength to fermions as the SM $W$ boson but higher mass.

Searches for a $W'$ boson decaying into $tb$, classified as either leptonic or hadronic according to the decay products of the $W$ boson originating from the top quark, were performed at the Tevatron [16,17] and the Large Hadron Collider (LHC) in final states that include leptons [18–21] or that are fully hadronic [22]. The specific search for a $W'$ boson decaying into $tb$ allows for a right-handed $W'$ boson ($W'_R$) in models in which the right-handed neutrino's mass is assumed to be much higher than that of the $W'$ boson ($m_{\nu_R} > m_{W'}$), which the leptonic decay mode cannot access. In such a model, the branching ratio for a $W'_R$ boson decaying into $tb$ is $\mathcal{O}(10\%)$ higher relative to that for a $W'_L$ boson decaying into $tb$ since a $W'_L$ boson can also decay to a lepton and neutrino. Limits on a SSM left-handed $W'$ boson ($W'_L$) decaying into a lepton and a neutrino have been set previously [23,24]. Previous searches in the all-hadronic final state exclude $W'_K$ bosons with masses up to 2 TeV, set at the 95% confidence level (CL) using 20.3 fb$^{-1}$ of $pp$ collision data at a centre-of-mass energy ($\sqrt{s}$) of 8 TeV [22]. A recent search by the CMS Collaboration in the lepton+jets final state excludes $W'_K$-boson masses up to 3.6 TeV using 35.9 fb$^{-1}$ of $pp$ collision data collected at $\sqrt{s} = 13$ TeV [18].

This analysis searches for a $W'$ boson decaying into $tb$ with a mass in the range of 1–5 TeV, in the invariant mass spectrum of the top quark and bottom quark ($m_{tb}$) reconstructed in the fully hadronic channel. This includes a $W'_K$ boson that is not kinematically allowed to decay into a lepton and neutrino and a $W'_L$ boson that can decay into quarks or leptons. The large $W'$ mass results...
in a top quark and a $b$-quark that have high transverse momentum ($p_T$).\footnote{ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Angular separation is measured in units of $\Delta R = \sqrt{\Delta \eta^2 + (\Delta \phi)^2}$, where $\Delta \eta$ and $\Delta \phi$ are the separations in $\eta$ and $\phi$. Momentum in the transverse plane is denoted by $p_T$.} The decay products of the top quark become more collimated as the top-quark $p_T$ increases, and their showers partially overlap \cite{25}. This high-$p_T$ topology is referred to as boosted. The boosted top-quark decay is reconstructed as a single jet. The shower deconstruction (SD) algorithm \cite{26,27} is employed to select, or tag, jets from boosted top-quark decays. A signal would be reconstructed as a localised excess in the $m_T$ distribution rising above the smoothly falling background originating mostly from jets created by the strong interaction described by quantum chromodynamics (QCD). This analysis represents an improvement on the previous ATLAS analysis in this channel \cite{22} due to a higher centre-of-mass energy, higher integrated luminosity, and better top-tagging techniques, understanding of systematic uncertainties, and statistical treatment.

2. ATLAS detector

The ATLAS detector \cite{28} at the LHC covers almost the entire solid angle around the collision point. Charged particles in the pseudorapidity range $|\eta| < 2.5$ are reconstructed with the inner detector (ID), which consists of several layers of semiconductor detectors (pixel and strip) and a straw-tube transition-radiation tracker, the latter covering $|\eta| < 2.0$. The high-granularity silicon pixel detector provides four measurements per track; the closest layer to the interaction point is known as the insertable B-layer (IBL) \cite{29}. The IBL was added in 2014 and provides high-resolution hits at small radius to improve the tracking performance. The ID is immersed in a 2 T magnetic field provided by a superconducting solenoid. The solenoid is surrounded by electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroid magnet systems.

The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. Electromagnetic calorimetry is performed with barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, within the region $|\eta| < 3.2$. There is an additional thin LAr presampler covering $|\eta| < 1.8$, to correct for energy loss in material upstream of the calorimeters. For $|\eta| < 2.5$, the LAr calorimeters are divided into three layers in depth. Hadronic calorimetry is performed with a steel/scintillator-tile calorimeter, segmented into three barrel structures within $|\eta| < 1.7$, and two copper/LAr hadronic endcap calorimeters, which cover the region $1.5 < |\eta| < 3.2$. The forward solid angle up to $|\eta| = 4.9$ is covered by copper/LAr and tungsten/LAr calorimeter modules, which are optimised for energy measurements of electrons/photons and hadrons, respectively. The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers that measure the deflection of muons in a magnetic field generated by superconducting air-core toroids. The ATLAS detector uses a tiered trigger system to select interesting events. The first level is implemented in custom electronics and reduces the event rate from the LHC crossing frequency of 40 MHz to a design value of 100 kHz. The second level is implemented in software running on a general-purpose processor farm which processes the events and reduces the rate of recorded events to $\sim 1$ kHz \cite{30}.

3. Data and simulation samples

This analysis uses data from proton–proton (pp) collisions at $\sqrt{s} = 13$ TeV collected with the ATLAS detector in 2015 and 2016 that satisfy a number of criteria to ensure that the ATLAS detector was in good operating condition. The amount of data used in this analysis corresponds to an integrated luminosity of 36.1 fb$^{-1}$. The average number of pp interactions delivered per LHC bunch crossing was 23.7.

Monte Carlo (MC) event generators were used to simulate signal and background events. Signal events were generated at leading order (LO) in QCD by MadGraph5_AMC@NLO v2.2.3 \cite{31}, using a chiral $W^\pm$-boson model in which the coupling strength of the $W$ boson to the right- and left-handed fermions are the same as those of the SM $W$ boson to left-handed fermions. The $W_T$ boson can decay into all left-handed fermions, but the $W_L$ boson can decay only into right-handed quarks as the right-handed neutrino is assumed to be more massive than the $W_R$ boson. MadGraph was used to simulate the top-quark and $W$-boson decays, taking spin correlations into account. Pythia v8.186 \cite{32} was used for the modelling of the parton shower, fragmentation and the underlying event. The NNPDF23LO parton distributions function (PDF) set \cite{33} and the A14 set of tuned parameters \cite{34} were used for the event generation. All simulated samples were rescaled to next-to-leading-order (NLO) calculations using NLO/LO K-factors ranging from 1.3 to 1.4, depending on the mass and handedness of the $W$ boson, calculated with Ztop \cite{15}. The width of the MadGraph simulated $W$ boson is set to the NLO Ztop width calculation, $\mathcal{O}(3\%)$ of its mass. Signal samples with gauge-boson masses between 1 and 3 TeV were generated in 250 GeV steps, and between 3 and 5 TeV in 500 GeV steps.

The dominant SM background process is multi-jet production. In order to reduce the dependence on the modelling of the simulation a data-driven method is implemented as described in Section 5. Corrections in this method are estimated using QCD dijet simulation produced at LO by Pythia v8.186. Uncertainties in this method are obtained using simulated QCD dijet events produced at LO by HERWIG++ v2.7.1 \cite{35} and Sherpa v2.1.1 \cite{36}, and at NLO by POWHEG-BOX v2 \cite{37,38} with either PYTHIA8 or HERWIG-JIMMY \cite{39} for the parton shower, fragmentation and the underlying event simulation (referred to as POWHEG+PYTHIA and POWHEG+HERWIG, respectively). Vector bosons ($W/Z$) produced in association with jets are included in the data-driven approach. These processes are expected to contribute less than 1% of the multi-jet background. This $W/Z + j$-jets prediction is checked using events simulated with the Sherpa v2.2.1 \cite{36} generator and the CT10 PDF set \cite{40}.

Top-quark pair production is an important background with an inclusive cross-section of $\sigma_{t\bar{t}} = 832^{+46}_{-51}$ pb for a top-quark mass of 172.5 GeV as obtained from calculations accurate to next-to-next-to-leading order and next-to-next-to-leading logarithms (NNLO+NNLL) in QCD with Top++2.0 \cite{41,47}. Simulated top-quark pair processes were produced using the NLO POWHEG-Box v2 generator with the CT10 PDF. The parton shower, fragmentation and the underlying event were added using Pythia v6.42 \cite{48} with the Perugia 2012 set of tuned parameters \cite{49}. To increase the number of simulated events at high mass, samples were produced binned in $t\bar{t}$ mass. Interference and background contributions from the SM $s$-channel single-top process are found to be negligible and are not considered further in this analysis.

The generation of the simulated event samples includes the effect of multiple pp interactions per bunch crossing, as well as the effect on the detector response due to interactions from bunch crossings before or after the one containing the hard interaction. For all MadGraph, POWHEG, PYTHIA and HERWIG samples, theEvtGen v1.2.0 program \cite{50} was used for the bottom and charm
hadron decays. The simulated samples were passed through the GEANT4-based ATLAS detector simulation [51,52] and were reconstructed with the same algorithms as the data events.

4. Event reconstruction and shower deconstruction

4.1. Event reconstruction

This analysis relies on the reconstruction and identification of jets initiated by the top- and bottom-quark daughters of the $W$' boson. Jets are built from topologically related energy depositions in the calorimeters with the anti-$k_t$ algorithm [53] using the FastJet package [54]. Two radius parameters are used for jet reconstruction: a small radius (small-$R$) of 0.4 and a large radius (large-$R$) of 1.0. The momenta of both the small-$R$ and large-$R$ jets are corrected for energy losses in passive material and for the non-compensating response of the calorimeter [55]. Small-$R$ jets are also corrected for the average additional energy due to pile-up interactions [56]. Energy depositions from pile-up are removed from large-$R$ jets using the trimming algorithm [57]: the constituents of the large-$R$ jet are reclustering using the $k_t$ jet algorithm [58, 59] with $R = 0.2$. Constituent jets contributing less than 5% of the large-$R$ jet's $p_T$ are removed. The remaining energy depositions are used to calculate the trimmed-jet kinematics and substructure properties. In order to improve on the angular resolution of the calorimeter, the mass of a large-$R$ jet is computed using a combination of calorimeter and tracking information [60].

Small-$R$ jets are used to identify the jets originating from a $b$-quark created either directly from the $W$' boson or from the top-quark decay. Only small-$R$ jets with $p_T > 25$ GeV and $|\eta| < 2.5$ (in order to be within the coverage of the ID) are considered in this analysis. Additional $p_T$ requirements are applied to enhance the sensitivity of the search (see Section 5). To reduce the number of small-$R$ jets originating from pile-up interactions, a likelihood discriminant, based on track and vertex information, is used to determine whether the primary vertex is the origin of the charged-particle tracks associated with a jet candidate and rejects jets originating from pile-up interactions [61]. This is done only for small-$R$ jets with $p_T < 60$ GeV and $|\eta| < 2.4$. Small-$R$ jets which originate from $b$-quarks are identified using a multivariate $b$-tagging algorithm [62,63]. Several observables, such as those based on the long lifetime of $b$-hadrons and the $b$- to $c$-hadron decay topology, are used as algorithm inputs to discriminate between $b$-jets, $c$-jets and other jets. The $b$-tagging requirement corresponding to an efficiency of 77% to identify $b$-jets with $p_T > 20$ GeV, as determined from a sample of simulated $t\bar{t}$ events, is found to be optimal for the statistical significance of this search. This 77% working point (WP) provides rejection factors against light-flavour/gluon jets and $c$-jets of 134 and 6 respectively [63,64]. Jets identified this way are referred to as $b$-tagged jets. Since the $b$-tagging factors are measured in a different $p_T$ region, an uncertainty is assigned to the extrapolation of the measurement to the high $p_T$ region of interest.

Events with reconstructed electrons [65] or muons [66] are vetoed in order to ensure statistical independence of this analysis from analyses using the leptonic decay of the $W$ boson from the top quark [19]. Electrons and muons with transverse momenta above 25 GeV and selected with criteria similar to those used in Ref. [67] are considered for this veto.

4.2. Boosted-top identification using shower deconstruction

The SD algorithm can be used to identify the jets compatible with the hadronic decay of a $W$/Z boson, Higgs boson, or a top quark as well as to discriminate between quark- and gluon-initiated jets. In this analysis, an SD-algorithm-based tagger (SD tagger) is used to identify jets originating from the top quark. The SD tagger calculates likelihoods that a given large-$R$ jet originates from a hadronic top-quark decay or from a high-momentum light quark or gluon. The constituents of the trimmed large-$R$ jet are used to build exclusive subjets [54], and the four-momenta of these subjets serve as inputs to the SD algorithm. These subjets are used as substitutes for individual quarks and gluons originating from the hard scatter. A likelihood weight is calculated for each possible shower history that can lead to the observed subjet configuration. This step is analogous to running a parton shower MC generator in reverse, where emission and decay probabilities at each vertex, colour connections, and kinematic requirements are considered. For each shower history, the assigned weight is proportional to the probability that the assumed initial particle generates the final configuration, taking into account the SM amplitude for the underlying hard process and the Sudakov form factors for the parton shower. A variable called $\chi_{SD}$ is defined as the ratio of the sum of the signal-hypothesis weights to the sum of the background-hypothesis weights. For a set $\{p_T^i\}$ of $N$ observed subjet four-momenta, where $i \in [1, N]$, the value of $\chi_{SD}$ is given by:

$$\chi_{SD}(\{p_T^i\}) = \frac{\sum_{\text{perm}} P(\{p_T^i\} | \text{top-quark jet})}{\sum_{\text{perm}} P(\{p_T^i\} | \text{gluon/light-quark jet})},$$

where $P(\{p_T^i\} | \text{top-quark jet})$ is built using the weights for the hypothesis that a signal process leads to the observed subjet configuration $\{p_T^i\}$ and $P(\{p_T^i\} | \text{gluon/light-quark jet})$ is built using the weights for the hypothesis that a background process leads to the observed subjet configuration. The $\sum_{\text{perm}}$ notation represents the sum over all the shower histories in which signal processes lead to the subjet configuration. The large-$R$ jet is tagged as a top-quark jet if $\chi_{SD}$ is larger than a given value, which is adjusted to achieve the desired tagging efficiency. There is an internal mechanism in the SD algorithm to suppress pile-up contributions to the jets, through the application of additional weights in the likelihood ratio, which contain the probability that a subset of the subjets did not originate from the hard interaction but from pile-up [68].

The SD algorithm selects events that are kinematically compatible with a hadronic top-quark decay. The following requirements are made to optimise the algorithm to achieve a balance between good top-quark jet signal selection efficiency and rejection of gluon/light-quark jet backgrounds: the large-$R$ jet has at least three subjets; two or more subjets must have a combined invariant mass in a 60.3–100.3 GeV window centred on the $W$-boson mass; and at least one more subjet can be added to obtain a total mass in a 132–212 GeV window centred on the top-quark mass.

The SD tagger was optimised for this analysis so that it is more efficient for top-quark jet signal selection and gluon/light-quark jet background rejection for $p_T > 800$ GeV compared to the version of the SD tagger first studied by the ATLAS Collaboration [25]. This is done by building subjets obtained by using an exclusive $k_t$ algorithm [54]. First, the $k_t$ algorithm with $R = 1.0$ is run over the large-$R$ jet constituents and the $k_t$ reclustering is stopped if the splitting scale [69] is larger than 15 GeV. Once the $k_t$ reclustering is stopped the reclustered protojets are used as subjets. The choice of a 15 GeV rejection is based on the expected discrimination between signal and background events. The six highest $p_T$
subjets are used as inputs to the SD algorithm. This reduces the computation time needed for the calculation of $X_{\text{SD}}$, which grows exponentially with the subjet multiplicity, without loss of background rejection power.

The signal efficiency WP of the SD tagger is set by applying a selection on the logarithm of $X_{\text{SD}}$. The 50% and 80% signal efficiency WP$s$ are used in this analysis (see Section 5). The background rejection for the 50% (80%) signal efficiency WP is 80 (25) for a jet $p_T$ of 0.45 TeV and 30 (10) for a $p_T$ of 1.3 TeV. The $\log(X_{\text{SD}})$ variable is studied using samples enriched in hadronically decaying top quarks by selecting $t\bar{t}$ events where one top quark decays hadronically and the other into lepton+jets for events with large-$R$ jet $p_T$ ($p_T^* > 420$ GeV and $|\eta^*| < 2.0$. To obtain a top-quark-enriched sample, events are selected with two b-tagged jets and either an electron or muon using criteria similar to those used in Ref. [25]. The data are found to be consistent with simulation in the $\log(X_{\text{SD}})$ distribution within the SD tagger uncertainty, described in Section 6, as shown in Fig. 2.

5. Event selection and background estimation

An initial selection of events is made at the trigger level by requiring at least one small-$R$ jet [30] with $p_T$ larger than 380 GeV. To ensure that the analysis is performed in the fully efficient regime of the trigger, the $p_T$ values of the large-$R$ and small-$R$ jets, used to identify the top- and $b$-quark daughters from the $W'$-boson decay, are required to be larger than 420 GeV. Candidate events must have at least one primary vertex.

The top-quark jet candidate is selected from the large-$R$ jets satisfying the requirements defined in Section 4. The large-$R$ jet with the largest value of $m_{j} + 0.15 \times m_{j}$, where $m_{j}$ is the mass of the highest-$p_T$ small-$R$ jet with minimum $p_T > 25$ GeV with $\Delta R < 1.0$ of the large-$R$ jet and $m_{j}$ is the mass of the large-$R$ jet, is selected as the top-quark jet candidate. This combination enhances the fraction of events where the selected large-$R$ jet is associated with the top quark, since $m_{j}$ is less affected by final-state radiation effects, which are important at high $p_T$ [70]. The highest-$p_T$ small-$R$ jet with $p_T > 420$ GeV and $\Delta R > 2.0$ from the top-quark jet candidate is chosen as the $b$-quark jet candidate in the event. The top-$b$ and $b$-tagging criteria are applied to the selected top- and $b$-quark jet candidates after rejecting events in which the $b$-quark jet candidate has $|\eta| > 1.2$. This improves the signal sensitivity at high $m_{tb}$ since the high-$p_T$ $b$-quark jets from the $W'$-boson decay tend to be more central (smaller $|\eta|$) than the jets from the multi-jet background. A summary of the top- and $b$-quark jet candidate selection is shown in Table 1.

Events are divided into two categories: the “1 b-tag in” category and the “0 b-tag in” category. For the “1 b-tag in” category, exactly one $b$-tagged small-$R$ jet with $p_T > 25$ GeV and $\Delta R < 1.0$ from the top-quark jet candidate is required, while for the “0 b-tag in” category, it is required that there be zero $b$-tagged small-$R$ jets with $p_T > 25$ GeV within the large-$R$ jet.

The binning of the $m_{tb}$ distribution is chosen to balance the sensitivity coming from the different signal and background distribution shapes against the diminishing statistical sensitivity of the data at high $m_{tb}$. Requirements are imposed on the expected number of background events per bin and the bin width is adapted to a resolution function that represents the width of the reconstructed mass peak for each studied $W'$-boson signal sample. For each $m_{tb}$ bin and in each of the “$b$-tag in” categories, the data sample is divided into six regions by using top-tagging and $b$-tagging criteria, which are described in Fig. 3. The “not loose top-tagged” regions consist of events where the selected top-quark jet candidate fails to meet the loose top-tagged (80% WP) identification criteria, the “loose-but-not-tight top-tagged” regions consist of events where the selected top-quark jet candidate satisfies the loose top-tagged identification criteria but not the tight top-tagged criteria (50% WP) and the “tight top-tagged” regions consist of events where the selected top-quark jet candidate satisfies the tight top-tagged criteria. The signal regions are constructed from events in which the selected small-$R$ jet $b$-candidate is $b$-tagged: signal region SR1 consists of events classified as “tight top-tagged, 0 b-tag in”, sig-

| Event reconstruction and selection | $p_T^* > 420$ GeV, $|\eta^*| < 2.0$ |
|-----------------------------------|-----------------------------------|
| Large-$R$ jet ($j$)               | $p_T^* > 25$ GeV, $|\eta^*| < 2.5$ |
| Small-$R$ jet ($j$)               | $p_T > 420$ GeV, $|\eta| < 2.0$ |
| Top-quark jet candidate ($j_{top}$) | jet $j$ with highest $m_{j} + 0.15 \times m_{j}$ |
| $b$-quark jet candidate ($j_{b}$) | highest-$p_T$ jet $j$ with $p_T > 420$ GeV, $\Delta R(j_{top}, j) > 2.0$ |
| Lepton veto                       | zero leptons with $p_T > 25$ GeV, $|\eta| < 2.5$ |
| $b$-quark jet candidate $\eta$   | zero $j_{\text{top}}$ with $|\eta| > 1.2$ |
| 0 b-tag in                        | zero $b$-tagged jets $j$ with $\Delta R(j_{\text{top}}, j) < 1.0$ |
| 1 b-tag in                        | exactly one $b$-tagged jet $j$ with $\Delta R(j_{\text{top}}, j) < 1.0$ |
nal region SR2 consists of events classified as "loose-but-not-tight top-tagged, 1 b-tag in" and signal region SR3 consists of events classified as "tight top-tagged, 1 b-tag in". A validation region (VR), with negligible signal contamination, is defined to test the performance of the data-driven method of estimating the multi-jet + \( W/Z + \)jets background. This region consists of events where the b-candidate is b-tagged, and classified as "loose-but-not-tight top-tagged, 0 b-tag in". The prediction is found to be in agreement with data within uncertainties.

The \( W'\)-boson signal selection efficiency, for masses below 2.5 TeV, is higher in SR2 and SR3 than in SR1, due to the requirement of zero b-tagged jets with \( \Delta R < 1.0 \) of the large-R jet ("0 b-tag in" category) in SR1, making the topology less like the signal in SR1. For masses above 2.5 TeV, the signal efficiency is higher in SR1 than in SR2 and SR3 for the same reason: the b-tagging efficiency, decreasing with \( p_T\), affects SR2 and SR3 more due to the requirement of the additional b-tagged jet. Thus, the addition of the "0 b-tag in" category improves the signal sensitivity at large \( W'\)-boson masses. The \( W'\)-boson signal event selection efficiency is about 10% at low mass, decreasing to about 7% at high mass. The difference between the \( W'\)-boson and \( W\)-boson signal selection efficiencies depends on the signal region and the efficiency is on average \( \sim 10\% \) higher for \( W'\)-boson signal samples. The difference in efficiency between \( W'\)-boson and \( W\)-boson signals comes from a difference in angular separation between the \( W\)-boson and the b-quark from the top-quark decay due to the different \( W'\)-boson handedness, leading to a difference in the overall top-tagging efficiency. For instance, the 3 TeV \( W'\)-boson signal sample has a selection efficiency of 2.9% in SR1, 2.5% in SR2 and 2.4% in SR3, while the 3 TeV \( W\)-boson signal sample has a selection efficiency of 2.7% in SR1, 2.3% in SR2 and 2.3% in SR3.

The dominant background from multi-jet production is estimated directly from data using a six-region "2D sideband" method that predicts both the shape and normalisation of the \( m_b\) distribution. These regions are shown in Fig. 3. The amount of multi-jet + \( W/Z + \)jets background in the signal regions and in the VR is estimated bin-by-bin in the \( m_b\) distribution using the observed number of events in the control regions after subtracting the contribution from \( t\bar{t}\) events:

\[
N_{A}^{\text{bkg}} = R_{A}^{\text{corr}} \cdot \left( \frac{N_{C}^{\text{data}} - N_{C}^{\text{fit}}}{N_{F}^{\text{data}} - N_{F}^{\text{fit}}} \right) \cdot \left( \frac{N_{E}^{\text{data}} - N_{E}^{\text{fit}}}{N_{F}^{\text{data}} - N_{F}^{\text{fit}}} \right)
\]

where "bkg" stands for multi-jet background and \( W/Z + \)jets background, \( N_{A}^{\text{bkg}} \) and \( N_{B}^{\text{bkg}} \) are the numbers of multi-jet + \( W/Z + \)jet background events in regions A and B estimated using this method; \( N_{k}^{\text{data}} \) and \( N_{k}^{\text{fit}} \) are the numbers of observed events and the expected number of \( t\bar{t}\) events in each region, respectively. The correlation between the top- and b-tagging variables \( R_{\text{corr}} \) is evaluated using five simulated QCD dijet samples as:

\[
R_{\text{corr}}^{A} = \frac{N_{A}^{\text{dijet MC}} \cdot N_{F}^{\text{dijet MC}}}{N_{F}^{\text{dijet MC}}} \quad \text{and} \quad R_{\text{corr}}^{B} = \frac{N_{B}^{\text{dijet MC}} \cdot N_{F}^{\text{dijet MC}}}{N_{F}^{\text{dijet MC}}}
\]

where \( N_{A}^{\text{dijet MC}} \) is the number of events predicted by QCD dijet simulation in a given region. The prediction by Pythia is used to correct for this correlation, while the difference between the predictions of the correlation by other QCD dijet simulations (see Section 3) is used to determine the systematic uncertainty of this 2D sideband method. Experimental systematic uncertainties (see Section 6) are found to have a negligible impact on \( R_{\text{corr}}\). The value of \( R_{\text{corr}}\) is found to depend on the signal region and varies between 0.6 at low \( m_b\) and 1.3 at high \( m_b\).

The event yields in the different regions considered are shown in Table 2. The multi-jet background makes up more than 90% of the total background in SR1, SR2 and VR, and 75% of the total background in SR3. The contribution of \( t\bar{t}\) events is 4%, 9% and 25% of the total background in SR1, SR2 and SR3. The data are well described by the background model. For regions C, D, E and F, the number of multi-jet + \( W/Z + \)jets is equal to the number of data events after subtracting the \( t\bar{t}\) contribution.

6. Systematic uncertainties

The sources of systematic uncertainty can be broadly divided into three groups: those of experimental nature, those related to the modelling in simulation, and those related to the data-driven multi-jet background estimation.

The simulated samples are affected by uncertainties related to the description of the detector response. The dominant detector-related systematic effects are due to the uncertainties in the jet
energy scale (JES) and resolution (JER) \cite{71}, in the b-tagging efficiency and mistag rate \cite{63} and in the top tagging. The main contributions to the uncertainties in the small-R JES, derived as a function of jet \( p_T \) and \( \eta \), are related to its calibre, the dependence on the pile-up activity and on the flavour composition of jets \cite{55,72}. The uncertainty in the scale and resolution of large-R jet mass and energy is evaluated by comparing the ratio of calorimeter-based to track-based measurements in multi-jet data and simulation \cite{25,60}. The flavour-tagging efficiency and its uncertainty for b-jets \cite{62} is estimated in \( \ell \ell \) events, while the misidentification rate for c-jets and other jets and their corresponding uncertainties are determined using a \( \ell \ell \)-enriched region and multi-jet events, respectively. The SD top-tagging uncertainty is estimated by varying the \( p_T \) of the subjects used as inputs to the SD algorithm by 2.5%. This value is derived using a procedure described in Ref. \cite{25} and is found to cover any data/simulation differences in the log \( \chi^2 \) distribution (see Fig. 2). Systematic uncertainties in the lepton veto are found to have a negligible effect.

Flavour-tagging simulation-to-data efficiency correction factors \cite{62} depend on the jet \( p_T \) and \( \eta \). These correction factors have several sources of uncertainty. They are split into uncorrelated components that are then treated independently. Additional uncertainties are considered in the extrapolation of the b-quark jet and c-jet efficiency calibration from low \( p_T \), where there is enough data to make a measurement, to high \( p_T \).

The average number of interactions per bunch crossing is rescaled in simulation by 9% to improve agreement with data, and an uncertainty, as large as the correction, is assigned. Finally, a global normalisation uncertainty of 2.1% is assigned due to the uncertainty in the luminosity measurement. It is derived, following a methodology similar to that detailed in Ref. \cite{73}, from a calibration of the luminosity scale using \( \times-y \) beam-separation scans performed in August 2015 and May 2016.

The multi-jet background uncertainties pertain primarily to the estimation method itself. Simulation predictions for the correlation between top- and b-tagging criteria in the multi-jet background estimation are one source of uncertainty; different event generators are compared to account for differences in modelling of the matrix element and parton showering. The uncertainty in the total background yield arising from the contribution of multi-jets is 15% in SR1, 22% in SR2 and 22% in SR3.

The second largest background, from \( \ell \ell \) events, is assigned a 6% normalisation uncertainty corresponding to the uncertainty in the production cross-section. An additional uncertainty in the modelling of this background is derived from data/simulation differences observed in the top-quark \( p_T \) spectrum in \( \ell \ell \) differential cross-section measurements \cite{67}. This uncertainty has an approximately linear dependence on \( m_{tb} \). It is 13% at \( m_{tb} = 1 \) TeV, 31% at \( m_{tb} = 2 \) TeV, 48% at \( m_{tb} = 3 \) TeV and 65% at \( m_{tb} = 4 \) TeV.

The total systematic uncertainty in the background yield is dominated by uncertainties in the 2D sideband method and in the flavour-tagging efficiencies. The dominant systematic uncertainty in the signal yield is due to uncertainties in flavor tagging and top tagging efficiencies. The impact of theoretical uncertainties in the signal acceptance on the results of the analysis is negligible. The statistical uncertainty of the data dominates for \( m_{tb} > 2 \) TeV.

### 7. Statistical analysis and results

In order to test for the presence of a massive resonance, templates in the variable \( m_{tb} \) obtained from the simulated signal event samples and the background events estimated using data-driven methods and simulation, are fit to data, using a binned maximum-likelihood approach based on the RooStats framework \cite{74,75}. The fits are performed simultaneously in the three signal regions (see Section 5). The background processes considered in the maximum-likelihood fit are the dominant multi-jet background and W/Z+jets, estimated together using the 2D sideband method (see Section 5), and \( \ell \ell \) events (see Table 2 for event yields).

The systematic uncertainties described in Section 6 may change the acceptance and shape of the \( m_{tb} \) distribution of both a potential W-boson signal and the background processes, and are incorporated into the fit as nuisance parameters with log-normal constraints, with correlations across signal regions and signal and background processes taken into account. Some systematic uncertainties, such as those in the JES, affect the shapes of the histogram templates. These systematic uncertainties in the shapes are accounted for by introducing nuisance parameters \( \alpha_k \) that describe the possible variation in the shapes of the histograms for each process \( k \). A log-normal constraint with mean 0 and width 1 is applied to each of the parameters \( \alpha_k \). When performing the maximum-likelihood fit, all of the parameters \( \alpha_k \) are allowed to vary.

The signal (s) and background (b) expectations are functions of the nuisance parameters \( \theta \). These functions are built such that the response of \( s \) and \( b \) to each \( \theta \) is factorised from the nominal value \( (s_0) \) of the expected rate: \( s(\theta) = s_0 \times \prod \nu(\theta) \) where \( \nu(\theta) \) describe the effect of variations in the nuisance parameters \( \theta \) and similarly for \( b \).

The p-value \( p_b \), representing the probability that the data is compatible with the background-only hypothesis, is estimated using the log-likelihood ratio (LLR) test statistic and evaluated using the asymptotic approximation \cite{76}. In the absence of any significant excess above the expected background, upper limits at the 95% CL on the signal production cross-section times branching ratio are derived using the CLs method \cite{77}. Limits derived using

---

**Table 2**

Event yields in the different regions including the signal regions, SR1, SR2 and SR3. Also shown are the total systematic uncertainties in the estimate of the multi-jet + W/Z+jets and \( \ell \ell \) backgrounds in the different regions. The numbers in parentheses are the percentage fractions of the total background. For regions C, D, E and F, the number of multi-jet + W/Z+jets is equal to the number of data events after subtracting the \( \ell \ell \) contribution.

<table>
<thead>
<tr>
<th></th>
<th>Category</th>
<th>SR1</th>
<th>VR</th>
<th>Region C</th>
<th>Region D</th>
<th>Region E</th>
<th>Region F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td></td>
<td>16,333</td>
<td>57,626</td>
<td>655,669</td>
<td>267,440</td>
<td>958,847</td>
<td>12,591,520</td>
</tr>
<tr>
<td>( \ell \ell )</td>
<td></td>
<td>620 ± 160 (4%)</td>
<td>780 ± 190 (1%)</td>
<td>1,520 ± 310</td>
<td>2,400 ± 600</td>
<td>3,400 ± 900</td>
<td>5,100 ± 1,100</td>
</tr>
<tr>
<td>Multi-jet + W/Z+jets</td>
<td></td>
<td>15,200 ± 2,500 (96%)</td>
<td>54,000 ± 12,000 (99%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Category</th>
<th>SR1</th>
<th>SR2</th>
<th>Region C</th>
<th>Region D</th>
<th>Region E</th>
<th>Region F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td></td>
<td>4,265</td>
<td>12,834</td>
<td>78,326</td>
<td>56,044</td>
<td>187,990</td>
<td>1,224,317</td>
</tr>
<tr>
<td>( \ell \ell )</td>
<td></td>
<td>1,120 ± 290 (25%)</td>
<td>1,140 ± 280 (9%)</td>
<td>1,120 ± 260</td>
<td>5,300 ± 1,200</td>
<td>6,700 ± 1,500</td>
<td>5,600 ± 1,200</td>
</tr>
<tr>
<td>Multi-jet + W/Z+jets</td>
<td></td>
<td>3,250 ± 970 (75%)</td>
<td>11,200 ± 2,700 (91%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---
the asymptotic approximation were cross-checked using pseudo-experiments and found to have a difference of less than 10% for all $W'$ signal masses.

Fig. 4 shows the $m_{bb}$ distributions in the three signal regions and the validation region after the fit to data. The fit in VR is done independently to test the post-fit agreement of the prediction with data. The maximum value of $m_{bb}$ observed in data is 5.8 TeV. The hatched band in the bottom panel includes the systematic uncertainties described in Section 6 after the fit to data. The most discrepant region, at 2.25 TeV, has a local significance of 2.0 $\sigma$ for the combined fit in the three SRs, consistent with the background-only hypothesis. In the absence of any significant excess over the background-only hypothesis, 95% CL limits are derived on the cross-section times branching ratio of $W'$ to $t\bar{b}$ decay, as shown in Fig. 5, for the right-handed and left-handed couplings. The observed and expected limits are derived using a linear interpolation between simulated signal mass hypotheses. They translate to observed (expected) lower limits on the mass of a $W'$ boson, with the same coupling to fermions as the SM $W$ boson, of 3.0 (3.0) TeV and 2.9 (2.8) TeV in the right- and left-handed models, respectively. These mass limit values are obtained from the intersection of the theory curve and the observed and expected limit curves using a linear interpolation between the 2.75 TeV and 3 TeV $W'$-boson signal mass points. The narrow dotted curve in Fig. 5 shows the cross-section times branching ratio of $W'$ to $t\bar{b}$ decay calculated with Zpr [15]. The band around this curve shows the uncertainty in the theoretical cross-section obtained by summing in quadrature the uncertainties in the estimation of the parton distribution function, strong coupling constant, renormalization and factorization scales and the top-quark mass. The difference between the mass exclusion limit results for $W'_L$- and $W'_R$-boson signals is mainly due to different total cross-sections $\sigma(pp \rightarrow W') \cdot B(W' \rightarrow t\bar{b})$ of the two processes as discussed in Section 3.
Fig. 5. Observed and expected 95% CL limits on the $W'$-boson (top) and $W_{1}'$-boson (bottom) cross-sections times branching ratio of $W'$ to $t\bar{b}$ decay as a function of the corresponding $W'$-boson mass. The expected 95% CL limits are shown with ±1 and ±2 standard deviation (s.d.) bands. The narrow dotted curves show the theoretical cross-section predictions and the bands around them show the uncertainties in the predictions for the corresponding $W'$-boson signal. The observed and expected limits are derived using a linear interpolation between simulated signal mass hypotheses.

8. Summary

A search for $W' \rightarrow t\bar{b} \rightarrow q\bar{q}'b\bar{b}$ is presented using 36.1 fb$^{-1}$ of $\sqrt{s} = 13$ TeV proton-proton collision data collected with the ATLAS detector at the LHC. The analysis makes use of jet substructure tagging optimised to select large-$R$ jets originating from hadronically decaying top quarks using the shower deconstruction algorithm and $b$-tagging of small-$R$ jets. The observed $m_{tb}$ spectrum is consistent with the background-only prediction and exclusion limits at 95% CL are set on the $W'$-boson production cross-section times branching ratio to $t\bar{b}$ for right-handed and left-handed couplings as a function of the $W'$ mass in the range 1–5 TeV. Cross-section limits are set at high $W'$-boson masses, excluding $W'$ bosons with right-handed couplings with masses below 3.0 TeV and excluding $W'$ bosons with left-handed couplings with masses below 2.9 TeV (at 95% CL).
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