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\textbf{Abstract}

We investigate the ground state energy of the random Schrödinger operator $-\frac{1}{2}\Delta + \beta (\log t)^{-2/d}V$ on the box $(-t,t)^d$ with Dirichlet boundary conditions. $V$ denotes the Poissonian potential which is obtained by translating a fixed non-negative compactly supported shape function to all the particles of a $d$-dimensional Poissonian point process. The scaling $(\log t)^{-2/d}$ is chosen to be of critical order, i.e. it is determined by the typical size of the largest hole of the Poissonian cloud in the box $(-t,t)^d$. We prove that the ground state energy (properly rescaled) converges to a deterministic limit $I(\beta)$ with probability 1 as $t \to \infty$. $I(\beta)$ can be expressed by a (deterministic) variational principle. This approach leads to a completely different method to prove the phase transition picture developed in [4]. Further we derive critical exponents in dimensions $d < 4$ and we investigate the large-$\beta$-behavior, which asymptotically approaches a similar picture as for the unscaled Poissonian potential considered by Sznitman [8].

\section{INTRODUCTION AND RESULTS}

In this article, we consider the infinite volume limit of the ground state energy (principal Dirichlet eigenvalue) for a non-relativistic quantum particle in a scaled Poissonian potential. The motivation for this study is to develop a better understanding of the corresponding (random) variational problem and its phase transition picture proven in [4]. Related random variational problems naturally arise in several questions of disordered media, e.g. in the study of the path behavior of Brownian motion in a Poissonian potential: the Poissonian potential plays the role of an absorption rate, and one tries to determine where the surviving Brownian particles settle down (see [8], Section 6.1). In the main body of this article we first derive a (deterministic) variational principle for the infinite volume limit of the (rescaled) ground state energy of the random Schrödinger operator. In the second part we analyze this variational problem and derive the phase transition picture.
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We start with the definition of the scaled (random) potential: it is obtained by translating a fixed shape function \( W \) to all the points of a Poissonian cloud (of constant intensity \( \nu = 1 \)). Let \( \mathbb{P} \) stand for the canonical law of the Poissonian point process \( \omega = \sum_i \delta_{x_i} \in \Omega \) (where \( \Omega \) is the set of all simple pure locally finite point measures on \( \mathbb{R}^d \)). The scaled Poissonian potential with scaling function \( \varphi : \mathbb{R}_+ \to \mathbb{R}_+ \) is then defined as follows: for \( x \in \mathbb{R}^d, \beta > 0, t > 0, \omega \in \Omega \) we set

\[
V_{\beta,t}(x,\omega) \overset{\text{def}}{=} \frac{\beta}{\varphi(t)^2} \int W(x - y) \omega(dy),
\]

where we assume that the shape function \( W \geq 0 \) is measurable, bounded, compactly supported, and \( \int W(x) dx = 1 \). When it causes no ambiguity, we shall omit to write superscripts \( \varphi \).

For any non-negative potential \( V \) and \( \phi \in H^{1,2}_0(\mathbb{R}^d) \) we introduce the quadratic form

\[
\mathcal{E}_V(\phi) = \frac{1}{2} \| \nabla \phi \|^2 + \int_{\mathbb{R}^d} V \phi^2 \, dx.
\]

Then the ground state energy on a non-empty open set \( U \subset \mathbb{R}^d \) of the potential \( V_{\beta,t} \) is defined as follows (see also Sznitman [8], (3.1.2))

\[
\lambda_{V_{\beta,t}}(U) \overset{\text{def}}{=} \inf \left\{ \mathcal{E}_{V_{\beta,t}}(\phi) : \phi \in H^{1,2}_0(U), \| \phi \|_2 = 1 \right\}
\]

\[
= \text{principal Dirichlet eigenvalue of } -\frac{1}{2} \Delta + V_{\beta,t} \text{ in } U,
\]

where \( H^{1,2}_0(U) \) is the Sobolev space with generalized Dirichlet boundary conditions on \( U \).

Let \( \Phi \) denote the set of all test functions \( \phi \in H^{1,2}_0(\mathbb{R}^d) \) which are continuous, compactly supported, and normalized: \( \| \phi \|_2 = 1 \). For \( \phi \in \Phi \) we define the logarithmic moment generating function of the Poisson process:

\[
\Lambda_\phi(\sigma) \overset{\text{def}}{=} \log \mathbb{E} \left[ \exp \left\{ \sigma \int_{\mathbb{R}^d} \phi^2 \, d\omega \right\} \right] = \int_{\mathbb{R}^d} (e^{\sigma \phi^2} - 1) \, dx, \quad \sigma \in \mathbb{R},
\]

and its one-dimensional Fenchel–Legendre transform, \( \mu \in \mathbb{R} \),

\[
\Lambda^*_\phi(\mu) \overset{\text{def}}{=} \sup_{\sigma \in \mathbb{R}} (\sigma \mu - \Lambda_\phi(\sigma)).
\]

We introduce the following function: For \( \beta \geq 0 \),

\[
I(\beta) \overset{\text{def}}{=} \inf \left\{ \frac{1}{2} \| \nabla \phi \|^2 + \beta \mu : \phi \in \Phi, \mu \in (0,1), \Lambda^*_\phi(\mu) \leq d \right\}.
\]

Our first main result is the following variational principle:
**Theorem 0.1** For $d \geq 1$, $\beta > 0$ and $\varphi(t) = (\log t)^{1/d}$ the following holds:

$$
P\text{-a.s.} \lim_{t \to \infty} (\log t)^{2/d} \lambda_{t}^{\beta, \nu}((-t,t)^d) = I(\beta). 
$$ (0.7)

The new result here is that the above limit exists $P$-a.s. and that it is $P$-a.s. equal to the deterministic number coming from the variational principle (0.6).

**Theorem 0.2 (Large-$\beta$-behavior)** Let $d \geq 1$. The function $I$ is concave, non-negative, strictly monotonically increasing on $[0, \infty)$ with

$$
\lim_{\beta \to \infty} I(\beta) = c(d, 1),
$$ (0.8)

where $c(d, 1)$ is the principal Dirichlet eigenvalue of $-\frac{1}{2} \Delta$ on a $d$-dimensional ball of volume $d$.

The constant $c(d, 1)$ was introduced by Sznitman [8], formula (4.4.20), in the unscaled picture (see [8], Theorem 4.4.6). More quantitative estimates for the speed of convergence in (0.8) as $\beta \to \infty$ are provided in Lemmas 3.5 and 3.6 below.

**Theorem 0.3 (Critical exponents in low dimensions)** Let $d \leq 3$. There exists a constant $C_1(d) > 0$ and for every $b_1 > 0$ there exists a constant $C_2(d, b_1) > 0$ such that for every $\beta \in (0, b_1)$

$$
\beta - C_1 \beta^{4/(4-d)} \leq I(\beta) \leq \beta - C_2 \beta^{4/(4-d)}. 
$$ (0.9)

The new piece here is the lower bound, while the upper bound is contained in [4], Lemma 3.4. One should compare the above statement with the following theorem:

**Theorem 0.4 (Phase transition in high dimensions)** Let $d \geq 4$. There exists a constant $\beta_c(d) > 0$ such that

- for all $\beta \leq \beta_c(d)$: $I(\beta) = \beta$,
- for all $\beta > \beta_c(d)$: $I(\beta) < \beta$,

where the following bounds hold for $\beta_c(d)$:

- For $d = 4$: $\beta_c(4) = \frac{\pi}{\sqrt{3}}$.
- For $d \geq 5$: $d^{3-d/4}(d-2)2^{4/d-3} \pi^{1+1/d} \Gamma \left(\frac{1+d}{2}\right)^{-2/d} \leq \beta_c(d) < c(d, 1)$.

I.e., in high dimensions we observe a phase transition of the ground state energy on the scale $\varphi(t) = (\log t)^{1/d}$. For small $\beta$ we can choose as test function a normalized
approximation of the constant and we obtain already the correct leading order of the asymptotic behavior of the ground state energy. For large $\beta$ the situation is completely different, namely it is more favorable to localize the test function in regions where the number of Poissonian particles is below its average value. In low dimensions this picture does not hold true, namely for any positive value of $\beta$ one should localize the test function, i.e. we do not see a phase transition on this scale. (Some parts of these pictures have already been developed in [4].)

**Theorem 0.5 (Critical exponent in 4 dimensions)** Let $d = 4$. There exist constants $C_3, C_4, C_5 > 0$ and $b_2 > \beta_c(4)$ such that for every $\beta \in (\beta_c(4), b_2)$

$$\beta - C_3(\beta - \beta_c(4))^2 \leq I(\beta) \leq \beta - C_4 \frac{(\beta - \beta_c(4))^2}{\log |C_5(\beta - \beta_c(4))|}. \quad (0.14)$$

We remark that there is numerical evidence that the above picture does not hold true for $d \geq 5$, i.e. we expect in large dimensions that the derivative $I'(\beta)$ should have a jump singularity at $\beta = \beta_c(d)$. This also corresponds to the picture emphasized in [4].

The next theorem holds for all dimensions, but is mainly interesting for $d \leq 3$: It implies that we are considering the correct scaling, and formally we may write $\beta_c(d) = 0$ for $d \leq 3$: (We write $a(t) \ll b(t)$ for $a(t)/b(t) \to 0$.)

**Theorem 0.6 (Absence of a phase transition on other scalings)** For $d \geq 1$, $\beta > 0$ and $(\log t)^{1/d} \ll \varphi(t) \ll t$ the following holds:

$$\Pr\text{-a.s. } \lim_{t \to \infty} \varphi(t)^2 \lambda_{\varphi, \beta, t}((-t, t)^d) = \beta. \quad (0.15)$$

Small scalings are treated by the following corollary of Theorem 0.2:

**Corollary 0.7** For $d \geq 1$, $\beta > 0$ and $\varphi(t) \ll (\log t)^{1/d}$ the following holds:

$$\Pr\text{-a.s. } \lim_{t \to \infty} (\log t)^{2/d} \lambda_{\varphi, \beta, t}((-t, t)^d) = c(d, 1). \quad (0.16)$$

Let us explain how this article is organized: In Section 1 we do all the preparatory work. We introduce some further definitions and we recall some already known results including the upper bound in Theorem 0.1.

In Section 2 we provide the lower bounds of Theorems 0.1 and 0.6. In a first step we show that if we allow a small error of order $\varphi(t)^{-2}$ we can restrict the infimum in (0.3) (for $U = (-t, t)^d$) to finitely many smooth test functions which live on balls with radius of order $\varphi(t)$. The main ingredients here are a cutoff (or localization) procedure for eigenfunctions and the compactness property of convolution operators. In a second step then, we derive for all of these finitely many compactly supported smooth test functions
a large deviation result estimating the potential term in (0.2). Putting these estimates together yields the lower bounds of Theorems 0.1 and 0.6.

In Section 3 we prove Theorems 0.2 - 0.5. The main body in the analysis of the variational problem (0.6) is to calculate good upper and lower bounds on the logarithmic moment generating function in order to control the Fenchel-Legendre transform. This is done using scaling arguments, Taylor expansions and Sobolev inequalities. Using these estimates we prove the lower bounds in Theorems 0.3 - 0.5. (The upper bounds of Theorems 0.3 and 0.4 have already been proven in [4].)

The idea behind the proof of the upper bound in Theorem 0.5 is the following: The Sobolev inequality (3.15) we choose to prove the lower bound turns into an equality (for \(d = 4\)) if we choose an appropriate test function. This test function is not in \(H_{0}^{1,2}(\mathbb{R}^{4})\), so we have to take a compactly supported approximation to evaluate (0.2) which then gives the desired leading order. We remark that many of these Sobolev inequalities, we are using here, have already been very helpful in the analysis of a variational problem studied by van den Berg-Bolthausen-den Hollander [2].

The upper bound in Theorem 0.2 follows already from the simple fact \(I(\beta) \leq c(d, 1)\). However, we give a finer upper and lower estimate for \(I(\beta)\) in the large-\(\beta\)-regime, using the asymptotics of the ground state energy in a deterministic square well potential. This asymptotics is well known to physicists, but unfortunately we were not able to provide a rigorous reference; this is why we describe the argument in Appendix B. The upper estimate for \(I(\beta)\) in the large-\(\beta\)-regime improves a previously known bound (see Theorem 0.1 and Lemma 3.5 in [4]).

Finally in Appendix A we prove the upper bound of Theorem 0.6 using as test function (to evaluate (0.2)) a normalized approximation to a constant function on \((-t, t)^d\). Further we sketch the proof of Corollary 0.7.

1 PRELIMINARIES

We start with the following definitions: For \(t > 0\), we define

\[
\mathcal{T}_{t} \overset{\text{def}}{=} (-t, t)^d,
\]

\(W_{\infty} \overset{\text{def}}{=} \sup_{x \in \mathbb{R}^{d}} W(x)\), and \(a\) denotes the minimal radius such that \(\text{supp} \ W \subseteq \overline{B}_{a}(0)\), where \(B_{a}(0)\) is the open ball with center 0 and radius \(a\). For \(\beta > 0\) and \(m \in (0, 1)\) we
define the following functions:

\[ I_1(\beta, m) \overset{\text{def}}{=} \inf \left\{ \frac{1}{2} \| \nabla \phi \|^2_2 + \beta m \mu : \phi \in \Phi, \mu \in (0, 1), \Lambda^{*}_{\phi}(\mu) \leq \frac{d}{m} \right\}, \quad (1.2) \]
\[ I_1(\beta) \overset{\text{def}}{=} \lim_{m \uparrow 1} I_1(\beta, m), \quad (1.3) \]
\[ I_2(\beta) \overset{\text{def}}{=} \inf \left\{ \frac{1}{2} \| \nabla \phi \|^2_2 + \beta \mu : \phi \in \Phi, \mu \in (0, 1), \Lambda^{*}_{\phi}(\mu) < d \right\}. \quad (1.4) \]

The limit on the right-hand side of (1.3) is well-defined since its argument is monotonically increasing in \( m \): \( I_1(\beta) \geq I_1(\beta, m) \rightarrow I_1(\beta) \) as \( m \uparrow 1 \).

The upper bound in (0.7) is a consequence of the following considerations: If we choose \( \varphi(t) = (\log t)^{1/d} \) then we have seen in Lemma 3.2 of [4] that for all \( \phi \in \Phi \) and \( \mu \in (0, 1) \) with \( \Lambda^{*}_{\phi}(\mu) < d \) we have \( \mathbb{P}\text{-a.s.} \limsup_{t \to \infty} (\log t)^{2/d} \Lambda^{*}_{\phi_1}(\mathcal{T}_t) \leq \frac{1}{2} \| \nabla \phi \|^2_2 + \beta \mu \). Hence we obtain \( \mathbb{P}\text{-a.s.} \)

\[ \limsup_{t \to \infty} (\log t)^{2/d} \Lambda^{*}_{\phi_1}(\mathcal{T}_t) \leq I_2(\beta) \leq \frac{1}{2} \| \nabla \phi \|^2_2 + \beta \mu. \quad (1.5) \]

Repeating the argument of Lemma 3.3 in [4], we see that we can choose two sequences \( \mu_n \in (0, 1) \) and \( \phi_n \in \Phi \) such that \( \mu_n \uparrow 1 \) (as \( n \to \infty \)) and \( \Lambda^{*}_{\phi_n}(\mu_n) < d \) for all \( n \geq 1 \) (see formulas (3.28)-(3.29) of [4]) with

\[ \lim_{n \to \infty} \frac{1}{2} \| \nabla \phi_n \|^2_2 + \beta \mu_n = \beta. \quad (1.6) \]

Henceforth we obtain

\[ \mathbb{P}\text{-a.s.} \limsup_{t \to \infty} (\log t)^{2/d} \Lambda^{*}_{\phi_n}(\mathcal{T}_t) \leq I_2(\beta) \leq \beta. \quad (1.7) \]

Furthermore we have for all \( \beta > 0 \) and \( m \in (0, 1) \)

\[ I_1(\beta, m) \leq I_1(\beta) \leq I(\beta) \leq I_2(\beta) \leq \beta. \quad (1.8) \]

**Lemma 1.1** There exists \( c_6 > 0 \) such that for all \( \beta > 0, \eta > 0 \) and \( m \in (1/2, 1) \) with

\[ 1 - m \leq c_6 \eta \beta^{-1} \quad (1.9) \]

the following holds:

\[ I_2(\beta) \leq I_1(\beta, m) + \eta. \quad (1.10) \]

**Proof of Lemma 1.1.** The function \( m \mapsto m^{-1/d} + [(1 - m^{1-1/d}) \vee 0] \), with \( \frac{1}{2} \leq m \leq 1 \), has value 1 for \( m = 1 \) and is Lipschitz continuous. Let \( 1/c_6 \) be a strict upper bound for its
Lipschitz constant. Then for all $\beta > 0$, $\eta > 0$ and $1/2 < m < 1$ which fulfill assumption (1.9) we have

$$
(m^{-4/d} - 1) + [(1 - m^{1-4/d}) \lor 0] < \eta \beta^{-1}.
$$

(1.11)

From now on we fix such a triple $\beta, \eta, m$, hence we can choose $\varepsilon > 0$ so small that the following holds:

$$
(m^{-4/d} - 1)\beta + m^{-4/d}\varepsilon + [(1 - m^{1-4/d}) \lor 0] \beta \leq \eta.
$$

(1.12)

By the definition of $\tilde{I}_1(\beta, m)$ there are $\phi \in \Phi$ and $\mu \in (0, 1)$ with $\Lambda^*_\phi(\mu) \leq \frac{d}{m}$ and

$$
\frac{1}{2} \|\nabla \phi\|_2^2 + \beta \mu m \leq \tilde{I}_1(\beta, m) + \varepsilon.
$$

(1.13)

For $r > 0$ we scale $\phi$ by

$$
\phi_r(x) \overset{\text{def}}{=} r^{-d/2} \phi(x/r).
$$

(1.14)

$\phi_r$ scales as follows

$$
\|\phi_r\|^2_2 = 1 \quad \text{and} \quad \|\nabla \phi_r\|^2_2 = r^{-2} \|\nabla \phi\|^2_2,
$$

(1.15)

$$
\Lambda_{\phi_r}(\sigma) = r^d \Lambda_{\phi}(r^{-d}\sigma) \quad \text{and} \quad \Lambda_{\phi_r}^*(\mu) = r^d \Lambda_{\phi}^*(\mu).
$$

(1.16)

For $r(m) \overset{\text{def}}{=} m^{2/d}$ we have $\Lambda_{\phi_r}^*(\mu) = r^d \Lambda_{\phi}^*(\mu) \leq \frac{r^d d}{m} = md < d$, and

$$
I_2(\beta) \leq \frac{1}{2} \|\nabla \phi_r\|_2^2 + \beta \mu = \frac{1}{2r^2} \|\nabla \phi\|_2^2 + \beta \mu
$$

$$
= m^{-4/d} \left( \frac{1}{2} \|\nabla \phi\|_2^2 + \beta \mu \right) + (1 - m^{1-4/d}) \beta \mu
$$

(1.13)

$$
\leq m^{-4/d}(\tilde{I}_1(\beta, m) + \varepsilon) + (1 - m^{1-4/d}) \beta \mu
$$

(1.17)

$$
\leq \tilde{I}_1(\beta, m) + (m^{-4/d} - 1) \beta + m^{-4/d}\varepsilon + [(1 - m^{1-4/d}) \lor 0] \beta
$$

(1.18)

$$
\leq \tilde{I}_1(\beta, m) + \eta.
$$

(1.19)

This proves (1.10) and therefore Lemma 1.1.

\[ \square \]

The upper bound in (0.7) is a consequence of (1.7) and the following corollary:

**Corollary 1.2** $I_1(\beta) = I(\beta) = I_2(\beta)$.

**Proof of Corollary 1.2.** This is a trivial consequence of the bounds (1.8) and the previous Lemma 1.1.

\[ \square \]
2 PROOF OF THE LOWER BOUNDS IN (0.7) AND (0.15)

We assume that \( \varphi \) is a fixed positive scaling function with \( \varphi(t) \to \infty \) as \( t \to \infty \). We suppress superscripts \( \varphi \) when no ambiguity arises.

2.1 Localization, compactness argument, and large deviations

Our first step consists of a localization argument: To evaluate (0.3) on \( U = \mathcal{T}_t \) it suffices to consider test functions supported in balls with radius \( R\varphi(t) \), if we allow a small error \( \varphi(t)^{-2}\eta \) (see Lemma 2.1). In a second step (Lemma 2.2) we allow another small error \( \varphi(t)^{-2}\eta \) to smoothen the test functions. In a third step (Lemma 2.3) we prove that we can restrict ourselves to finitely many smooth test functions if we allow an additional small error of \( \varphi(t)^{-2}\eta \). Finally in Lemma 2.5 we give for every of these finitely many smooth test functions a large deviation result estimating the potential term in (0.2).

For \( t > 0, R > 0 \) and \( y \in d^{-1/2}R\varphi(t)\mathbb{Z}^d \) we define \( B^2_{R,t,y} \equiv B_{R\varphi(t)}(y) \), and we set \( Y_{R,t,y} \equiv \{ y \in d^{-1/2}R\varphi(t)\mathbb{Z}^d : B_{R,t,y} \cap \mathcal{T}_t \neq \emptyset \} \). Then \( \{ B_{R,t,y} \}_{y \in \mathcal{Y}_{R,t}} \) is an open covering of \( \mathcal{T}_t \).

Lemma 2.1 There exists \( c_7(d) > 0 \) such that for \( \beta > 0, \eta > 0, R \equiv (c_7/\eta)^{1/2} \vee 1 \) and \( t > 0 \)

\[
\lambda_{\beta,t}(\mathcal{T}_t) \geq \min_{y \in \mathcal{Y}_{R,t}} \inf_{\phi \in H^1_{\beta,t}(B_{R,t,y})} \| \phi \|_2 \frac{\mathcal{E}_{\beta,t}(\phi)}{\| \phi \|_2 - \varphi(t)^{-2}\eta}.
\] (2.1)

Proof of Lemma 2.1. Let \( c_8(d) < \infty \) denote an upper bound for the number of balls \( B_{R,t,y}, y \in \mathcal{Y}_{R,t} \), that intersect \( B_{R,t,0} \) (this number does neither depend on \( R > 0 \) nor on \( t > 0 \)). We use a partition of unity: Choose \( \chi \in C_\infty^c(B_1(0)) \) a fixed non-negative function with \( \sum_{j \in \mathbb{Z}^d} \chi(x-j) = 1 \) for all \( x \in \mathbb{R}^d \), and define \( c_7(d) \equiv \frac{c_8}{2} \| \nabla \chi \|_\infty \).

For \( \eta > 0 \), \( R = (c_7/\eta)^{1/2} \vee 1 \) and \( t > 0 \) we define a partition of unity over \( \mathcal{T}_t \),

\[
1 = \sum_{y \in \mathcal{Y}_{R,t}} \chi^2_{R,t,y} \quad \text{on} \quad \mathcal{T}_t,
\] (2.2)

where \( \chi_{R,t,y}(x) \equiv \chi \left( \frac{x-y}{R\varphi(t)} \right) \) are compactly supported in \( B_{R,t,y} \). Next we denote by \( \psi \in H^1_0(\mathcal{T}_t) \) a principal Dirichlet eigenfunction of the Schrödinger operator \( -\frac{1}{2} \Delta + V_{\beta,t} \) in \( \mathcal{T}_t \). With the help of the partition of unity we split this eigenfunction into pieces:

\[
\psi^2 = \sum_{y \in \mathcal{Y}_{R,t}} (\chi_{R,t,y}\psi)^2.
\] (2.3)
The definition of $R$ implies the following upper bound on the derivatives of $\chi_{R,t,y}$:

\[
\frac{1}{2} \left\| \sum_{y \in Y_{R,t}} |\nabla \chi_{R,t,y} \psi|^2 \right\|_\infty \leq \frac{C_8}{2} \left\| \nabla \chi_{R,t,0} \right\|_\infty^2 \leq \eta \varphi(t)^{-2}.
\] (2.4)

We claim for all $\lambda \in \mathbb{R}$: If

\[
\mathcal{E}_{V_{\beta,t},(\chi_{R,t,y} \psi)} \geq \lambda \| \chi_{R,t,y} \psi \|^2_2, \quad \text{for all } y \in Y_{R,t},
\] (2.5)

then

\[
\mathcal{E}_{V_{\beta,t}}(\psi) \geq (\lambda - \eta \varphi(t)^{-2}) \| \psi \|^2_2.
\] (2.6)

Lemma 2.1 is a consequence of this claim: To see this, we observe that the left-hand side in (2.6) equals $\lambda V_{\beta,t}(\mathcal{T}_t) \| \psi \|^2_2$. Choose $\lambda > \lambda V_{\beta,t}(\mathcal{T}_t) + \eta \varphi(t)^{-2}$; then (2.6) cannot be true. Therefore, we conclude that (2.5) has to fail for at least one $y \in Y_{R,t}$ for this choice of $\lambda$. We set $\phi_y \overset{\text{def}}{=} (\chi_{R,t,y} \psi)/\|\chi_{R,t,y} \psi\|^2_2$ for such a $y \in Y_{R,t}$ (note that $\|\chi_{R,t,y} \psi\|^2_2$ cannot vanish for this choice of $y$). We obtain $\mathcal{E}_{V_{\beta,t}}(\phi_y) < \lambda$. Henceforth, let $\min_{y \in Y_{R,t}} \mathcal{E}_{V_{\beta,t}}(\phi_y) < \lambda$ for all $\lambda > \lambda V_{\beta,t}(\mathcal{T}_t) + \eta \varphi(t)^{-2}$, where $Y_{R,t} \overset{\text{def}}{=} \{ y \in Y_{R,t} : \|\chi_{R,t,y} \psi\|^2_2 > 0 \}$. But this implies claim (1.1) of Lemma 2.1.

There remains to prove that (2.5) implies (2.6). We sum (2.5) over all $y \in Y_{R,t}$ and use (2.3) to obtain

\[
\frac{1}{2} \left\| \sum_{y \in Y_{R,t}} |\nabla \chi_{R,t,y} \psi|^2 \right\|_1 + \int V_{\beta,t} \psi^2 \, dx = \sum_{y \in Y_{R,t}} \mathcal{E}_{V_{\beta,t},(\chi_{R,t,y} \psi)} \geq \lambda \| \psi \|^2_2.
\] (2.7)

To estimate the gradient term in (2.7), we take the derivative of formula (2.2):

\[
2 \sum_{y \in Y_{R,t}} \chi_{R,t,y} \nabla \chi_{R,t,y} = 0. \quad \text{Hence using (2.4) we have}
\]

\[
\frac{1}{2} \left\| \sum_{y \in Y_{R,t}} |\nabla (\chi_{R,t,y} \psi)|^2 \right\|_1
\]

\[
= \frac{1}{2} \| \nabla \psi \|^2_2 + \langle \sum_{y \in Y_{R,t}} \chi_{R,t,y} \nabla \chi_{R,t,y} , \psi \nabla \psi \rangle + \frac{1}{2} \| \nabla \chi_{R,t,y} \|^2_2 \]

\[
\leq \frac{1}{2} \| \nabla \psi \|^2_2 + \eta \varphi(t)^{-2} \| \psi \|^2_2.
\] (2.8)

Collecting (2.7) and (2.8) yields (2.6). This finishes the proof of Lemma 2.1.
The next step consists of a smoothening and scaling argument: We take the convolution of test functions with an approximation \( \delta \) of Dirac’s \( \delta \): Let \( \delta_1 \in C_c^\infty(B_1(0)) \) be fixed non-negative with \( \| \delta_1 \|_1 = 1 \). Set \( \delta_1(x) \equiv \varepsilon^{-d} \delta(x/\varepsilon) \). Let \( * \) denote the convolution operator. We set for \( R > 0 \) and \( N > 0 \):

\[
\Phi_{R,N} \overset{\mathrm{def}}{=} \left\{ \phi \in H_0^{1,2}(B_R(0)) : \| \phi \|_2 = 1, \| \nabla \phi \|_2 \leq \sqrt{N} \right\};
\]

(2.9)

For \( t > 0, y \in \mathbb{R}^d \), we define the scaling operator \( S_{t,y}^\phi \) by

\[
(S_{t,y}^\phi)(x) \overset{\mathrm{def}}{=} \varphi(t)^{-d/2} \phi \left( \varphi(t)^{-1}(x - y) \right).
\]

(2.10)

This operator maps \( H_0^{1,2}(B_R(0)) \) onto \( H_0^{1,2}(B_{R+t,y}) \); it fulfills

\[
\| S_{t,y}^\phi \|_2 = \| \phi \|_2 \quad \text{and} \quad \| \nabla (S_{t,y}^\phi) \|_2 = \varphi(t)^{-1} \| \nabla \phi \|_2.
\]

(2.11)

We choose a truncation level \( M > 0 \) (to be specified later) and define \( V^M \overset{\mathrm{def}}{=} V \wedge M \). Further we introduce

\[
V^M_{\beta,M} \overset{\mathrm{def}}{=} \beta \varphi(t)^{-2} V^M.
\]

(2.12)

For every test function \( \phi \) we get the simple but useful inequality

\[
\mathcal{E}_{V^M_{\beta,M}}(\phi) \geq \mathcal{E}_{V^M_{\beta,M}}(\phi).
\]

(2.13)

**Lemma 2.2** There exist \( c_0(d) > 0, c_{10}(d) > 0 \) such that for all \( \beta > 0, \eta > 0, M > 0,\)

\[
R = \left( c_7/\eta \right)^{1/2} \vee 1, N \overset{\mathrm{def}}{=} 2\beta M + c_{10}, \varepsilon \in (0, \eta(2\beta M c_9 N^{1/2})^{-1}), \text{ and for all } t > 0 \text{ we have:}
\]

\[
\lambda_{V^M_{\beta,M}}(T_t) \geq \min_{y \in Y, t \in \Phi_{R,N}} \inf_{\phi \in \Phi_{R,N}} \mathcal{E}_{V^M_{\beta,M}}(S_{t,y}^\phi(\phi \star \delta_1)) - \beta \varphi(t)^{-2} \eta.
\]

(2.14)

**Proof of Lemma 2.2.** Let \( f \in H_0^{1,2}(B_1(0)), \| f \|_2 = 1 \), be any fixed test function. Set \( c_9 \overset{\mathrm{def}}{=} \| \nabla f \|_2^2 \). (\( c_9 \) is defined below). We choose \( \beta, \eta, \) and \( M \). By Lemma 2.1, by the lower bound (2.13), and by scaling we know that for \( R = \left( c_7/\eta \right)^{1/2} \vee 1 \) and \( t > 0 \) we have

\[
\lambda_{V^M_{\beta,M}}(T_t) \geq \min_{y \in Y, t \in \Phi_{R,N}} \inf_{\| \phi \|_2 = 1} \mathcal{E}_{V^M_{\beta,M}}(S_{t,y}^\phi) - \beta \varphi(t)^{-2} \eta.
\]

(2.15)

For every normalized test function \( \phi \in H_0^{1,2}(B_R(0)) \setminus \Phi_{R,N} \) we have

\[
\mathcal{E}_{V^M_{\beta,M}}(S_{t,y}^\phi) > \frac{1}{2} \varphi(t)^{-2} N \geq \frac{1}{2} \| \nabla (S_{t,y}^\phi) \|_2^2 + \beta \varphi(t)^{-2} M \geq \mathcal{E}_{V^M_{\beta,M}}(S_{t,y}^\phi).
\]

(2.16)

Hence we can restrict the infimum in (2.15) to the smaller class \( \Phi_{R,N} \):

\[
\lambda_{V^M_{\beta,M}}(T_t) \geq \min_{y \in Y, t \in \Phi_{R,N}} \inf_{\phi \in \Phi_{R,N}} \mathcal{E}_{V^M_{\beta,M}}(S_{t,y}^\phi) - \varphi(t)^{-2} \eta.
\]

(2.17)
To deal with convolutions, we use the Fourier transform \( \hat{\psi}(k) \equiv \int_{\mathbb{R}^d} e^{-ikx} \psi(x) \, dx \). There is a constant \( c_0(d) > 0 \) such that for all \( \varepsilon > 0 \) and \( k \in \mathbb{R}^d \) the estimate \( |1 - \hat{\delta}_\varepsilon(k)| \leq c_0 \varepsilon \|k\| \) holds; to see this one observes that \( \hat{\delta}_\varepsilon(k) = \hat{\delta}_1(\varepsilon k) \), \( \hat{\delta}_1(0) = 1 \), and by Lipschitz continuity \( |\hat{\delta}_1(0) - \hat{\delta}_1(k)| \leq c_0 |k| \) for some constant \( c_0 \). (\( \hat{\delta}_1 \) is even real analytic, since \( \hat{\delta}_1 \) is compactly supported, and \( \hat{\delta}_1(k) \to 0 \) as \( |k| \to \infty \).) We estimate:

\[
\|\phi - \phi * \delta_\varepsilon\|_2 = (2\pi)^{-d/2} \left\| (1 - \delta_\varepsilon) \phi \right\|_2 \leq (2\pi)^{-d/2} c_0 \varepsilon \|k\hat{\phi}(k)\|_2 = c_0 \varepsilon \|\nabla \phi\|_2.
\] (2.18)

We remark \( \|\phi * \delta_\varepsilon\|_2 \leq \|\phi\|_2 \); this is a consequence of \( \|\delta_\varepsilon\|_1 = 1 \) and the integral version of the triangle inequality. Therefore we have for all \( \phi \in \Phi_{R,N} \) and \( \varepsilon \in (0, \eta(2\beta M c_0 N^{1/2})^{-1}) \):

\[
\left| \int_{\mathbb{R}^d} V_{\beta,\phi} M \left[ (S_{t,y} \phi)^2 - (S_{t,y}(\phi * \delta_\varepsilon))^2 \right] \, dx \right| \leq \left\| V_{\beta,\phi} M \right\|_\infty \left\| (S_{t,y} \phi)^2 - (S_{t,y}(\phi * \delta_\varepsilon))^2 \right\|_1

\leq \left\| V_{\beta,\phi} M \right\|_\infty \left\| (\phi + \phi * \delta_\varepsilon) (\phi - \phi * \delta_\varepsilon) \right\|_1

\leq 2 \left\| V_{\beta,\phi} M \right\|_\infty c_0 \varepsilon \|\nabla \phi\|_2

\leq 2 \beta M \varphi(t)^{-2} c_0 \varepsilon N^{1/2} \leq \varphi(t)^{-2} \eta.
\] (2.19)

Using the integral version of the triangle inequality once more, we see

\[
\|\nabla (S_{t,y} (\phi * \delta_\varepsilon))\|_2 = \|\nabla (S_{t,y} \phi) \ast \delta_\varepsilon(t)\|_2 \leq \|\nabla (S_{t,y} \phi)\|_2.
\] (2.20)

Combining the estimates (2.19) and (2.20) we get

\[
\mathcal{E}_{V_{\beta,\phi} M} (S_{t,y} (\phi * \delta_\varepsilon)) - \mathcal{E}_{V_{\beta,\phi} M} (S_{t,y} \phi) \leq \varphi(t)^{-2} \eta.
\] (2.21)

Finally we combine this with (2.17) to get the claim (2.14). Lemma 2.2 is proved.

\[ \square \]

**Lemma 2.3** Given \( \beta > 0, \eta > 0 \) and \( M > 0 \), there is \( R \geq 1 \) and a finite set \( \Psi(\eta, \beta, M) \subseteq C^1 _c(B_{R+1}(0)) \) of normalized functions (i.e. \( \|\psi\|_2 = 1 \) for \( \psi \in \Psi \)) such that for all \( t > 0 \):

\[
\lambda_{\psi, t}(T_t) \geq \min_{\psi, \epsilon \in \Psi} \mathcal{E}_{V_{\beta,\phi} M} (S_{t,y} \psi) - 3 \varphi(t)^{-2} \eta.
\] (2.22)

**Proof of Lemma 2.3.** Choose \( R \geq 1 \) and \( N \) by Lemma 2.2. We choose \( \varepsilon > 0 \) so small that the following three conditions hold true:

\[
\varepsilon \leq 1, \quad c_0 \varepsilon N^{1/2} \leq \frac{1}{2}, \quad 2c_0 \varepsilon N^{1/2}(2N + \beta M) \leq \frac{\eta}{2}.
\] (2.23)

especially Lemma 2.2 is applicable for this choice of \( \varepsilon \). Set \( R' \triangleq R + 1 \geq R + \varepsilon \), so the convolution map \( \psi \mapsto \psi * \delta_\varepsilon \) maps \( H^1_0(B_R(0)) \) to \( C^1_c(B_{R'}(0)) \). We endow \( C^1_c(B_{R'}(0)) \)
with the norm \( \psi \mapsto \| \psi \|_\infty + \| \nabla \psi \|_\infty \). As a consequence of the Arzelà-Ascoli theorem this convolution map \( H^1_0(B_R(0)) \to C^1_c(B_R(0)) \) is a compact linear operator. Since \( \Phi_{R,N} \) is bounded in \( H^1_0(B_R(0)) \), its image \( \Phi_{R,N} * \delta_{\varepsilon} = \{ \phi * \delta_{\varepsilon} : \phi \in \Phi_{R,N} \} \) is relatively compact in \( C^1_c(B_R(0)) \).

We claim that for every bounded set \( S \subseteq C^1_c(B_R(0)) \) the family of maps

\[
(F_{t,y} : S \to \mathbb{R})_{t \geq 0, y \in Y_{R,t}}, \quad F_{t,y} (\psi) \overset{\text{def}}{=} \varphi(t)^2 \mathcal{E}_{Y_{R,t}}(S_{t,y} \psi),
\]

is equicontinuous, i.e. for every \( \eta > 0 \) there is an \( \alpha > 0 \) such that for all \( t > 0, y \in Y_{R,t} \), and \( \psi_1, \psi_2 \in S \):

\[
\| \psi_1 - \psi_2 \|_\infty + \| \nabla (\psi_1 - \psi_2) \|_\infty < \alpha \quad \text{implies} \quad |F_{t,y}(\psi_1) - F_{t,y}(\psi_2)| < \frac{\eta}{2}.
\]

To prove this claim, we observe first that the inclusion map \( C^1_c(B_R(0)) \to H^1_0(B_R(0)) \) is continuous:

\[
\| \psi \|_2 + \| \nabla \psi \|_2 \leq c_{11} \| \psi \|_\infty + c_{11} \| \nabla \psi \|_\infty.
\]

for \( \psi \in C^1_c(B_R(0)) \), \( c_{11} \overset{\text{def}}{=} |B_R(0)|^{1/2} \). Let \( s_2 \overset{\text{def}}{=} \sup\{ \| \psi \|_2 + \| \nabla \psi \|_2 : \psi \in S \} < \infty \). We choose \( \alpha \) so small that \( s_2(1 + 2\beta M)c_{11}\alpha < \eta/2 \). Using the Cauchy-Schwarz inequality:

\[
|F_{t,y}(\psi_1) - F_{t,y}(\psi_2)| \leq \frac{1}{2} \| \nabla (\psi_1 - \psi_2) \|_2 \| \nabla (\psi_1 + \psi_2) \|_2 + \beta M \| (S_{t,y} \psi_1)^2 - (S_{t,y} \psi_2)^2 \|_1
\]

\[
\leq \frac{1}{2} \| \nabla (\psi_1 + \psi_2) \|_2 \| \nabla (\psi_1 - \psi_2) \|_2 + \beta M \| \psi_1^2 - \psi_2^2 \|_1
\]

\[
\leq 2s_2 \left( \frac{1}{2} \| \nabla (\psi_1 - \psi_2) \|_2 + \beta M \| \psi_1 - \psi_2 \|_2 \right)
\]

\[
\leq s_2(1 + 2\beta M)c_{11}\alpha \leq \frac{\eta}{2}.
\]

Combining the relative compactness of \( \Phi_{R,N} * \delta_{\varepsilon} \) with the equicontinuity (2.25) we obtain the following: there is a finite set \( \tilde{\Psi} \subseteq \Phi_{R,N} \) such that for all \( t > 0 \) and \( y \in Y_{R,t} \) we have the lower bound

\[
\inf_{\psi \in \tilde{\Psi}} F_{t,y}(\psi * \delta_{\varepsilon}) \geq \min_{\psi \in \tilde{\Psi}} F_{t,y}(\psi) - \frac{\eta}{2}.
\]

We normalize these test functions: \( \Psi \overset{\text{def}}{=} \{ \| \psi \|_2^{-1} \psi : \psi \in \tilde{\Psi} \} \); this is well defined, since for \( \psi = \phi * \delta_{\varepsilon}, \phi \in \Phi_{R,N} \):

\[
\| \psi \|_2 - 1 \leq \| \psi - \phi \|_2 \overset{(2.18)}{\leq} c_{\alpha}e N^{1/2} \overset{(2.23)}{\leq} \frac{1}{2}.
\]
A quantitative bound on $F_{t,y}(\|\psi\|_2^{-1} \psi)$ for these functions $\psi \in \Phi_{R,N} \ast \delta_y$ is (using the integral version of the triangle inequality):

$$F_{t,y}(\|\psi\|_2^{-1} \psi) \leq \frac{1}{2} \frac{\|\nabla \psi\|_2^2}{\|\psi\|_2^2} + \beta M \leq 2N + \beta M. \quad (2.30)$$

We estimate:

$$\inf_{\phi \in \Phi_{R,N}} F_{t,y}(\phi \ast \delta_y) \geq \min_{\psi \in \Psi} \|\psi\|_2^2 F_{t,y}(\|\psi\|_2^{-1} \psi) - \frac{\eta}{2} \geq (1 - c_\Phi \epsilon N^{1/2}) \min_{\psi \in \Psi} F_{t,y}(\psi) - \frac{\eta}{2} \geq \min_{\psi \in \Psi} F_{t,y}(\psi) - \eta. \quad (2.31)$$

Lemma 2.3 follows now from the bounds (2.14), (2.31) and definition (2.24) of $F_{t,y}$. □

We discretize the space $\mathbb{R}^d$ on a very fine scale $\zeta \in (0, d^{-1/2} a)$ (to be specified later; it is smaller than the diameter of the shape functions): Set $K_j(\zeta) \equiv \zeta + [0, \zeta]^d$, $j \in \mathbb{Z}^d$. We define the i.i.d. Bernoulli variables $\xi_j(\zeta) \equiv 1_{\omega(K_j) \geq 1}$ and a discretized version $\omega^\zeta$ of the Poissonian cloud configuration $\omega$ by

$$\omega^\zeta \equiv \sum_{j \in \mathbb{Z}^d} \xi_j \delta_j; \quad (2.32)$$

in this equation $\delta_j$ is the Dirac measure located at $j$. We observe

$$P[\xi_j = 0] = P[\omega^\zeta(K_j) = 0] = 1 - P[\omega^\zeta(K_j) = 1] = e^{-\zeta^d}. \quad (2.33)$$

Finally we set

$$M(\zeta) \equiv W_{\infty}|B_{2a}(0)| \zeta^{-d}. \quad (2.34)$$

We define an unscaled and a scaled lattice version of the potential:

$$\tilde{V}^\zeta(x) \equiv \int_{\mathbb{R}^d} W(y - x) \omega^\zeta(dy) \quad \text{and} \quad \hat{V}_{\beta,t}^\zeta(x) \equiv \beta \varphi(t)^{-2} \tilde{V}^\zeta(x). \quad (2.35)$$

The next lemma compares the two potentials $V_{\beta,t}$ and $V_{\beta,t}^\zeta$:

**Lemma 2.4** Given $\beta > 0$, $\eta > 0$ and $\zeta \in (0, d^{-1/2} a)$, define $M$ by (2.34), and let $R \geq 1$ and $\Psi$ be chosen according to Lemma 2.3. Then

$$\liminf_{t \to -\infty} \min_{\psi \in \Psi} \varphi(t)^2 \left( E_{V_{\beta,t}^M}(S_{t,y} \psi) - E_{V_{\beta,t}^\zeta}(S_{t,y} \psi) \right) \geq 0. \quad (2.36)$$
Proof of Lemma 2.4. Let \( s_{\infty} \equiv \max_{\psi \in \Psi} (\|\psi\|_{\infty} + \|\nabla \psi\|_{\infty}) < \infty \), then the functions \((S_{t,y})^2\) with \( t > 0, y \in \mathbb{R}^d, \psi \in \Psi\), are Lipschitz continuous:

\[
\left| (S_{t,y}\psi)(x_1)^2 - (S_{t,y}\psi)(x_2)^2 \right| \leq 2 \|S_{t,y}\psi\|_{\infty} \|\nabla (S_{t,y}\psi)\|_{\infty} |x_1 - x_2| \\
\leq 2s_{\infty}^2 \varphi(t)^{-d-1} |x_1 - x_2| ,
\]

(2.37)

We use the notation \( W^-(x) \equiv W(-x) \). Using \( \|W\|_1 = 1 \) we see that the functions \((S_{t,y}\psi)^2 \ast W^-\) are also Lipschitz continuous with the same upper bound \( 2s_{\infty}^2 \varphi(t)^{-d-1} \) for the Lipschitz constant. Let \( \tilde{\omega}^\zeta \) denote any point configuration with \( \tilde{\omega}^\zeta \leq \omega \) and \( \tilde{\omega}^\zeta(K_j) = \omega^\zeta(K_j) \); this means that \( \tilde{\omega}^\zeta \) is obtained from \( \omega \) by removing extra points of the Poissonian cloud \( \omega \) in boxes \( K_j \) with \( \omega(K_j) > 1 \). The choice (2.34) of \( M \) guarantees

\[
V^M(x) \geq \int_{\mathbb{R}^d} W(x - y) \tilde{\omega}^\zeta(dy).
\]

(2.38)

Using \( \tilde{\omega}^\zeta(K_j) = \omega^\zeta(K_j) \leq 1 \) we conclude

\[
\int_{K_j} (S_{t,y}\psi)^2 \ast W^- \omega^\zeta - \int_{K_j} (S_{t,y}\psi)^2 \ast W^- d\omega^\zeta \leq 2s_{\infty}^2 \varphi(t)^{-d-1} \sqrt{d\zeta}.
\]

(2.39)

\((S_{t,y}\psi)^2 \ast W^-\) is supported in a ball of radius \((R + 1)\varphi(t) + a \leq 3R\varphi(t)\) (for large \( t \)), and the union of all \( K_j \) that have a non-empty intersection with this ball is contained in a ball of radius \( 4R\varphi(t) \) (for large \( t \)). Therefore the number of these \( K_j \)'s is at most \( |B_{4R\varphi(t)}(0)| / \zeta^d \). We estimate for large \( t \), using (2.38), (2.39) and Fubini's theorem,

\[
\varphi(t)^2 \left( \mathcal{E}^{\tilde{\omega}^\zeta}_{\mathbb{R}^d} (S_{t,y}\psi) - \mathcal{E}^{\omega^\zeta}_{\mathbb{R}^d} (S_{t,y}\psi) \right) \\
\leq \beta \int_{\mathbb{R}^d} (S_{t,y}\psi)^2 \ast W^- d\omega^\zeta - \beta \int_{\mathbb{R}^d} (S_{t,y}\psi)^2 \ast W^- d\tilde{\omega}^\zeta \\
\leq \beta \cdot 2s_{\infty}^2 \sqrt{d\zeta^{1-d} R^d |B_4(0)| \varphi(t)^{-1}} \xrightarrow{t \to \infty} 0,
\]

since \( \varphi(t) \to \infty \) as \( t \to \infty \). Lemma 2.4 is proved.

\( \square \)

We define a discretized version of the Lebesgue measure

\[
\nu^{\zeta} \equiv \zeta^d \sum_{j \in \mathbb{Z}^d} \delta_j;
\]

(2.41)

compare this with definition (2.32). The map \( \zeta \mapsto \zeta^{-d}(1 - e^{-\zeta^d}) \) maps the interval \((0, \infty)\) diffeomorphically and monotonically decreasing onto the interval \((0, 1)\); especially we have \( \zeta^{-d}(1 - e^{-\zeta^d}) \xrightarrow{\zeta \to \infty} 1 \). We define \( \zeta(m, d) \) for \( 0 < m < 1 \) implicitly by the equation

\[
m = \zeta^{-d}(1 - e^{-\zeta^d}).
\]

(2.42)
We define $\sigma_t \equiv \varphi(t)\sigma$, $\zeta_t \equiv \varphi(t)^{-1}\zeta$, $y_t \equiv \varphi(t)^{-1}y$, and $W_t(x) \equiv \varphi(t)^dW(\varphi(t)x)$. $W_t$ is supported in $B_{\varphi(t)^{-1}}(0)$ and fulfills $\|W_t\|_1 = \|W\|_1 = 1$. Let $T_z\nu$ denote the translation of a measure $\nu$ by $z \in \mathbb{R}^d$, i.e. $(T_z\nu)(A) = \nu(A - z)$. Further for $\psi \in \Phi$ we define

$$o_{\psi,\sigma,t} \equiv \sup_{z \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} \left( \exp\{\sigma\psi^2 * W_t\} - 1 \right) d(T_z\nu^\psi) - \Lambda_\psi(\sigma) \right|. \quad (2.43)$$

**Lemma 2.5** Let $\beta > 0$, $\eta > 0$, and assume that $m < 1$ is so close to 1 that $\zeta \in (0, d^{-1/2}a)$. Choose $R$ and $\Psi$ as in Lemma 2.4. Then for all $\psi \in \Psi$, $\mu \geq 0$, $\sigma \leq 0$ and $t > 0$

$$\mathbb{P}\left[ \min_{y \in Y_{R,t}} \int_{\mathbb{R}^d} \tilde{V}_t \cdot (S_{t,y}\psi)^2 \, dx \leq m\mu \right] \leq \exp\left\{ \log |Y_{R,t}| - m\varphi(t)^d (\sigma\mu - \Lambda_\psi(\sigma) - o_{\psi,\sigma,t}) \right\}. \quad (2.44)$$

**Proof of Lemma 2.5.** We need some preparations for the large deviation estimates in the derivation of (2.44): Let $f$ be any compactly supported bounded measurable function. Using independence, (2.33), and $\log(1 + x) \leq x$ we have

$$\mathbb{E}\left[ \exp \left\{ \sigma \int_{\mathbb{R}^d} f \, d\omega^\xi \right\} \right] = \prod_{j \in \mathbb{Z}^d} \left( 1 + (1 - e^{-\zeta_j^d})(e^{\sigma f(j)} - 1) \right) \leq \exp \left\{ m \int_{\mathbb{R}^d} (e^{\sigma f} - 1) \, d\nu^\xi \right\}. \quad (2.45)$$

Choose $\psi \in \Psi$, $\mu \geq 0$, $\sigma \leq 0$ and $t > 0$. Using the exponential Chebyshev-inequality and a change of variables $x \mapsto \varphi(t)^{-1}(x - y)$ in the following large deviation estimate ($\sigma_t$ is non-positive) we obtain

$$\mathbb{P}\left[ \min_{y \in Y_{R,t}} \int_{\mathbb{R}^d} \tilde{V}_t \cdot (S_{t,y}\psi)^2 \, dx \leq m\mu \right] = \mathbb{P}\left[ \min_{y \in Y_{R,t}} \int_{\mathbb{R}^d} (S_{t,y}\psi)^2 * W_t \, d\omega^\xi \leq m\mu \right]
\leq \sum_{y \in Y_{R,t}} \mathbb{P}\left[ \int_{\mathbb{R}^d} (S_{t,y}\psi)^2 * W_t \, d\omega^\xi \leq m\mu \right]
\leq \sum_{y \in Y_{R,t}} e^{-\sigma m\mu} \mathbb{E}\left[ \exp \left\{ \sigma \int_{\mathbb{R}^d} (S_{t,y}\psi)^2 * W_t \, d\omega^\xi \right\} \right]
\leq \sum_{y \in Y_{R,t}} \exp \left\{ -\sigma m\mu + m \int_{\mathbb{R}^d} (\exp\{\sigma_t(S_{t,y}\psi)^2 * W_t\} - 1) \, d\nu^\xi \right\}
= \sum_{y \in Y_{R,t}} \exp \left\{ -m\varphi(t)^d (\sigma\mu - \int_{\mathbb{R}^d} (\exp\{\sigma\psi^2 * W_t\} - 1) \, d(T_{y}\nu^\psi)) \right\}
\leq \exp \left\{ \log |Y_{R,t}| - m\varphi(t)^d (\sigma\mu - \Lambda_\psi(\sigma) - o_{\psi,\sigma,t}) \right\}. \quad (2.46)$$

This finishes the proof of Lemma 2.5.
2.2 Proof of the lower bound in Theorem 0.1

In this subsection we always assume that \( \varphi(t) = (\log t)^{1/d} \) for \( t > 1 \).

**Lemma 2.6** Let \( d \geq 1, \varphi(t) = (\log t)^{1/d}, \beta > 0, \eta > 0, \) and assume that \( \eta \leq 1 \) is so close to 1 that \( \zeta \in (0, d^{-1/2} \alpha) \). Choose \( R \) and \( \Psi \) as in Lemma 2.4. Then for all \( \psi \in \Psi \) and \( \mu \in [0,1) \) with

\[
\Lambda^*_\psi(\mu) > \frac{d}{m},
\]  

(2.47)

there exist \( \vartheta > 0 \) and \( t_0 > 1 \) such that for all \( t > t_0 \):

\[
\mathbb{P} \left[ \min_{y \in Y_{R,t}} \int_{\mathbb{R}^d} V^\zeta : (S_{t,y} \psi)^2 \, dx \leq m \mu \right] \leq t^{-\vartheta}.
\]  

(2.48)

**Proof of Lemma 2.6.** Choose \( \psi \in \Psi \) and \( \mu \) such that (2.47) is fulfilled. By definition (0.5) of \( \Lambda^*_\psi \), there is \( \sigma \in \mathbb{R} \) with

\[
\sigma \mu - \Lambda^*_\psi(\sigma) > \frac{d}{m}.
\]  

(2.49)

We may even choose \( \sigma \leq 0 \). (To see this, one proceeds as follows: For \( \sigma \geq 0, \mu \in [0,1) \),

\[
\frac{d}{d\sigma} (\mu \sigma - \Lambda^*_\psi(\sigma)) = \mu - \int_{\mathbb{R}^d} \psi^2 e^{\sigma \psi^2} \, dx \leq \mu - \|\psi\|^2 = \mu - 1 < 0,
\]  

(2.50)

especially we get for \( \sigma \geq \sigma_0 = 0 \) that \( \sigma_0 \mu - \Lambda^*_\psi(\sigma_0) \geq \sigma \mu - \Lambda^*_\psi(\sigma_0) \).) We set

\[
\vartheta \overset{\text{def}}{=} \frac{1}{2} \left[ m(\sigma \mu - \Lambda^*_\psi(\sigma)) - d \right] > 0,
\]  

(2.51)

where \( \sigma \leq 0 \) fulfills (2.49). By the Lipschitz continuity of \( \psi \) and the dominated convergence theorem we know that

\[
o_{\psi,\sigma,t} \overset{t \to \infty}{\longrightarrow} 0,
\]  

(2.52)

so Lemma 2.6 is a consequence of Lemma 2.5, of the asymptotics

\[
\frac{\log |Y_{R,t}|}{\log t} \overset{t \to \infty}{\longrightarrow} d,
\]  

(2.53)

and of the choice (2.51) of \( \vartheta \).

\( \square \)

**Lemma 2.7** For \( d \geq 1, \varphi(t) = (\log t)^{1/d}, \) and \( \beta > 0 \) the following holds \( \mathbb{P} \)-a.s.:

\[
\liminf_{t \to \infty} (\log t)^{2/d} \Lambda^*_\psi(T_t) \geq I_1(\beta).
\]  

(2.54)
Proof of Lemma 2.7. Let $\beta > 0$, $\eta > 0$. Take $m < 1$ so close to 1 that the following three assumptions are fulfilled: 
i Lemma 2.6 is applicable, 
ii (recall $I_1 = I_2 \leq \beta$, see Corollary 1.2 and (1.8))

$$I_1 - \eta < \beta m,$$  \hspace{1cm} (2.55)

and iii) (recall (1.3) and (1.8))

$$I_1 < \bar{I}_1(\beta, m) + \eta \leq \frac{1}{2} \|\nabla \phi\|^2 + \beta \mu + \eta$$  \hspace{1cm} (2.56)

holds for all $\phi \in \Phi$ and $\mu \in (0, 1)$ with

$$\Lambda^*(\mu) \leq \frac{d}{m}. \hspace{1cm} (2.57)$$

Choose $\zeta$, $M$ and $R$, $\Psi \subset \Phi$ as in Lemmas 2.6, 2.3, 2.4, respectively. Then we get for large $t$, using (2.22), (2.36), definition (0.2), and the scaling property (2.11):

$$\begin{align*}
\frac{\log t}{t^{2/d}} \Lambda^*_{\beta, t}(T_t) &\geq -3\eta + (\log t)^{2/d} \min_{y \in Y_{R, t}, \psi \in \Psi} E_{V, M}(S_{t, y}) \\
&\geq -4\eta + (\log t)^{2/d} \min_{y \in Y_{R, t}, \psi \in \Psi} E_{V, \beta, t}(S_{t, y}) \\
&= -4\eta + \min_{\psi \in \Psi} \left( \frac{1}{2} \|\nabla \psi\|^2 + \beta \min_{y \in Y_{R, t}} \int_{R^d} \nabla \psi \cdot (S_{t, y})^2 \, dx \right).
\end{align*} \hspace{1cm} (2.58)$$

For all $\psi \in \Psi$ we define

$$\mu_{\psi} \overset{\text{def}}{=} (I_1 - \frac{1}{2} \|\nabla \psi\|^2 - \eta)(\beta m)^{-1} < 1, \hspace{1cm} (2.59)$$

see (2.55). We define the finite set $\Xi \overset{\text{def}}{=} \{\psi \in \Psi : \mu_{\psi} > 0\}$. We compare

$$I_1 = \frac{1}{2} \|\nabla \psi\|^2 + \beta \mu_{\psi} + \eta$$  \hspace{1cm} (2.60)

with (2.56): There are two cases to distinguish:

Case 1. If $\mu_{\psi} \notin \Xi$, then we get trivially for all $t > 1$:

$$\min_{y \in Y_{R, t}} \int_{R^d} \nabla \psi \cdot (S_{t, y})^2 \, dx \geq 0 \geq m \mu_{\psi}. \hspace{1cm} (2.61)$$

Case 2. Else if $\mu_{\psi} \in \Xi$, i.e. $0 < \mu_{\psi} < 1$; then the condition (2.57) must fail (compare (2.56) and (2.60)), i.e. $\Lambda^*(\mu_{\psi}) > \frac{d}{m}$. In this case we apply Lemma 2.6: it provides a $\vartheta_{\psi} > 0$ such that for all large $t$

$$\mathbb{P} \left[ \frac{\min_{y \in Y_{R, t}} \int_{R^d} \nabla \psi \cdot (S_{t, y})^2 \, dx \geq m \mu_{\psi}}{1 - t^{-\vartheta_{\psi}}} \right] \geq 1 - t^{-\vartheta_{\psi}}. \hspace{1cm} (2.62)$$
Collecting both cases we get for all large \( t \), using (2.58) and (2.60):

\[
\mathbb{P} \left[ \frac{\log t}{d} \lambda_{V_\alpha, \lambda}(T_t) \geq I_1 - 5\eta \right]
\geq \mathbb{P} \left[ \min_{\psi \in \Psi} \left( \frac{1}{2} ||\nabla \psi||^2 + \beta \min_{y \in Y_{n,t}} \int_{\mathbb{R}^d} \nabla \cdot (S_{t,y} \psi)^2 \, dx \right) \geq I_1 - \eta \right]
\geq \mathbb{P} \left[ \min_{\psi \in \Psi} \left( \int_{\mathbb{R}^d} \nabla \cdot (S_{t,y} \psi)^2 \, dx - m \mu \right) \geq 0 \right] \geq 1 - \sum t^{-\theta \psi}.
\]

We choose a \( \theta \in (0, \min_{\psi \in \Psi} \psi) \) and define the increasing sequence \( t_n = n^{2/\theta} \to \infty \); then \( \sum_{n \in \mathbb{N}} \min_{\psi \in \Psi} t_n^{-\theta \psi} < \infty \). The Borel-Cantelli lemma and (2.63) imply that

\[
\mathbb{P}\text{-a.s.} \liminf_{n \to \infty} \left( \frac{\log t}{d} \lambda_{V_\alpha, \lambda}(T_{t_n}) \geq I_1 - 5\eta \right). \tag{2.64}
\]

For \( t > 1 \), let \( n(t) \) denote the smallest index with \( t_{n(t)} \geq t \). Since \( \lambda_{V_\alpha, \lambda}(T_t) \geq \lambda_{V_\alpha, n(t)}(T_{t_{n(t)}}) \) and \( \frac{\log t}{d} \to 1 \), we see that

\[
\mathbb{P}\text{-a.s.} \liminf_{t \to \infty} \left( \frac{\log t}{d} \lambda_{V_\alpha, \lambda}(T_t) \geq I_1 - 5\eta \right). \tag{2.65}
\]

But now the claim of Lemma 2.7 follows because \( \eta > 0 \) was chosen arbitrarily.

**Proof of Theorem 0.1.** Theorem 0.1 is now proven, too: It follows from formula (1.7), Corollary 1.2 and Lemma 2.7.

### 2.3 Proof of the lower bound in Theorem 0.6

The following lemma is analogous to Lemma 2.6 but with a different scaling:

**Lemma 2.8** Let \( d \geq 1 \), \( \varphi(t) \gg (\log t)^{1/d} \), \( \beta > 0 \), \( \eta > 0 \), and assume that \( m < 1 \) is so close to 1 that \( \zeta \in (0, d^{-1/2} a) \). Choose \( R \) and \( \Psi \) as in Lemma 2.4. Then for all \( \psi \in \Psi \), \( \mu \in (0, 1) \) and \( \theta > 0 \) there is a \( t_0 > 0 \) such that for all \( t > t_0 \):

\[
\mathbb{P} \left[ \min_{y \in Y_{n,t}} \int_{\mathbb{R}^d} \nabla \cdot (S_{t,y} \psi)^2 \, dx \leq m \mu \right] \leq t^{-\theta}. \tag{2.66}
\]

**Proof of Lemma 2.8.** Choose \( \psi \in \Psi \). The function \( \Lambda_\psi^* \) is convex with the global minimum \( \Lambda_\psi^*(1) = 0 \) (see Lemma 3.1 of [4]). Hence for any \( \mu < 1 \) there exists \( \sigma < 0 \) such that \( \zeta \equiv \sigma \mu - \Lambda_\psi(\sigma) > 0 \) (see also (2.52)). Using Lemma 2.5 we obtain for all \( t > t_0 \):

\[
\mathbb{P} \left[ \min_{y \in Y_{n,t}} \int_{\mathbb{R}^d} \nabla \cdot (S_{t,y} \psi)^2 \, dx \leq m \mu \right] \leq \exp \left\{ \log |Y_{R,t}| - m \varphi(t)^d (\zeta - o_{\psi, \sigma, d}) \right\}. \tag{2.67}
\]

The bound \( \log |Y_{R,t}| \leq d \log t \) is valid for large \( t \); consequently \( \log |Y_{R,t}| \ll \varphi(t)^d \). Furthermore \( o_{\psi, \sigma, d} \to 0 \) holds (see also (2.52)). These facts and (2.67) imply the claim.
Proof of the lower bound in Theorem 0.6. We choose $\beta > 0$, $\eta \in (0,1)$, and assume that $m \in (1 - \eta, 1)$ is so close to 1 that $\zeta \in (0, d^{-1/2} u)$. Choose $R$ and $\Psi$ as in Lemma 2.4. Using Lemmas 2.3 and 2.4 we know that there exists $t_1 > 0$ such that for all $t > t_1$

$$\varphi(t)^2 \lambda_{\beta, \lambda}(T_t) \geq \min_{y \in Y_{R,t}} \varphi(t)^2 \mathbb{E}_{\beta, \lambda} \left( S_{t,y} \psi \right) - 4\eta$$

$$\geq \min_{y \in Y_{R,t}} \beta \int_{\mathbb{R}^d} \tilde{V} \cdot \left( S_{t,y} \psi \right)^2 dx - 4\eta. \quad (2.68)$$

Choose $\vartheta > 0$ and $\mu \in (1 - \eta, 1)$ (hence $(1 - \eta)^2 < m\mu$). Using Lemma 2.8 we have for all $t \geq t_1 \vee \max_{c \in \Psi} t_0^\vartheta$

$$\mathbb{P} \left[ \varphi(t)^2 \lambda_{\beta, \lambda}(T_t) \geq \beta - \eta(2\beta + 4) \right]$$

$$\geq \mathbb{P} \left[ \min_{y \in Y_{R,t}} \int_{\mathbb{R}^d} \tilde{V} \cdot \left( S_{t,y} \psi \right)^2 dx \geq (1 - \eta)^2 \right] \geq 1 - \sum_{y \in \Psi} t^{-\vartheta}. \quad (2.69)$$

Hence

$$\mathbb{P} \text{-a.s.} \liminf_{t \to \infty} \varphi(t)^2 \lambda_{\beta, \lambda}(T_t) \geq \beta, \quad (2.70)$$

this follows by the Borel-Cantelli lemma and since $\eta \in (0,1)$ was chosen arbitrarily (see also (2.64)-(2.65)).

\[ \square \]

3 ANALYSIS OF THE VARIATIONAL PRINCIPLE

3.1 The phase transition picture

We start with citing some well-known facts on the logarithmic moment generating function and the Fenchel-Legendre transform (see Lemma 3.1 and formula (3.6) of [4]): Assume that $\|\phi\|_2 = 1$, then $\Lambda_\phi$ is convex, non-negative, monotonically decreasing on $(0,1)$ with the global minimum $\Lambda^*(1) = 0$, and for $\mu \in (0,1)$ the maximizing $\sigma$ is non-positive (see (2.50)) and given by

$$\mu = \Lambda_\phi'(\sigma) = \int_{\mathbb{R}^d} \phi^2 e^{\sigma \phi^2} dx \quad \text{and} \quad \Lambda_\phi^{**}(\mu) = \Lambda_\phi'^{-1}(\mu) = \sigma. \quad (3.1)$$

We set

$$\Lambda^*(\mu) \overset{\text{def}}{=} \inf \{ \Lambda_\phi(\mu) : \phi \in \Phi, \|\nabla \phi\|_2 = 1 \}. \quad (3.2)$$

Recall that $\|\phi\|_2 = 1$ holds for all $\phi \in \Phi$. 
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Lemma 3.1 Set $c_{12}(d) \overset{\text{def}}{=} d^{-2/d}/2$. Then

$$I(\beta) = \inf_{0 < \mu < 1} \left( c_{12} \Lambda^*(\mu)^{2/d} + \beta \mu \right). \tag{3.3}$$

Consequently, the function $I$ is concave.

Proof of Lemma 3.1. We apply a similar scaling argument as in Lemma 1.2; recall definition (1.14) of the scaled version $\phi_r$ of $\phi$, which fulfills $\phi_r \in \Phi$ if and only if $\phi \in \Phi$. We use definition (0.6) of $I$, the facts on $\Lambda^*_\phi$ and the scaling properties (1.15)-(1.16) in the following calculation:

$$I(\beta) = \inf \left\{ \frac{1}{2} \| \nabla \phi_r \|^2 + \beta \mu : r > 0, \phi \in \Phi, \| \nabla \phi \|^2 = 1, \mu \in (0,1), \Lambda^*_\phi(\mu) = d \right\}$$

$$= \inf \left\{ \frac{1}{2} r^{-2} + \beta \mu : r > 0, \phi \in \Phi, \| \nabla \phi \|^2 = 1, \mu \in (0,1), r^d \Lambda^*_\phi(\mu) = d \right\}$$

$$= \inf \left\{ \frac{1}{2} \left( \frac{\Lambda^*_\phi(\mu)}{d} \right)^{2/d} + \beta \mu : \phi \in \Phi, \| \nabla \phi \|^2 = 1, \mu \in (0,1) \right\} \tag{3.4}$$

The function $I$ is therefore a infimum over linear functions; hence it is concave.

Here is a simple monotonicity argument to get lower bounds for $I(\beta)$:

Lemma 3.2 Assume that $\Lambda_\phi(\sigma) \leq f(\sigma)$ for all $\sigma \leq 0$, $\phi \in \Phi$, $\| \nabla \phi \|^2 = 1$. Then for all $\mu \in (0,1)$:

$$\Lambda^*(\mu) \geq f^*(\mu), \tag{3.5}$$

where $f^*(\mu) \overset{\text{def}}{=} \sup_{\sigma \leq 0} (\mu \sigma - f(\sigma))$. As a consequence we get

$$I(\beta) \geq \inf_{0 < \mu < 1} \left( c_{12} f^*(\mu)^{2/d} + \beta \mu \right). \tag{3.6}$$

Proof of Lemma 3.2. Using (2.50) we see that we can restrict the supremum in definition (0.5) of $\Lambda^*_\phi$ to non-positive values of $\sigma$ whenever $\mu < 1$:

$$\Lambda^*_\phi(\mu) = \sup_{\sigma \leq 0} (\sigma \mu - \Lambda_\phi(\sigma)). \tag{3.7}$$

This together with the assumptions on $f$ implies (3.5). The lower bound (3.6) then follows from (3.3).
First we provide the lower bound for $d < 4$ in (0.9) (compare this with Lemma 3.4 of [4]).

\textbf{Proof of the lower bound in Theorem 0.3.} Choose $\phi \in \Phi$ with $\|\nabla \phi\|_2 = 1$ and $\|\phi\|_2 = 1$. We use the following Sobolev inequality: For $d < 4$ there exists a constant $c_{13}(d) > 0$ such that

$$\|\phi\|_4^4 \leq c_{13}(d). \quad (3.8)$$

(To see (3.8) for $d = 1$, one uses Theorem 8.5 (i) in [3], which states $\|\phi\|_2^2 + \|\phi\|_2^2 \geq 2 \|\phi\|_\infty^2$, and $\|\phi\|_4^4 \leq \|\phi\|_\infty^2 \|\phi\|_2^2$.

For $d = 2$, formula (3.8) is a special case of Theorem 8.5 (ii) (3) in [3], which states $\|\nabla \phi\|_2^2 + \|\phi\|_2^2 \geq S_{2,q} \|\phi\|_q^2$ for $2 \leq q < \infty$, $\phi \in H_0^{1,2}(\mathbb{R}^2)$, and some constant $S_{2,q} > 0$.

For $d = 3$, one uses Theorem 8.3 (i) in [3], which states (for $d = 3$) $\|\nabla \phi\|_2^2 \geq S_3 \|\phi\|_2^2$ for some constant $S_3 > 0$, and Hölder’s inequality, which implies $\|\phi\|_4^4 \leq \|\phi\|_6^{1/4} \|\phi\|_2^{1/4}$.)

We estimate the Taylor expansion of $\Lambda_\phi(\sigma)$ at $\sigma_0 = 0$ up to second order for $\sigma \leq 0$:

$$\Lambda_\phi(0) = 0, \quad \Lambda_\phi'(0) = (3.11) \|\phi\|_2^2, \quad (3.9)$$

$$\Lambda_\phi''(\sigma) = \int_{\mathbb{R}^d} \phi^4 e^{\sigma \phi^2} \, dx \leq \|\phi\|_4^4. \quad (3.10)$$

The Taylor expansion and the Sobolev inequality (3.8) yield for all $\sigma \leq 0$:

$$\Lambda_\phi(\sigma) \leq \|\phi\|_2^2 \sigma + \frac{\|\phi\|_4^4}{2} \sigma^2 \leq \sigma + \frac{c_{13}}{2} \sigma^2. \quad (3.11)$$

Using Lemma 3.2 we get for $0 < \mu < 1$

$$\Lambda^*(\mu) \geq \sup_{\sigma \leq 0} \left( (\mu - 1) \sigma - \frac{c_{13}}{2} \sigma^2 \right) = \frac{1}{2c_{13}} (1 - \mu)^2, \quad (3.12)$$

and therefore with $c_{14}(d) \overset{\text{def}}{=} c_{12}(2c_{13})^{-2/d}$, and $C_1(d) \overset{\text{def}}{=} c_{14}^{-d/(4-d)}(4/d)^{4/4-d}(4/d - 1) > 0$:

$$I(\beta) \geq \inf_{0 < \mu < 1} \left( c_{14}(1 - \mu)^{2/d} + \beta \mu \right) \geq \inf_{\mu < 1} \left( c_{14}(1 - \mu)^{2/d} + \beta \mu \right) = \beta - C_1 \beta^{2/(4-d)}; \quad (3.13)$$

here the optimal point is $\mu = 1 - (d/4c_{14})^{2/(4-d)} < 1$. This proves the lower bound of Theorem 0.3 (the upper bound has been proven in Lemma 3.4 of [4]).

We provide now an alternative proof for the existence of a phase transition in dimensions $d \geq 4$, including a quantitative lower bound for the critical point. This proof does
not make use of the Cwickel-Lieb-Rosenbljum theorem (see Theorem 9.3 of Simon [7], Theorem 2.1 of [4], resp.).

First we introduce the relevant constants:

\[ S_d \overset{\text{def}}{=} \frac{d(d-2)}{4} \| \xi \|_{2/d}^{2/d} = \frac{d(d-2)}{4} 2^{2/d-d} d^{1+d/2} \Gamma \left( \frac{1+d}{2} \right)^{-2/d}; \tag{3.14} \]

here \( S_d \) denotes the unit sphere in \( \mathbb{R}^{d+1} \). \( S_d \) is the optimal constant in the Sobolev inequality (see Theorem 8.3 in [3])

\[ \| \nabla \phi \|_2^2 \geq S_d \| \phi \|_{2/d}^2, \tag{3.15} \]

with \( \gamma \overset{\text{def}}{=} d/(d-2), \) \( d \geq 3 \), \( \phi \in D^1(\mathbb{R}^n) \supseteq H^{1,2}(\mathbb{R}^n) \) (for simplicity we skip here the formal definition of \( D^1(\mathbb{R}^n) \)). We set

\[ \beta_0(d) \overset{\text{def}}{=} c_{12} S_d \left( \frac{2}{d} \right)^{2/d} = 2^{2/d-d} d^{2/d-2} S_d. \tag{3.16} \]

Proof of Theorem 3.4. Let \( d \geq 4 \). Here we prove that for all \( \beta \leq \beta_0 \) we have \( I(\beta) \geq \beta \).

Using the concavity of \( I \) (see Lemma 3.1) this implies that there exists \( \beta_*,(d) \geq \beta_0(d) > 0 \) such that (0.10)-(0.11) is fulfilled. This also proves the lower bounds in (0.12)-(0.13), whereas the upper bounds in (0.12)-(0.13) are a consequence of Lemma 3.4 and Lemma 3.5 below.

We choose \( \gamma = d/(d-2) \), which fulfills \( 1 < \gamma \leq 2 \). We claim for all \( \xi \leq 0 \):

\[ e^\xi - 1 \leq \xi + \frac{\| \xi \|_{2/d}^2}{\gamma}. \tag{3.17} \]

To prove (3.17), we observe first that for all \( s \leq 0 \):

\[ 1 - |s|^\gamma^{-1} \leq e^s; \tag{3.18} \]

this is obvious for \( s \leq -1 \), (in this case we have \( 1 - |s|^\gamma^{-1} \leq 0 \leq e^s \)). For \( -1 < s \leq 0 \) we get (3.18) from \( 1 - |s|^\gamma^{-1} \leq 1 - |s| = 1 + s \leq e^s \), since \( 0 < \gamma - 1 \leq 1 \). The bound (3.17) follows by integrating (3.18) over the interval \([\xi, 0]\).

Let \( \sigma \leq 0, \phi \in \Phi, \| \nabla \phi \|_2 = 1 \). We substitute \( \sigma \phi^2 \leq 0 \) for \( \xi \) in (3.17), this implies

\[ \Lambda_\phi(\sigma) = \int_{\mathbb{R}^d} (e^{\sigma \phi^2} - 1) \, dx \leq \| \phi \|_2^2 \sigma + \| \phi \|_{2/d}^2 |\sigma|^\gamma \| \sigma \|_2 \leq \sigma + \frac{|\sigma|^\gamma}{\gamma S_d}; \tag{3.19} \]

where in the last step we have used the Sobolev inequality (3.15), \( \| \nabla \phi \|_2 = 1 \), and \( \| \phi \|_2 = 1 \). Monotonicity of the Legendre transform (Lemma 3.2) yields for \( \mu \in (0, 1) \):

\[ \Lambda_\phi^*(\mu) \geq \sup_{\sigma \leq 0} \left( (\mu - 1) \sigma - \frac{|\sigma|^\gamma}{\gamma S_d^2} \right) = \frac{d^2}{d^2} S_d^d (1 - \mu)^{d/2}; \tag{3.20} \]
the optimal point is \( \sigma = -S_d^{\gamma/(\gamma-1)}(1 - \mu)^{1/(\gamma-1)} \), and we have used \( d/2 = \gamma/(\gamma - 1) \).

We insert this result in (3.6) and get

\[
I(\beta) \geq \inf_{0 < \mu < 1} (1 - \mu)\beta_0 + \beta \mu = \begin{cases} 
\beta & \text{for } 0 < \beta \leq \beta_0, \\
\beta_0 & \text{for } \beta > \beta_0;
\end{cases}
\]  

(3.21)

recall definition (3.16) of \( \beta_0 \). The proof of Theorem 0.4 is finished.

\[\square\]

### 3.2 Critical exponent in 4 dimensions (Proof of Theorem 0.5)

In this subsection we prove that for \( d = 4, \beta_0(4) \) is the critical \( \beta \) (i.e. \( \beta_c(4) = \beta_0(4) \)) and that \( I(\beta) \) is differentiable at \( \beta_c(4) \).

**Lemma 3.3** Let \( d = 4 \). There is a constant \( C_3 > 0 \) such that for all \( \beta \geq \beta_0(4) \):

\[
I(\beta) \geq \beta - C_3(\beta - \beta_0(4))^2.
\]  

(3.22)

Especially, \( I \) is differentiable at the point \( \beta = \beta_0(4) \).

**Proof of Lemma 3.3.** We use a similar technique as in the proof of Theorem 0.4. By convexity of the exponential function we know for all \( y, s \in \mathbb{R} \):

\[
e^y \geq e^y + e^y(s - y).
\]  

(3.23)

Let \( \xi < 0 \). We integrate (3.23) over the interval \([\xi, 0]\) and obtain

\[
e^\xi - 1 \leq e^y ((1 - y)\xi + 2^{-1}\xi^2).
\]  

(3.24)

Let \( \sigma \leq 0, \phi \in \Phi \) with \( \|\nabla \phi\|_2 = 1 \). We substitute \( \xi = \sigma \phi^2 \) in (3.24), integrate, and use Sobolev inequality (3.15) for \( d = 4, \gamma = 2 \) to get for all \( y \in \mathbb{R} \):

\[
A^* \phi(\sigma) \leq e^y \frac{1}{2} \left( (1 - y)\sigma \|\phi\|_2^2 + 2^{-1}\sigma^2 \|\phi\|_4^4 \right)
\leq e^y \left( (1 - y)\sigma + 2^{-1}S_4^{-2}\sigma^2 \right).
\]  

(3.25)

We apply Lemma 3.2 to get for \( \mu \in (0, 1) \):

\[
A^*_\mu(\sigma) \geq \sup_{\sigma \leq 0} \left( \mu\sigma - e^y \left( (1 - y)\sigma + \frac{\sigma^2}{2S_4^2} \right) \right)
\]
\[
\quad = \begin{cases} 
\frac{S_4^2}{2} (e^{-y/2} - e^{y/2}(y - 1))^2 & \text{for } \mu \leq e^y(1 - y), \\
0 & \text{for } \mu > e^y(1 - y),
\end{cases}
\]  

(3.26)
where the optimal point is \( \sigma = ((\mu e^{-y} + y - 1) \land 0) S_1^y \). An exact optimization over \( y \) would lead to a transcendental equation for \( y \); however, it is sufficient for our purposes to use an approximation to the optimal point: In (3.26) we choose

\[
y = \frac{2}{3} (\mu - 1) \in \left[ -\frac{2}{3}, 0 \right]. \tag{3.27}
\]

We observe for this choice of \( y \) that \( \mu \leq (1 + y)(1 - y) \leq e^y (1 - y) \); i.e. the first case in (3.26) occurs. Consequently (3.26) tells us

\[
A_\alpha^y (\mu)^{1/2} \geq \frac{S_4}{\sqrt{2}} \left( \frac{1}{3} e^{(n-1)/3} (5 - 2\mu) - e^{(1 - \mu)/3} \mu \right)
= \frac{S_4}{\sqrt{2}} \left( (1 - \mu) + \sum_{n=2}^{\infty} \left( \frac{1}{n} (1 - 2n) + 3n - 1 \right) \frac{(1 - \mu)^n}{3^n n!} \right) \tag{3.28}
\geq \frac{S_4}{\sqrt{2}} \left( (1 - \mu) + \frac{(1 - \mu)^2}{9} \right);
\]

one should note that all Taylor coefficients are positive. Next we introduce the constant \( C_3 \equiv \frac{1}{\beta_0(4)} \). The inequality (3.28), the bound (3.3), and the definition (3.16) of \( \beta_0(4) \) imply

\[
I(\beta) \geq \inf_{\mu < 1} \left( \beta_0(4) \left( (1 - \mu) + \frac{(1 - \mu)^2}{9} \right) + \beta \mu \right)
= \begin{cases} 
\beta - C_3 (\beta - \beta_0(4))^2 & \text{for } \beta \geq \beta_0(4), \\
\beta & \text{for } 0 < \beta < \beta_0(4); 
\end{cases} \tag{3.29}
\]

for \( \beta > \beta_0(4) \) the optimal value is given by \( \mu = 1 - 2C_3 (\beta - \beta_0(4)) \), for \( 0 < \beta \leq \beta_0(4) \) we choose \( \mu \uparrow 1 \). The differentiability of \( I(\beta) \) at \( \beta = \beta_0(4) \) is a consequence of the bound (3.29) and of the upper bound \( I(\beta) \leq \beta \). This proves Lemma 3.3.

\[\square\]

**Lemma 3.4** Let \( d = 4 \). There are constants \( C_4 > 0 \), \( C_5 > 0 \), and \( b_2 > \beta_0(4) \) such that for all \( \beta \in (\beta_0(4), b_2) \) the following estimate holds:

\[
I(\beta) \leq \beta - C_4 \frac{(\beta - \beta_0(4))^2}{\log[C_5(\beta - \beta_0(4))]} \tag{3.30}
\]

**Proof of Lemma 3.4.** Let \( \phi \in \Phi \) with \( \|\nabla \phi\|_2^2 = 1 \). We derive an upper bound for \( A_\phi^\sigma(\sigma) \):

For \( \sigma \leq 0 \):

\[
A_\phi^\sigma(\sigma) = \int_{\mathbb{R}^d} \phi^2 e^{e^\sigma \phi^2} \, dx \leq \|\phi\|_2^2 + \sigma \|\phi\|_4^4 + \frac{\sigma^2}{2} \|\phi\|_6^6 = 1 + \sigma \|\phi\|_4^4 + \frac{\sigma^2}{2} \|\phi\|_6^6 \tag{3.31}
\]
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The function \( \Lambda'_\phi : (-\infty, 0] \to (0, 1] \) is monotonically increasing, and \( -1 + \sqrt{1 - x} \geq -x/2 - x^2/2 \) holds for all \( x \leq 1 \). Using these two facts and (3.31), we get for
\[
\mu \in \mathcal{I}_\phi \overset{\text{def}}{=} \left\{ \mu \in (0, 1) : 1 - \mu \leq \frac{\|\phi\|_6^6}{2\|\phi\|_4^6} \right\}
\] (3.32)
the following lower bound:
\[
\Lambda'^*_\phi(\mu) \overset{(3.1)}{=} \Lambda'^{-1}_\phi(\mu) = \sup \left\{ \sigma \leq 0 : \Lambda'_\phi(\sigma) \leq \mu \right\}
\geq \sup \left\{ \sigma \leq 0 : 1 + \sigma \|\phi\|_4^4 + \frac{\sigma^2}{2} \|\phi\|_6^6 \leq \mu \right\}
= \frac{\|\phi\|_4^4}{\|\phi\|_6^6} \left( 1 + \sqrt{1 - \frac{2\|\phi\|_6^6}{\|\phi\|_4^4} (1 - \mu)} \right)
\geq -\frac{1}{\|\phi\|_4^4} (1 - \mu) - \frac{2\|\phi\|_6^6}{\|\phi\|_4^4} (1 - \mu)^2.
\] (3.33)

We integrate this estimate over an interval \( (\mu, 1) \subseteq \mathcal{I}_\phi \); we obtain for \( \mu \in \mathcal{I}_\phi \):
\[
\Lambda'^*_\phi(\mu) = \Lambda'^*_\phi(1) - \int_\mu^1 \Lambda'^*_\phi(\bar{\mu}) d\bar{\mu} \leq \frac{1}{2\|\phi\|_4^4} (1 - \mu)^2 + \frac{2\|\phi\|_6^6}{3\|\phi\|_4^4} (1 - \mu)^3
\leq \left[ \frac{1}{\sqrt{2\|\phi\|_4^4}} (1 - \mu) + \sqrt{2\|\phi\|_6^6} (1 - \mu)^2 \right]^2.
\] (3.34)

Further we assume now that our test function \( \phi \) satisfies the bound
\[
2\|\phi\|_6^6 \geq \|\phi\|_4^8;
\] (3.35)
one should compare this with (3.32). We apply (3.34) and (3.3) for \( \beta \in (0, \frac{5\|\phi\|_4^4}{3\sqrt{2}||\phi||_4^2}) \):
\[
I(\beta) \leq \inf_{\mu \in \mathcal{I}_\phi} \left( c_{12} \sqrt{\Lambda'^*_\phi(\mu)} + \beta \mu \right)
\leq \inf_{\mu \in \mathcal{I}_\phi} \left( \frac{c_{12}}{\sqrt{2\|\phi\|_4^4}} (1 - \mu) + \frac{c_{12}\sqrt{2}\|\phi\|_6^6}{3\|\phi\|_4^4} (1 - \mu)^2 + \beta \mu \right)
\leq \begin{cases} 
\beta & \text{for } \beta \leq \frac{c_{12}}{3\sqrt{2}} \|\phi\|_4^2, \\
\beta - \frac{3\|\phi\|_4^2}{4\sqrt{2} c_{12} \|\phi\|_6^6} \left( \beta - \frac{c_{12}}{3\sqrt{2}} \|\phi\|_4^2 \right)^2 & \text{for } \frac{c_{12}}{3\sqrt{2}} \|\phi\|_4^2 < \beta \leq \frac{5c_{12}}{3\sqrt{2}} \|\phi\|_4^2.
\end{cases}
\] (3.36)

In view of this bound we need to maximize \|\phi\|_4^2 with the constraints \( \phi \in \Phi, \|V\phi\|_2^2 = 1, \) and (3.35). Theorem 8.3 in [3] tells us: In the Sobolev inequality (3.15) \( (\|V\psi\|_2^2 \geq S_4 \|\psi\|_4^2, \psi \in D^1(\mathbb{R}^4)) \) we have equality if we choose the function \( \psi \) to be
\[
\psi(x) = \frac{1}{1 + |x|^2},
\] (3.37)
(and also for scaled and translated versions of it). However, this function $\psi$ is not compactly supported; we even have $\psi \notin L^2(\mathbb{R}^4)$. Therefore we introduce a truncated approximation $\psi_R$ of $\psi$: Let $\chi: \mathbb{R}^4 \to [0, 1]$ denote any fixed smooth radially symmetric function which is compactly supported in $B_2(0)$ and equals 1 on $B_1(0)$. For $R > 0$ we set

$$\psi_R(x) \overset{\text{def}}{=} \frac{\chi(x/R)}{1 + |x|^2}. \quad (3.38)$$

We note that for some positive constants $\bar{c}_{15} < c_{15}, \bar{c}_{16}, \bar{c}_{17} < c_{17},$ and $c_{18}$ the following bounds hold for large $R$:

$$\bar{c}_{15} \log R \leq \|\psi_R\|_2^2 \leq c_{15} \log R, \quad (3.39)$$

$$\|\psi\|^2_4 - \frac{c_{16}}{R^2} \leq \|\psi_R\|^4_4 \leq \|\psi\|^4_4, \quad (3.40)$$

$$\bar{c}_{17} \leq \|\psi_R\|^6_6 \leq c_{17}, \quad (3.41)$$

the last important inequality is

$$\||\nabla \psi_R\|_2 - \||\nabla \psi||_2 \leq \||\nabla(\psi_R - \psi)\||_2 = \||\nabla (\psi(1 - \chi(R/x)))\||_2 \leq \||1_{R\text{supp}(1-\chi)} \nabla \psi\|_2 + \||\nabla \chi\||_{\infty} R^{-1} \||1_{R\text{supp}(\nabla \chi)} \psi\||_2 \leq c_{18} R^{-1}; \quad (3.42)$$

where we have used polar coordinates to evaluate the integrals for the norms and we have inserted the following scaling behaviors: $|x|^3|\nabla \psi(x)|^2 \leq O(|x|^{-3})$ and $|x|^3|\psi(x)|^2 \leq O(|x|^{-3})$ as $|x| \to \infty$; $R\text{supp}(\nabla \chi)$ is contained in an annulus centered at 0 with radii $R$ and $2R$, and $R\text{supp}(1-\chi)$ does not intersect $B_1(0)$. (3.40), (3.42), and equality in the Sobolev estimate (3.15) yield for some constant $c_{19} > 0$ and large $R$:

$$S_4 \leq \frac{\||\nabla \psi_R\|_2^2}{\||\psi_R||_4^2} \leq \frac{\(||\nabla \psi||_2 + c_{18} R^{-1})^2}{\left(||\psi||_4^4 - c_{16} R^{-1}\right)^{1/2}} \leq S_4 + \frac{c_{19}}{R}. \quad (3.43)$$

In general $\psi_R \notin \Phi$; we still need to scale $\psi_R$: We set

$$\phi_R(x) \overset{\text{def}}{=} c \psi_R(x/r), \quad (3.44)$$

where the scaling constants $c(R), r(R)$ are chosen such that $\|\phi_R\|_2^2 = 1 = \||\nabla \phi_R\||_2^2$; to be specific, we have $r = \||\nabla \phi_R||_2 / \||\phi_R||_2$ and $c = \||\phi_R||_2 / \||\nabla \phi_R||_2$. Using further that

$$\||\phi_R||_4 = cr \||\psi_R||_4 \quad \text{and} \quad \||\phi_R||_6^6 = c^6 r^4 \||\psi_R||_6^6, \quad (3.45)$$
we obtain for large \( R \) (\( c_{20}, c_{21} \) denote positive constants):

\[
\|\phi_R\|^2 \leq S_4 + \frac{c_{19}}{R}, \tag{3.46}
\]
\[
\|\phi_R\|^1 \geq c_{20} \log R, \tag{3.47}
\]
\[
\|\phi_R\|^1 \leq \frac{c_{21}}{\log R} R^{-\infty} \rightarrow 0; \tag{3.48}
\]

especially assumption (3.35) is fulfilled for the test function \( \phi_R \) for large \( R \). Let \( \beta > \beta_0(4) \). We set

\[ R = \frac{c_{12} c_{19} 2^{-\frac{1}{2}}}{\frac{1}{2} (\beta - \beta_0(4))}. \tag{3.49}\]

The bound (3.36) together with the estimates (3.46)–(3.48) and definition (3.16) of \( \beta_0(4) \) yields for \( R \) large enough, say \( \beta \in (\beta_0(4), b_2) \):

\[
I(\beta) \leq \beta - \frac{3c_{20}}{4\sqrt{2}c_{12}} (\log R)^{-\frac{1}{2}} \left( \beta - \beta_0(4) - \frac{c_{12} c_{19}}{\sqrt{2}} R^{-\infty} \right)^{2} \tag{3.50}
\]

\[
= \beta - C_4 \frac{(\beta - \beta_0(4))}{\log[C_5(\beta - \beta_0(4))]} \tag{3.51}
\]

for an appropriate choice of the positive constants \( C_4, C_5 \). This proves Lemma 3.4.

\[ \square \]

### 3.3 Asymptotics in the large-\( \beta \)-region (Proof of Theorem 0.2)

The main tools to examine the large-\( \beta \)-behavior of \( I(\beta) \) (especially for proving the limit (0.8)) are asymptotic upper and lower bounds for the ground state energy in a deterministic square-well potential. These bounds, well known to physicists at least in dimensions \( d \leq 3 \), are collected in Appendix B.

Let \( r_d \) denote the radius of a \( d \)-dimensional ball of volume \( d \). Here is an asymptotic upper bound for \( I(\beta) \); we expect the exponent \( -1/2 \) of \( \beta \) to be optimal:

\[ \text{Lemma 3.5} \quad \text{There are positive constants } b_3(d) \text{ and } c_{22}(d) \text{ such that for all } \beta \geq b_3:
\]

\[ I(\beta) \leq c(d, 1) - \frac{c_{22}}{\sqrt{\beta}}, \tag{3.52} \]
Proof of Lemma 3.5. Let \( b_3 \geq 2c(d,1) \) and \( c_2 \) be defined according to Lemma B.1 in Appendix B. Let \( \beta \geq b_3 \). By the upper bound in (B.1), there is a test function \( \phi \in \Phi \) such that

\[
\frac{1}{2} \| \nabla \phi \|_2^2 + \beta \mu \leq c(d,1) - \frac{c_2}{\sqrt{\beta}}, \quad \text{where} \quad \mu = \left\| 1_{\mathcal{R}^d \setminus B_r(0)} \phi \right\|_2^2.
\]  

(3.53)

This number \( \mu \) cannot be 0, i.e. \( \phi \) cannot be supported in \( B_{r_1}(0) \), since this would imply

\[
\| \nabla \phi \|_2^2 / 2 + \beta \mu \geq c(d,1) \geq c(d,1) = c(d,1),
\]

which contradicts (3.53). \( \mu \) cannot equal 1, since then \( \| \nabla \phi \|_2^2 / 2 + \beta \mu \geq \beta \geq b_3 \geq c(d,1) \) which is a contradiction, too. It remains to examine \( \mu \in (0,1) \): We calculate, using the inequality \( 1 + \xi - e^{\xi} \leq 0 \):

\[
\Lambda_\phi^*(\mu) = \sup_{\sigma \leq 0} \mu \sigma - \int_{\mathbb{R}^d} (e^{\sigma \phi^2} - 1) \, dx
= \sup_{\sigma \leq 0} \int_{\mathcal{R}^d \setminus B_{r_1}(0)} (1 + \sigma \phi^2 - e^{\sigma \phi^2}) \, dx + \int_{B_{r_1}(0)} (1 - e^{\sigma \phi^2}) \, dx
\leq \| V_0 \|_2^2 / 2 + \beta \beta.
\]  

(3.54)

Consequently the pair \( \phi, \mu \) is an allowed test configuration in the definition (0.6) of \( I \): (0.6) and (3.53) together imply the bound (3.52). This proves Lemma 3.5.

□

Next we prove a lower bound for \( I(\beta) \) in the large-\( \beta \)-region:

**Lemma 3.6** There are constants \( c_{23}(d) > 0 \) and \( b_4(d) > 1 \) such that for all \( \beta \geq b_4(d) \) the following lower bound holds:

\[
I(\beta) \geq c(d,1) - c_{23} \beta^{-1/3} \log \beta.
\]  

(3.55)

**Proof of Lemma 3.6.** We abbreviate “radially symmetric non-increasing” by “RSNI”. Let \( \phi^\circ \) denote the RSNI rearrangement of \( \phi \in \Phi \) (see [3], Section 3.3). Then \( \phi^\circ \in \Phi \), too, \( \Lambda_\phi = \Lambda_{\phi^\circ} \), and therefore \( \Lambda_\phi^* = \Lambda_{\phi^\circ}^* \). Lemma 7.17 in [3] shows \( \| \nabla \phi^\circ \|_2 \leq \| \nabla \phi \|_2 \). We insert this in the definition (0.6) of \( I(\beta) \) and scale \( \phi \) (see (1.14) - (1.16)); this shows for every \( m > 0 \):

\[
I(\beta) = \inf \left\{ \frac{m^{2/d}}{2} \| \nabla \phi \|_2^2 + \beta \mu : \phi \in \Phi \text{ RSNI}, \mu \in (0,1), \Lambda_\phi^*(\mu) \leq md \right\}.
\]  

(3.56)

The map \([0,\infty) \ni s \mapsto 1 - (1 + s)e^{-s} \in [0,1] \) is bijective and monotonically increasing. Let \( \beta > 1 \). We set \( s = s(\beta) \overset{\text{def}}{=} \log(\beta^{1/3}) > 0 \) and \( m = m(\beta) \overset{\text{def}}{=} 1 - (1 + s)e^{-s} \beta^{2/3} \rightarrow 1 \).
Further let $\phi \in \Phi$ RSNI, $\mu \in (0,1)$ with $\Lambda_\phi^*(\mu) \leq m\mu$, and $\sigma \overset{\text{def}}{=} \Lambda_\phi^*(\mu) \leq 0$. We get (see \eqref{eq:3.1})

$$md \geq \Lambda_\phi^*(\mu) = \sigma \mu - \Lambda_\phi(\sigma) = \int_{\mathbb{R}^d} [1 - (1 - \sigma \phi^2) e^{\sigma \phi_2^2}] dx$$

$$\geq m \left\{ x \in \mathbb{R}^d : -\sigma \phi(x)^2 \geq s \right\}, \quad \text{(3.57)}$$

and consequently $-\sigma \phi(x)^2 < s$ for $|x| > r_d$, since $|B_{r_d}(0)| = d$, and since $\sqrt{|\sigma|} \phi$ is RSNI: the level set \{ $x : -\sigma \phi(x)^2 \geq s$ \} is either empty or a ball centered at 0. We multiply the inequality $1_{\mathbb{R} \cap B_{r_d}(0)} \leq e^s e^{\sigma \phi_2^2}$ by $\phi^2$ and integrate; this yields the following inequality:

$$\kappa \overset{\text{def}}{=} \int_{\mathbb{R}^d} \phi^2 e^{\sigma \phi_2^2} dx = e^s \Lambda_\phi^*(\sigma) = e^s \mu. \quad \text{(3.58)}$$

The inequality $m^{2/d} \geq 1 - c_{24}(1 - m) > 0$ holds for some constant $c_{24}(d) > 0$ and $m(\beta) < 1$ sufficiently close to 1, i.e. for large $\beta$. We combine the bound \eqref{eq:3.58} and Corollary B.2 from Appendix B; we optimize over $\mu$; then we insert the lower bound for $m^{2/d}$, use $m^{3/d} \leq 1$, and abbreviate $c_{25} \overset{\text{def}}{=} 2 \cdot 3^{-3/2} c_{30}^{3/2}$, hence for large $\beta$ and some constant $c_{23} > 0$ we get

$$\frac{m^{2/d}}{2} \|\nabla \phi\|_2^2 + \beta \mu \geq m^{2/d}(c(d,1) - c_{30} \kappa^{1/3}) + \beta \mu$$

$$\geq m^{2/d}(c(d,1) - c_{30} e^{s/3} \mu^{1/3}) + \beta \mu$$

$$\geq m^{2/d} c(d,1) - c_{25} e^{s/2} m^{3/d} \beta^{-1/2}$$

$$\geq [1 - c_{24}(1 + \frac{1}{3} \log \beta) \beta^{-1/3}] c(d,1) - c_{25} \beta^{-1/3}$$

$$\geq c(d,1) - c_{25} \beta^{-1/3} \log \beta. \quad \text{(3.59)}$$

In view of \eqref{eq:3.56} this proves Lemma 3.6.

\[ \Box \]

\section*{A. UPPER BOUND OF THEOREM 0.6 AND COROLLARY 0.7}

To prove the upper bound in Theorem 0.6 we simply evaluate \eqref{eq:0.2} for a “good” test function.

\textbf{Proof of the upper bound in Theorem 0.6.} In this proof we always assume that $\varphi(t)$ is a strictly positive function with $\varphi(t) \ll t$. Choose $t$ so large that $\varphi(t) < t/2$. As test function we choose a function which is constant on $T_{l-\varphi(t)}$ and with support contained in $T_l$: Let $\chi : \mathbb{R} \to [0,1]$ be any monotonically increasing $C^\infty$-function with support contained in $(0, \infty)$, $\chi(x) = 1$ for $x > 1$, and $\chi'(x) \leq 2$ for all $x \in \mathbb{R}$. We define

$$\chi_t(x) \overset{\text{def}}{=} \chi \left( \frac{t + x}{\varphi(t)} \right) \cdot \chi \left( \frac{t - x}{\varphi(t)} \right). \quad \text{(A.1)}$$
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The function $\chi_t$ is smooth, compactly supported in $(-t,t)$, constant 1 on $(-t+\varphi(t),t-\varphi(t))$, and $|\chi_t'(x)| \leq 2/\varphi(t)$. Set $f_t(x) \overset{\text{def}}{=} \prod_{i=1}^d \chi_t(x_i)$ for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, hence $f_t : \mathbb{R}^d \to [0,1]$ is smooth, compactly supported in $T_t$, constant 1 on $T_t-\varphi(t)$, and $|\nabla f_t| \leq 2\sqrt{d}\varphi(t)^{-1}$. We have

$$\|f_t\|_2^2 \geq |T_{t-\varphi(t)}| \quad \text{and} \quad \|\nabla f_t\|_2^2 \leq \|\nabla f_t\|_\infty^2 |T_t \setminus T_{t-\varphi(t)}| \leq 2c_{26}t^{d-1}\varphi(t)^{-1},$$

(A.2)

where $c_{26}(d) \overset{\text{def}}{=} 2^{d+1}d^2$. Our test function is defined by normalizing $f_t$:

$$\phi_t \overset{\text{def}}{=} \frac{f_t}{\|f_t\|_2},$$

(A.3)

which satisfies $\|\phi_t\|_2 = 1$,

$$\|\phi_t\|_\infty \leq \|f_t\|_2^{-1} \leq |T_{t-\varphi(t)}|^{-1/2} \leq |T_{t/2}|^{-1/2},$$

$$\|\nabla \phi_t\|_2^2 \leq 2c_{26} \frac{t^{d-1}\varphi(t)^{-1}}{|T_{t/2}|} = 2c_{26}t^{-1}\varphi(t)^{-1}.$$  

(A.4)

(A.5)

Consequently

$$\lambda_{V,\beta,t}(T_t) \leq \frac{1}{2} \|\nabla \phi_t\|_2^2 + \int_{T_t} V_{\beta,t}(x)\phi_t^2(x)\,dx \leq \frac{c_{26}}{t\varphi(t)} + \frac{\beta}{\varphi(t)^2} |W| \|\phi_t\|_\infty^2 \omega(T_t)$$

$$\leq \frac{c_{26}}{t\varphi(t)} + \frac{\beta}{\varphi(t)^2} \frac{\omega(T_t)}{|T_{t-\varphi(t)}|} = \frac{c_{26}}{t\varphi(t)} + \left(1 - \frac{\varphi(t)}{t}\right)^{-d} \frac{\beta}{\varphi(t)^2} \frac{\omega(T_t)}{|T_t|}. \quad (A.6)$$

By the ergodic theorem, $\mathbb{P}$-a.s. $\limsup_{t \to \infty} |T_t|^{-1} \omega(T_t) \leq 1$, and hence

$$\mathbb{P}$$

-a.s. $\limsup_{t \to \infty} \varphi(t)^2 \lambda_{V,\beta,t}(T_t) \leq \beta.$ (A.7)

The upper bound in Theorem 0.6 is proved.

Proof of Corollary 0.7. By monotonicity we have for all $\beta,\beta_1 > 0$ and $\ell(t) \overset{\text{def}}{=} (\log t)^{1/d}$:

$$I(\beta_1) \overset{\text{P-a.s.}}{=} \liminf_{t \to \infty} \ell(t) \lambda_{V,\beta_1,t}(T_t) \leq \liminf_{t \to \infty} \ell(t)^2 \lambda_{V,\beta,t}(T_t)$$

$$\leq \limsup_{t \to \infty} \ell(t)^2 \lambda_{V,\beta,t}(T_t) \leq \limsup_{t \to \infty} \ell(t)^2 \lambda_0(T_t \setminus \text{supp } V). \quad (A.8)$$

Now the claim follows from Theorem 0.2 and formula (4.4.38)-(4.4.40) in [8].

□
Recall, \( r_d \) denotes the radius of a \( d \)-dimensional ball of volume \( d \).

**Lemma B.1** There are positive constants \( b_3(d) \geq 2c(d, 1) \) and \( c_{22}(d) < c_{22}(d) \) such that for all \( \beta \geq b_3 \) the following holds:

\[
c(d, 1) - \frac{c_{22}}{\sqrt{\beta}} < \lambda_{B_1 \setminus B_{r_d}(0)}(\mathbb{R}^d) < c(d, 1) - \frac{c_{22}}{\sqrt{\beta}}.
\]

**Proof of Lemma B.1.** By Theorem X.28 in [5] the Schrödinger operator \( H_\beta = -\frac{1}{2} \Delta + \beta 1_{\mathbb{R} \setminus B_r(0)} \) is essentially self-adjoint on \( C^\infty_c(\mathbb{R}^d) \). Theorem XIII.15 in [6] implies that the closure of \( H_\beta \) has the essential spectrum \( \sigma_{\text{ess}}(H_\beta) = \sigma_{\text{ess}}(-\Delta/2 + \beta) = [\beta, \infty) \). Therefore the infimum of the spectrum of \( H_\beta \geq 0 \) either equals \( \beta \), or it is a discrete eigenvalue \( E \in (0, \beta) \). (\( E = 0 \) is certainly impossible.) We show that the second case occurs at least for large values of \( \beta \): the potential \( \beta 1_{\mathbb{R} \setminus B_{r_d}(0)} \) is radially symmetric; hence it suffices to look for the ground state eigenfunction among radially symmetric functions.

We therefore search for weak solutions of the radial Schrödinger equation

\[
\frac{1}{2} \psi''(r) + \frac{d - 1}{r} \psi'(r) + \beta 1_{\{r > r_d\}} \psi(r) = E \psi(r),
\]

that fulfill

\[
\int_{0}^{\infty} |\psi(r)|^2 r^{d-1} dr < \infty.
\]

We solve piecewise the free radial Schrödinger equation explicitly in terms of (modified) Bessel functions: We get with the abbreviation \( \nu = d/2 - 1 \):

\[
\psi(r) = \begin{cases} \left( \sqrt{2E} r \right)^{-\nu} \left( \alpha_1 J_\nu(\sqrt{2E} r) + \alpha_3 Y_\nu(\sqrt{2E} r) \right) & \text{for } r < r_d, \\
\left( \sqrt{2(\beta - E)} r \right)^{-\nu} \left( \alpha_2 K_\nu(\sqrt{2(\beta - E)} r) + \alpha_4 I_\nu(\sqrt{2(\beta - E)} r) \right) & \text{for } r > r_d. 
\end{cases}
\]

with constants \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \). Regularity of the solution at the origin and condition (B.3) require \( \alpha_3 = 0 = \alpha_4 \). Furthermore, \( \psi \) and \( \psi' \) need to be continuous at \( r = r_d \). We abbreviate \( f(z) \overset{\text{def}}{=} z^{-\nu} J_\nu(z), g(z) \overset{\text{def}}{=} z^{-\nu} K_\nu(z), z_1 \overset{\text{def}}{=} \sqrt{2E} r_d, \) and \( z_2 \overset{\text{def}}{=} \sqrt{2(\beta - E)} r_d. \)

For a given \( E \in (0, \beta) \), we get a eigenfunction \( \psi \) if and only if the following condition holds:

\[
\begin{vmatrix} f(z_1) & g(z_2) \\
z_1 f'(z_1) & z_2 g'(z_2) \end{vmatrix} = 0.
\]
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Using the asymptotics
\[ e^{z} \sqrt{\frac{2z}{\pi}} K_{\nu}(z) \xrightarrow{z \to \infty} 1, \quad e^{z} \sqrt{\frac{2z}{\pi}} K'_{\nu}(z) \xrightarrow{z \to \infty} -1 \]  
(see [9], Section 7.23, and [1], formulas 9.7.2 and 9.7.4) we get
\[ \frac{-g(z)}{g'(z)} \xrightarrow{z \to \infty} 1. \]  
(B.7)

Let \( \xi \) denote the smallest positive number with \( J_\nu(\xi) = 0 \). (Since the principal Dirichlet eigenfunction of \(-\Delta/2\) on the ball \( B_{rd}(0) \) is given by \( x \mapsto f(\xi|x|/rd) \) up to a normalizing constant, \( \xi \) is related to Sznitman’s constant by \( c(d,1) = (\xi/rd)^{\nu}/2 \).) The derivative \( f'(z) = -z^{-\nu}J_{\nu+1}(z) \) has no zero point \( z \) in \((0,\xi]\) (see [9], Section 15.22). We calculate for \( z \in (0,\xi] \), using an identity for Bessel functions from [9], Section 15.23:
\[
\frac{d}{dz} \left( \frac{-f(z)}{zf'(z)} \right) = (zf(z))^{-2} \left( z f'(z) \right) \left( \frac{f(z)}{zf'(z)} \right) = -2z^{-2\nu-3} f'(z)^{-2} \int_0^z J_\nu^2(t) dt < 0. \]  
(B.8)

Consequently \(-f(z)/(zf'(z))\) is monotone decreasing on \((0,\xi]\) with the value zero at \( \xi \) and a negative derivative at \( \xi \). This shows that for some positive constants \( c_{27}(d) < c_{28}(d) \), and \( c_{29}(d) < \xi \) the estimate \(-f(z)/(zf'(z)) \geq c_{27}(\xi - z)\) holds for all \( z \in (0,\xi] \), and \(-f(z)/(zf'(z)) \leq c_{28}(\xi - z)\) holds for all \( z \in [\xi - c_{29}, \xi] \). We choose a constant \( c_{22} \) to be so large that \( c_{27} r_d(2c(d,1))^{-1/2} c_{22} > 2r_d^{-1} \) holds, and we choose another constant \( c_{22} > 0 \) so small that \( 2c_{28} c(d,1)^{-1/2} r_d^{-1} c_{22} < 1/2 \) holds. Further we choose \( b_1 > 0 \) so large that the three conditions \( 2^{1/2} c(d,1)^{-1/2} r_d b_3^{-1/2} \leq c_{29}, b_3 \geq 2c(d,1), \) and for all \( z \geq b_3^{1/2} r_d, -g'(z)/g(z) \in [1/2,2] \) hold true; see (B.7). Let \( \beta \geq b_1 \) and \( E \in (0,c(d,1)) \). We first show that for \( E \leq c(d,1) - c_{22} \beta^{-1/2} \) the equation (B.5) has no solution: Using \( \beta \leq 2(\beta - E) \),
\[
-\frac{f(z_1)}{z_1 f'(z_1)} \geq c_{27}(\xi - z_1) = c_{27} r_d(\sqrt{2c(d,1)} - \sqrt{2E}) \geq c_{27} r_d(2c(d,1))^{-1/2} (c(d,1) - E) \geq c_{27} r_d(2c(d,1))^{-1/2} c_{22} \beta^{-1/2} \]  
(B.9)
\[ > 2r_d^{-1} \beta^{-1/2} \geq \frac{2}{\xi_2} \geq -\frac{g(z_2)}{z_2 g'(z_2)}. \]
This proves the lower bound in (B.1). To derive the upper bound in (B.1), we set 
\[ E = c(d, 1) - c_{22} \beta^{-1/2} \] 
and estimate:
\[
\xi - z_1 = r_d(\sqrt{2c(d, 1)} - \sqrt{2E}) 
\leq 2(2c(d, 1))^{-1/2}r_d(c(d, 1) - E) = 2^{1/2}c(d, 1)^{-1/2}r_d c_{22} \beta^{-1/2} \tag{B.10}
\]
and therefore
\[
- \frac{f(z_1)}{z_1 f'(z_1)} \leq c_{28}(\xi - z_1) \leq c_{28} 2^{1/2}c(d, 1)^{-1/2}r_d c_{22} \beta^{-1/2} 
\leq 2c_{28}c(d, 1)^{-1/2}r_d^2 c_{22} z_2^{-1} < \frac{1}{2z_2} \leq - \frac{g(z_2)}{z_2 f'(z_2)}. \tag{B.11}
\]
Comparing (B.9) with (B.11) we conclude that the equation (B.5) has a solution 
\[ E \in (c(d, 1) - c_{22} \beta^{-1/2}, c(d, 1) - c_{22} \beta^{-1/2}) \] 
This finishes the proof of the upper bound in (B.1) and of Lemma B.1.

\[ \square \]

Corollary B.2 There is a constant \( c_{30}(d) > 0 \) such that for all functions \( \phi \in \Phi \):
\[
\frac{1}{2} \| \nabla \phi \|_2^2 \geq c(d, 1) - c_{30} \| 1_{R^d \setminus B_{r_d}(0)} \phi \|_2^{2/3}. \tag{B.12}
\]

Proof of Corollary B.2. We set \( c_{30} \overset{\text{def}}{=} (3 \cdot 2^{-2/3} c_{22}^{2/3}) \vee \left(2^{1/3}c(d, 1)b_3^{1/2} c_{22}^{-1/3}\right) \), and we abbreviate \( \kappa \overset{\text{def}}{=} \| 1_{R^d \setminus B_{r_d}(0)} \phi \|_2^2 \). If \( \kappa = 0 \), i.e. if \( \phi \) is supported in \( B_{r_d}(0) \), then (B.12) is obvious, since \( c(d, 1) \) is the principal Dirichlet eigenvalue of \(-\Delta/2\) over \( B_{r_d}(0) \). So we may assume \( \kappa > 0 \). Set \( \beta = (2\kappa/c_{22})^{-2/3} \). There are two cases: If \( \beta < b_3 \), then (B.12) holds trivially, since in this case the right hand side in (B.12) is negative: \( c_{30} \kappa^{1/3} \geq c(d, 1)(b_3/\beta)^{1/2} > c(d, 1) \). Else if \( \beta \geq b_3 \), then Lemma B.1 is applicable. The lower bound in (B.1) yields the claim (B.12):
\[
\frac{1}{2} \| \nabla \phi \|_2^2 \geq c(d, 1) - \tilde{c}_{22} \sqrt{\beta} - \beta\kappa = c(d, 1) - \frac{3\kappa^{2/3} c_{22}^{2/3}}{2^{2/3}} \kappa^{1/3} \geq c(d, 1) - c_{30} \kappa^{1/3}. \tag{B.13}
\]
Corollary B.2 is proved.

\[ \square \]
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