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A B S T R A C T

Picture naming is a language task that involves multiple neural networks and is used to probe aphasia-induced
language deficits. The pattern of neural activation seen in healthy individuals during picture naming is disrupted
in individuals with aphasia, but the time-course of the disruption remains unclear. Specifically, it remains un-
clear which anatomical and temporal aspects of neural processing are necessary for correct naming. Here, we
tested two individuals with stroke induced aphasia, and compared the differences in the event-related potentials
(ERPs) and current sources when they made correct vs. erroneous responses during picture naming. The pre-
articulatory ERP activity was significantly different between the two responses. Current source analysis revealed
that the ability to recruit left temporal and frontal areas within a 300–550ms time window after stimulus onset
contributed to correct responses. These results suggest that targeted neuromodulation in these areas could lead
to better treatment outcomes in patients with aphasia.

1. Introduction

Brain lesions secondary to stroke can lead to language disorders,
such as aphasia, in approximately 40% of stroke survivors (Berthier,
2005; Pedersen, Vinter, & Olsen, 2004; Wade, Hewer, David, &
Enderby, 1986). One of the most persistent symptoms in aphasia relates
to difficulty in naming common objects, anomia. Interestingly, overall
accuracy on naming tasks across testing sessions is fairly consistent
(Naeser et al., 2010; Vitali et al., 2007). However, the individual items
incorrectly named will often vary across sessions, suggesting that the
person with aphasia has the capacity to name most items, but some
aspect of processing is incomplete or erroneous at times, and leads to
inconsistent errors. Such errors are not item dependent (i.e., the par-
ticipant does not need to re-learn the item), but rather, stochastic in
nature. It remains unclear what the mechanism supporting correct
versus incorrect naming is, but it is likely that a disruption of time- and
region- dependent neuronal communication plays a major role (Piai,
Meyer, Dronkers, & Knight, 2017).

Picture naming task involves a network of brain regions in the oc-
cipital, temporal, parietal and frontal cortices (DeLeon et al., 2007;
Gleichgerrcht, Fridriksson, & Bonilha, 2015; Salmelin, Hari,

Lounasmaa, & Sams, 1994). Different components of this network are
involved in distinct cognitive processes but language specific areas play
a particularly important role. Electrophysiological studies have shown
that the left posterior temporal lobe shows strong activation approxi-
mately 200–350ms after picture presentation (Eulitz, Hauk, & Cohen,
2000; Levelt, Praamstra, Meyer, Helenius, & Salmelin, 1998). This time
window is perhaps critical for picture naming because patients with
lesions in these areas are less likely to show treatment-related im-
provements in anomia (Fridriksson, 2010).

Previously, using functional brain imaging, we have shown that
activation of the perilesional left frontal and temporal cortices is asso-
ciated with an increase in the number of items named correctly by
patients with aphasia (Fridriksson, Richardson, Fillmore, & Cai, 2012).
However, because the hemodynamic response is relatively slow, the
temporal role of neural activation in these areas remains unclear. In this
pilot study, using high-density electroencephalography (EEG) and
source analysis, we tracked and compared the spatiotemporal dynamics
of cognitive processing between correct and incorrect responses made
by two individuals with post-stroke aphasia during a picture naming
task. We first computed event-related potentials for the Correct and
Incorrect responses and performed a topographic ANOVA analysis
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(Murray, Brunet, & Michel, 2008) on the potentials between the two
types of responses. We then modeled the activated cortical areas using
current source estimation and we expected distinct neural signatures in
the frontal and temporal lobes when the pictures were named correctly
versus incorrectly. Our results show that within a 300–550ms window,
current sources in the left temporal and frontal lobes contributed to
better picture naming performance.

2. Results

The lesion location and volumes for both participants are shown in
Fig. 1. S1 had a much larger lesion compared with S2 (Fig. 1). S1’s
lesion encompassed most of the frontal, parietal and temporal lobes,
whereas S2 had a large, albeit smaller lesion, in the perisylvian region.
Both participants (S1 and S2) made a substantial number of errors
during the picture naming task. Out of 80 total pictures, S1 and S2
named 50 and 49 pictures incorrectly, respectively. The average reac-
tion times for S1 were 1840 (Correct) and 2269 (Incorrect) ms, respec-
tively and for S2 were 1209 (Correct) and 1554 (Incorrect) ms, respec-
tively. Overall, S1’s reaction time was about ∼600 to 700ms slower
than S2.

We found statistically significant differences in the ERPs between
the Correct and Incorrect responses at different latencies in the two
participants. This observation is consistent with previous literature
suggesting that responses in individuals with aphasia is delayed com-
pared with the neurologically intact population (Hurley et al., 2009;
McCarthy & Kartsounis, 2000). For participant S1, the TANOVA ana-
lysis revealed that the ERP responses were significantly different
(p < .05) in the time window spanning 346–366ms. A topographical
map of the averaged ERPs in the two conditions are shown for the
Correct and Incorrect responses in Fig. 2A and B. Participant S2’s ERP
responses were significantly different (p < .05) in a 485–555ms time
window post stimulus presentation. Fig. 2C and D shows the averaged
ERPs for the two types of responses for S2. For both the participants, the
ERPs were stronger in the language processing areas (inferior frontal
gyrus, anterior temporal lobes, superior gyrus and posterior portions of
the temporal cortex) for the Correct responses compared to the Incorrect
responses.

We then looked at the sources of the ERPs within the same time
windows where we found significant differences in the averaged ERPs.
For S1, the sources of the ERP activity for the Incorrect responses were
focused in the frontal lobe only (see Fig. 3A). In contrast, for the Correct
responses, the sources were more diffuse (including the language areas
in the left temporal lobe) over the temporal, frontal, parietal and oc-
cipital lobes. For participant S2, the sources were focused over the left
inferior temporal cortex for Incorrect responses and over the left frontal
and temporal lobes for the Correct responses (see Fig. 3B). Thus, for
both the participants, the current sources in the left temporal and
frontal areas were stronger during the Correct responses versus the

Incorrect responses.

3. Discussion

The behavioral performance of the participants in our study seem to
be related to the size of the stroke lesion. Overall, S1’s reaction time was
about ∼600 to 700ms slower than S2. S1 also had a larger lesion en-
compassing most of the frontoparietal and temporal areas. The main
finding of our exploratory study is that, even though there were sub-
stantial differences in the behavior and stroke lesions between the two
subjects, there was a common underlying neurophysiological pattern
supporting correct naming, i.e., the recruitment of the temporal re-
gions, prior to the correct utterance.

One of the first EEG studies of picture naming conducted with
neurologically intact participants showed that cortical activation un-
derlying visual to symbolic transformation of the pictures progressed
bilaterally from the occipital cortex towards the temporal and frontal
lobes (Salmelin et al., 1994). Since then, other studies have replicated
this finding (Levelt et al., 1998; Tanji, Suzuki, Delorme, Shamoto, &
Nakasato, 2005; Wierenga et al., 2008). Specifically, these studies have
shown that it takes about 200ms for neural activation to advance from
the occipital cortex to the parietal and temporal areas after stimulus
presentation and about 400ms to reach frontal regions.

In participants with aphasia, besides a suppression of ERP activity
over the lesioned areas (Spironelli, Angrilli, & Pertile, 2008), differ-
ences have also been observed about 250–400ms after picture pre-
sentation in the perilesional left posterior temporal areas (Laganaro,
Morand, Michel, Spinelli, & Schnider, 2011; Laganaro, Python, &
Toepel, 2013). In their studies, Laganaro and colleagues attributed the
impairments in phonological processing and the reduction in the ob-
served ERP activity in these areas to stroke-induced changes in lan-
guage processes. However, these studies did not directly assess lesion
location or compare the anatomical pattern of neural activations be-
tween the correct and erroneous responses. One possible reason was
that the patients in their study produced too few errors (between 1%
and 25%) for statistical comparison. In our study, both participants
made ∼67% to 75% erroneous responses. That allowed us to compare
the ERPs and the sources between the Correct and Incorrect responses.

We found that the current sources in the left temporal and frontal
areas were different between the Correct and Incorrect responses for
both the participants. In addition, there were participant specific dif-
ferences in the neural activation in the two conditions. These results
underscore the importance of appropriately timed neural activation in
the temporal and frontal areas for language processes and correct pic-
ture naming. Furthermore, stroke patients whose lesions damage
dominant temporal areas involved in phonological processing are less
likely to show treatment-related improvement in picture naming com-
pared with patients who had suffered minimal damage to these areas
(Fridriksson, 2010), especially when the left temporal lobe loses its

Fig. 1. Lesion locations and volumes for S1 (top) and S2 (bottom).

T. Singh et al. Brain and Language 177–178 (2018) 1–6

2



Fig. 2. The topographic maps of the measured potentials in a 5ms time-window where the TANOVA analysis revealed significant differences (p < .05) between the Incorrect and Correct
responses for participant S1 (panels A & B) and participant S2 (panels C & D). Red contour lines display positive potentials; blue contour lines display negative potentials. The black line is
the line of zero voltage. The ranges of the displayed potentials were the same for all four plots.

Fig. 3. Current sources averaged across trials for participant S1 (panel A) and S2 (panel B) for the Incorrect and Correct responses. The current sources are shown at 354ms (middle of the
time window in Fig. 2) for S1 and 515ms for S2 (see).
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global and local influence of the brain’s network (Bonilha,
Gleichgerrcht, Nesland, Rorden, & Fridriksson, 2016). Taken together,
these results suggest that the intact areas in the temporal and frontal
lobes could be promising candidates for therapeutic neuromodulation
and assessment of progress during neurorehabilitation.

The average reaction times for both the participants were longer
than values reported in the literature for healthy participants.
Furthermore, participant S1’s reaction times (∼2000ms) were longer
than S2’s (∼1400ms). A key difference in the ERP responses between
the two participants was the latency at which the neural activity ex-
hibited significant difference between the Correct and Incorrect re-
sponses. For S1, the time-window of 346–366ms is consistent with
phonological processing in healthy participants. For S2 the difference
occurred later, between 485 and 555ms, a time-window that has been
typically associated with articulatory processing. However, the delayed
reaction times for both the participants preclude us from drawing
conclusions about which processes are associated with these time
windows. Nevertheless, the long naming times strongly suggest that the
time-windows where the neural activity exhibited significant difference
between Correct and Incorrect responses, were pre-articulatory, possibly
during lexical and phonological stages.

We also found neural activation in the right-hemisphere for both
participants (Naeser et al., 2005; Sörös, Cornelissen, Laine, & Salmelin,
2003). For participant S1, the current sources were spread out into the
right parietal areas during Correct responses and right frontal areas
during Incorrect responses. For participant S2, the current sources were
restricted to the left hemisphere for the Correct responses. There were a
few very weak current sources in the right parietal areas for Incorrect
responses made by S2. It is still unclear whether the activation in the
right-hemisphere language homologues represents maladaptive pro-
cesses (Naeser et al., 2005) or learning-induced plasticity (Raboyeau
et al., 2008) and requires further investigation.

We also found neural activation in the cerebellum in both the par-
ticipants. Previously, in picture naming tasks, the cerebellum has been
considered to be involved in planning the motor responses
(Bookheimer, Zeffiro, Blaxton, Gaillard, & Theodore, 1995; Martin,
Wiggs, Ungerleider, & Haxby, 1996; Murtha, Chertkow, Beauregard, &
Evans, 1999; Vandenberghe, Price, Wise, Josephs, & Frackowiak,
1996). The proposal that the cerebellum may be involved in motor
planning is consistent with our results. The average reaction time for
the Incorrect responses for S1 was at least 400ms slower than all other
responses (Correct for S1, and Correct and Incorrect for S2). Our data
show that there was minimal activity in the cerebellum for S1 during
Incorrect responses. Since, our window of analysis was 175–1000ms,
this suggests the planning of vocal responses during Incorrect responses
in S1 may have begun after 1000ms.

One limitation of our study design was that we could not address
differences in neural activation between semantic vs phonological
paraphasias. S1 made 7 semantic and 20 phonological errors and S2
made 8 semantic and phonological errors each. The number of errors in
each category were not sufficient to make a statistical comparison to
correct responses. Thus, we are also unable to infer the implications of
the lack of current sources in the left hemisphere for incorrect responses
since we are averaging across different error types. A second limitation
of our study was that we did not compare the neural activation between
patients with aphasia and healthy controls. A previous study conducted
on healthy controls failed to reliably demonstrate differences in neural
activation between erroneous and correct responses in picture naming
(Abel et al., 2009). However, participants in that study also made very
few naming errors and, as a direct consequence, the numbers of errors
were used as a co-variate, not a factor in the statistical analysis. This
compromises the generalizability of the results. Future studies should
be designed to elicit a high number of incorrect responses both from
healthy controls as well as from patients with aphasia (Corina et al.,
2010). Finally, the scalp effects that we observed in our study most
likely originated from the left temporal and frontal sources, but future

studies are needed with more accurate volume conduction models
(Wolters et al., 2006) and larger sample sizes to ascertain the spatial
differences in the source locations for correct and erroneous responses.

In summary, our results suggest that the neural substrates involved
in pre-articulatory processes, the left temporal and frontal lobes, may
be important for correct picture naming in patients with post-stroke
aphasia. Targeted stimulation of these areas could potentially lead to
better treatment outcomes in patients with aphasia.

4. Methods

4.1. Participants

The two participants were chronic stroke survivors (54 and 45 years
old, both males) who had suffered a stroke at least six months prior to
participating in the experiment. Both of them had a stroke affecting
their left middle cerebral artery (MCA) territory. Both participants had
substantial damage in the left posterior temporal lobes and had Broca’s
aphasia. The lesion locations in T1-weighted images of the two parti-
cipants are shown in Fig. 1. The characteristics of the two participants,
aphasia types, Western Aphasia Battery – revised (WAB) (Kertesz,
2007) subscores and Philadelphia naming test (PNT) (Roach, Schwartz,
Martin, Grewal, & Brecher, 1996) scores are shown in Table 1. These
were performed separately from the EEG testing. It is important to note
that S1 had more severe aphasia than S2, but both were classified as
severe aphasia (i.e., aphasia quotient between 26 and 50 (Kertesz,
2007)). S2 demonstrated more no-responses in the PNT, whereas S1
had more utterances, including paraphasias and neologisms. The Uni-
versity of South Carolina Institutional Review Board approved all pro-
cedures and participants signed an informed consent prior to partici-
pating in the study.

4.2. Experimental design

The experiment was conducted in a sound attenuated booth. Speech
and electroencephalographic (EEG) data were collected during perfor-
mance on a picture naming task. Participants were presented with
pictures of 80 objects (e.g. bicycle, piano, rabbit, watch, etc.) and 40
abstract images on a computer screen (one at a time) in a pseudo-
random order using Max 5.0 software (Cycling’ 74, San Francisco, CA).
The abstract images consisted only of colors, shapes, and lines. A pic-
ture was presented every 8 s and participants were instructed to verb-
ally name the object accurately and as quickly as possible. They were

Table 1
Subject demographics and clinical scores.

ID S1 S2

Gender male male
Age during testing 50 43
Handedness right right
Age at stroke 49 42
History of seizures no no
WAB: Aphasia type Broca's Broca's
WAB: Aphasia quotient 32.7 49.1
WAB: Spontaneous speech 4 7
WAB: Comprehension 7.35 6.75
WAB: Repetition 1.8 5.2
WAB: Naming 3.2 5.6
PNT: Correct responses 20 18
PNT: Semantic Paraphasias 17 7
PNT: Phonemic Paraphasias 28 5
PNT: No Response 36 126
PNT: Perseverations 2 0
PNT: Unrelated 4 2
PNT: Neologism 47 0
PNT: Articulation Errors 0 1

Legend: WAB – Western Aphasia Battery – Revised; PNT – Philadelphia Naming Test.
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instructed to not respond when an abstract image was presented. The
abstract images were included to minimize anticipatory responses to
control for lower level visual processing. Participants were given
practice trials and the experiment began once they performed the
practice trials correctly (e.g. remaining silent on the abstract images) on
five consecutive trials including objects and abstract images.

After the completion of the experiment, a speech pathologist tran-
scribed the responses manually. Verbal responses for the objects were
scored as either correct or incorrect based on whether the patient was
able to accurately name the target stimulus. For the purposes of this
pilot study, we did not distinguish between different types of erroneous
responses (e.g., semantic, phonemic, neologism, unrelated and no re-
sponses).

4.3. Speech and EEG data acquisition

Speech motor responses were registered by recording the partici-
pants’ speech using a head-mounted AKG condenser microphone
(model C520) connected to a Motu Ultralite-MK3 amplifier. EEG ac-
tivity was recorded during the task at the sampling frequency of 1 kHz
after applying a low-pass anti-aliasing filter with 200 Hz cut-off fre-
quency using BrainVision actiCHamp amplifier (Brain Products GmbH,
Germany). EEG signals were recorded using 64 active electrodes placed
on an EasyCap (EasyCap GmbH, Germany). The electrode placement on
the cap followed the standard 10–20 montage. Outliers (> 2 standard
deviations) were removed before computing reaction times (start of
speech – stimulus onset).

4.4. Event-Related Potentials (ERP) analysis

All EEG data were analyzed using the Curry 7.0 software from
Neuroscan System. Extracted event-related potentials (ERPs) were time-
locked to the onset of the visually presented picture. First, EEG signals
were common average referenced, and then were band-pass filtered
between 1 and 30 Hz and segmented into epochs ranging from
−200ms before and 1000ms after stimulus onset. After segmentation,
artifacts were rejected by removing muscle and eye-blink activities by
excluding epochs with EEG amplitudes exceeding± 75 μV. Baseline
correction was performed on the individual epochs by removing the
mean amplitude of the pre-stimulus time window from −200 to
−50ms from each electrode. The extracted epochs were then averaged
across all trials separately for each response category (Correct and
Incorrect).

4.5. Time window of interest

A meta-analysis of the picture naming literature in healthy controls
had suggested that visual object recognition occurs between 0 and
175ms and involves the occipital and ventrotemporal regions (Levelt
et al., 1998; Vihla, Laine, & Salmelin, 2006). Subsequently, the selec-
tion of the semantic representation involves the left middle temporal
gyrus and occurs at 175–250ms. Third, phonological processing occurs
between 250 and 400ms and involves Wernicke’s area. Finally, ar-
ticulatory processing occurs between ∼400 and 650ms and engages
Broca’s areas in the left inferior frontal gyrus and bilateral sensorimotor
areas. However, these processes can be delayed in patients with aphasia
(Hurley et al., 2009; Laganaro et al., 2009; McCarthy & Kartsounis,
2000). Since the lesions were in the left MCA territory, we did not
expect deficits in visual object recognition, but predicted that the le-
sions in the left hemisphere could affect any or all of the cognitive
processes listed above (DeLeon et al., 2007). Thus, we performed our
analysis in a 175–1000ms time window post-stimulus presentation.

4.6. Analysis of field topography: TANOVA

We used the topographical ANOVA (TANOVA) method to compare

ERP responses between the Correct and Incorrect responses (Koenig &
Melie-García, 2010). TANOVA investigates significant differences in
global dissimilarity of EEG activity between two conditions by assessing
whether the topographies are significantly different from each other on
a temporal basis. The advantage of using TANOVA is that it is not de-
pendent on the choice of the reference electrode or on an a priori se-
lection of electrodes or time points to test a hypothesis. This approach is
based on the empirical observations in EEG signals that the electric field
configuration at the scalp does not vary randomly as a function of time,
but instead exhibits stability for tens to hundreds of milliseconds
(Berchio et al., 2014; Michel et al., 2004; Murray et al., 2008). TANOVA
analysis was performed in the time window of interest (175–1000ms).
Continuous time instances (≥20ms) where the ERPs were significantly
different between the Correct and Incorrect responses were further
analyzed for differences in source locations (Berchio et al., 2014).

4.7. Source analysis

Information about the sources contributing to effects seen in the
data was also obtained through current source analysis using electro-
magnetic source estimation as implemented in CURRY (Version 7.0,
Compumedics Germany GmbH, Hamburg) software. Anatomical land-
marks (nasion, left, and right preauricular points) were used to manu-
ally co-register individual electrode positions to a participant’s T1-
weighted structural MRI. Then a three-compartment boundary element
model was computed for each participant. Standard conductivity values
for the three compartments were set to: skin= 0.33 S/m,
skull= 0.0042 S/m, and brain=0.33 S/m. Current density re-
construction was done using the sLORETA method (Pascual-Marqui,
2002) to obtain current density images for Correct and Incorrect re-
sponses for both participants. We only looked at cortical sources. Source
analysis was also performed in the 175–1000ms time window.

Given the presence of a post-stroke necrotic lesion in both partici-
pants, special care was taken to ensure that the segmentation of cranial
tissues was anatomically correct. This was accomplished by performing
the segmentation using gray level zone boundaries, as per Curry default
settings, then manually adjusting the boundaries in regions where
tissue segmentation was imprecise. Two of the authors (TS and LB),
who are experienced with lesion delineation and clinical assessment of
acute and chronic stroke neuroimaging, completed this process. Of
note, neither of the participants included in this study had scalp or
cranial defects.

Scalp electric potentials (EEG) represent the current density dis-
tribution that arise from neuronal post-synaptic processes. Solving the
inverse problem, i.e. computing the underlying electric neuronal ac-
tivity based on scalp potential measurements, provides important in-
formation on the time course of localized brain activity. However, there
is no unique solution to the inverse problem because many different
source configurations can generate the same distribution of electric
potentials. Under a set of assumptions, several methods have been
proposed to localize electrical source locations (reviewed in Michel
et al., 2004; Schoffelen & Gross, 2009). Here, we use the sLORETA
method to compute the locations of the underlying source activity
(Pascual-Marqui, 2002). It has been shown that sLORETA minimizes
localization error better than other techniques, such as, LORETA and
SLF (Grech et al., 2008).
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Significance

Aphasia is often associated with intermittent errors in object
naming. We demonstrated that, at the individual level, successful re-
cruitment of the residual temporal and frontal regions within a
300–550ms time-window are associated with correct naming re-
sponses. This finding could be used to guide targeted neuromodulation.
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