Measurement of the cross-section for electroweak production of dijets in association with a Z boson in pp collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector
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**Abstract**

The cross-section for the production of two jets in association with a leptonically decaying Z boson ($Zjj$) is measured in proton–proton collisions at a centre-of-mass energy of 13 TeV, using data recorded with the ATLAS detector at the Large Hadron Collider, corresponding to an integrated luminosity of 3.2 fb$^{-1}$. The electroweak $Zjj$ cross-section is extracted in a fiducial region chosen to enhance the electroweak contribution relative to the dominant Drell–Yan $Zjj$ process, which is constrained using a data-driven approach. The measured fiducial electroweak cross-section is $\sigma_{Zjj} = 119 \pm 16 \text{ (stat.)} \pm 20 \text{ (syst.)} \pm 2 \text{ (lumi.)} \text{ fb for dijet invariant mass greater than 250 GeV, and } 34.2 \pm 5.8 \text{ (stat.)} \pm 5.5 \text{ (syst.)} \pm 0.7 \text{ (lumi.)} \text{ fb for dijet invariant mass greater than 1 TeV. Standard Model predictions are in agreement with the measurements. The inclusive $Zjj$ cross-section is also measured in six different fiducial regions with varying contributions from electroweak and Drell–Yan $Zjj$ production.}
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1. Introduction

At the Large Hadron Collider (LHC) events containing a Z boson and at least two jets ($Zjj$) are produced predominantly via initial-state QCD radiation from the incoming partons in the Drell–Yan process (QCD-$Zjj$), as shown in Fig. 1(a). In contrast, the production of $Zjj$ events via $t$-channel electroweak gauge boson exchange (EW-$Zjj$) events, including the vector-boson fusion (VBF) process shown in Fig. 1(b), is a much rarer process. Such VBF processes for vector-boson production are of great interest as a ‘standard candle’ for other VBF processes at the LHC: e.g., the production of Higgs bosons or the search for weakly interacting particles beyond the Standard Model.

The kinematic properties of $Zjj$ events allow some discrimination between the QCD and EW production mechanisms. The emission of a virtual $W$ boson from the quark in EW-$Zjj$ events results in the presence of two high-energy jets, with moderate transverse momentum ($p_T$), separated by a large interval in rapidity ($y$) and therefore with large dijet mass ($m_{jj}$) that characterises the EW-$Zjj$ signal. A consequence of the exchange of a vector boson in Fig. 1(b) is that there is no colour connection between the hadronic systems produced by the break-up of the two incoming protons. As a result, EW-$Zjj$ events are less likely to contain additional hadronic activity in the rapidity interval between the two high-$p_T$ jets than corresponding QCD-$Zjj$ events.

The first studies of EW-$Zjj$ production were performed [1] in pp collisions at a centre-of-mass energy ($\sqrt{s}$) of 7 TeV by the CMS Collaboration, where the background-only hypothesis was rejected at the 2.6$\sigma$ level. The first observation of the EW-$Zjj$ process was performed by the ATLAS Collaboration at a centre-of-mass energy ($\sqrt{s}$) of 8 TeV [2]. The cross-section measurement is in agreement with predictions from the Powheg-box event generator [3–5] and allowed limits to be placed on anomalous triple gauge couplings. The CMS Collaboration has also observed and measured [6] the cross-section for EW-$Zjj$ production at 8 TeV. This Letter presents measurements of the cross-section for EW-$Zjj$ production and inclusive $Zjj$ production at high dijet invariant mass in pp collisions at $\sqrt{s} = 13$ TeV using data corresponding to an integrated luminosity of 3.2 fb$^{-1}$ collected by the ATLAS detector at the LHC. These measurements allow the dependence of the cross-section on $\sqrt{s}$
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1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and the z-axis along the beam pipe. In the transverse plane, the x-axis points from the interaction point to the centre of the LHC ring, the y-axis points upward, and $\phi$ is the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln (\tan (\theta/2))$. The rapidity is defined as $y = 0.5 \ln (E + p_T)/(E - p_T)$, where E and $p_T$ are the energy and longitudinal momentum respectively. An angular separation between two objects is defined as $\Delta R = \sqrt{\Delta \phi^2 + (\Delta \eta)^2}$, where $\Delta \phi$ and $\Delta \eta$ are the separations in $\phi$ and $\eta$ respectively. Momentum in the transverse plane is denoted by $p_T$. 
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to be studied. The increased $\sqrt{s}$ allows exploration of higher dijet masses, where the EW-Zjj contribution to the total Zjj rate becomes more pronounced.

2. ATLAS detector

The ATLAS detector is described in detail in Refs. [7,8]. It consists of an inner detector for tracking, surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroidal magnet systems. The inner detector is immersed in a 2T axial magnetic field and provides charged-particle tracking in the range $|\eta| < 2.5$.

Electromagnetic calorimetry is provided by barrel and end-cap lead/liquid-argon (LAr) calorimeters in the region $|\eta| < 3.2$. Within $|\eta| < 2.47$ the calorimeter is finely segmented in the lateral direction of the showers, allowing measurement of the energy and position of electrons, and providing electron identification in conjunction with the inner detector. Hadronic calorimetry is provided by the steel/scintillator-tile calorimeter, segmented into three barrel structures within $|\eta| < 1.7$, and two hadronic end-cap calorimeters. A copper/LAr hadronic calorimeter covers the 1.5 < $|\eta|$ < 3.2 region, and a forward copper/tungsten/LAr calorimeter with electromagnetic-shower identification capabilities covers the 3.1 < $|\eta|$ < 4.9 region.

The muon spectrometer comprises separate trigger and high-resolution tracking chambers. The tracking chambers cover the region $|\eta| < 2.7$ with three layers of monitored drift tubes, complemented by cathode strip chambers in part of the forward region, where the hit rate is highest. The muon trigger system covers the range $|\eta| < 2.4$ with resistive plate chambers in the barrel region, and thin gap chambers in the end-cap regions.

A two-level trigger system is used to select events of interest [9]. The Level-1 trigger is implemented in hardware and uses a subset of the detector information to reduce the event rate to around 100 kHz. This is followed by the software-based high-level trigger system which reduces the event rate to about 1 kHz.

3. Monte Carlo samples

The production of EW-Zjj events was simulated at next-to-leading-order (NLO) accuracy in perturbative QCD using the POWHEG-BOX v1 Monte Carlo (MC) event generator [4,5,10] and, alternatively, at leading-order (LO) accuracy in perturbative QCD using the Shera 2.2.0 event generator [11]. For modelling of the parton shower, fragmentation, hadronisation and underlying event (UEPS), POWHEG-BOX was interfaced to PYTHIA 8 [12] with a dedicated set of parton-shower-generator parameters (tune) denoted A2NLO [13] and the CT10 NLO parton distribution function (PDF) set [14]. The renormalisation and factorisation scales were set to the Z boson mass. Shera predictions used the COMIX [15] and OPENLOOPS [16] matrix element event generators, and the CKKW method was used to combine the various final-state topologies from the matrix element and match them to the parton shower [17]. The matrix elements were merged with the Shera parton shower [18] using the ME+PS@NLO prescription [19,20], and using Shera’s native dynamical scale-setting algorithm to set the renormalisation and factorisation scales. Shera predictions used the NNPDF30NNLO PDF set [21].

The production of QCD-Zjj events was simulated using three event generators, Shera 2.2.1, Alpgen 2.14 [22] and MadGraph5_aMC@NLO 2.2.2 [23]. Shera provides $Z + n$-parton predictions calculated for up to two partons at NLO accuracy and up to four partons at LO accuracy in perturbative QCD. Shera predictions used the NNPDF30NNLO PDF set together with the tuning of the UEPS parameters developed by the Shera authors using the ME+PS@NLO prescription [19,20]. Alpgen is an LO event generator which uses explicit matrix elements for up to five partons and was interfaced to Pythia 6.426 [24] using the Perugia2011C tune [25] and the CTEQ6L1 PDF set [26]. Only matrix elements for light-flavour production in Alpgen are included, with heavy-flavour contributions modelled by the parton shower. MadGraph5_aMC@NLO 2.2.2 (MG5_aMC) uses explicit matrix elements for up to four partons at LO, and was interfaced to Pythia 8 with the A14 tune [27] and using the NNPDF23LO PDF set [28]. For reconstruction-level studies, total Z boson production rates predicted by all three event generators used to produce QCD-Zjj predictions are normalised using the next-to-next-to-leading-order (NNLO) predictions calculated with the FEWZ 3.1 program [29–31] using the CT10 NNLO PDF set [14]. However, when comparing particle-level theoretical predictions to detector-corrected measurements, the normalisation of quoted predictions is provided by the event generator in question rather than an external NNLO prediction.

The production of a pair of EW vector bosons (diboson), where one decay leptonically and the other hadronically, or where both decay leptonically and are produced in association with two or more jets, through $WZ$ or $ZZ$ production with at least one Z boson decaying to leptons, was simulated separately using Shera 2.1.1 and the CT10 NLO PDF set.

The largest background to the selected Zjj samples arises from $t\bar{t}$ and single-top ($Wt$) production. These were generated using POWHEG-BOX v2 and Pythia 6.428 with the Perugia2012 tune [25], and normalised using the cross-section calculated at NNLO+NLL (next-to-next-to-leading log) accuracy using the Top++2.0 program [32].

All the above MC samples were fully simulated through the GEANT 4 [33] simulation of the ATLAS detector [34]. The effect of additional $pp$ interactions (pile-up) in the same or nearby bunch crossings was also simulated, using Pythia v8.168 with the A2 tune [35] and the MSTW2008LO PDF set [36]. The MC samples were reweighted such that the distribution of the average number of pile-up interactions per bunch crossing matches that observed in data. For the data considered in this Letter, the average number of interactions is 13.7.

4. Event preselection

The $Z$ bosons are measured in their dielectron and dimuon decay modes. Candidate events are selected using triggers requiring at least one identified electron or muon with transverse momentum thresholds of $p_T = 24$ GeV and 20 GeV respectively, with additional isolation requirements imposed in these triggers. At higher transverse momenta, the efficiency of selecting candidate events is improved through the use of additional electron and
muon triggers without isolation requirements and with thresholds of \( p_T = 60 \) GeV and 50 GeV respectively. Candidate electrons are reconstructed from clusters of energy in the electromagnetic calorimeter matched to inner-detector tracks [37]. They must satisfy the Medium identification requirements described in Ref. [37] and have \( p_T > 25 \) GeV and \( \eta < 2.47 \), excluding the transition region between the barrel and end-cap calorimeters at \( 1.37 < |\eta| < 1.52 \). Candidate muons are identified as tracks in the inner detector matched and combined with track segments in the muon spectrometer. They must satisfy the Medium identification requirements described in Ref. [38], and have \( p_T > 25 \) GeV and \( |\eta| < 2.4 \). Candidate leptons must also satisfy a set of isolation criteria based on reconstructed tracks and calorimeter activity. Events are required to contain exactly two leptons of the same flavour but of opposite charge. The dilepton invariant mass must satisfy \( 81 < m_{ll} < 101 \) GeV.

Candidate hadronic jets are required to satisfy \( p_T > 25 \) GeV and \( |\eta| < 4.4 \). They are reconstructed from clusters of energy in the calorimeter [39] using the anti-\( k_t \) algorithm [40,41] with radius parameter \( R = 0.4 \). Jet energies are calibrated by applying \( p_T \) - and \( y \)-dependent corrections derived from Monte Carlo simulation with additional in situ correction factors determined from data [42]. To reduce the impact of pile-up contributions, all jets with \( |\eta| < 2.4 \) and \( p_T < 60 \) GeV are required to be compatible with having originated from the primary vertex (the vertex with the highest sum of track \( p_T^2 \)), as defined by the jet vertex tagger algorithm [43]. Selected electrons and muons are discarded if they lie within \( \Delta R = 0.4 \) of a reconstructed jet. This requirement is imposed to remove non-prompt non-isolated leptons produced in heavy-flavour decays or from the decay in flight of a kaon or pion.

5. Measurement of inclusive \( Zjj \) fiducial cross-sections

5.1. Definition of particle-level cross-sections

Cross-sections are measured for inclusive \( Zjj \) production that includes the EW-\( Zjj \) and QCD-\( Zjj \) processes, as well as diboson events. The particle-level production cross-section for inclusive \( Zjj \) production in a given fiducial region \( f \) is given by

\[
\sigma_f = \frac{N^f_{\text{obs}} - N^f_{\text{bkg}}}{L \cdot C_f},
\]

where \( N^f_{\text{obs}} \) is the number of events observed in the data passing the selection requirements of the fiducial region under study at detector level, \( N^f_{\text{bkg}} \) is the corresponding number of expected background (non-\( Zjj \)) events, \( L \) is the integrated luminosity corresponding to the analysed data sample, and \( C_f \) is a correction factor applied to the observed data yields, which accounts for experimental efficiency and detector resolution effects, and is derived from MC simulation with data-driven efficiency and energy/momentum scale corrections. This correction factor is calculated as:

\[
C_f = \frac{N^f_{\text{det}}}{N^f_{\text{particle}}},
\]

where \( N^f_{\text{det}} \) is the number of signal events that satisfy the fiducial selection criteria at detector level in the MC simulation, and \( N^f_{\text{particle}} \) is the number of signal events that pass the equivalent selection but at particle level. These correction factors have values between 0.63 and 0.77, depending on the fiducial region.

With the exception of background from multijet and \( W+j \) jets processes (henceforth referred to together simply as multijet processes), contributions to \( N^f_{\text{bkg}} \) are estimated using the Monte Carlo samples described in Section 3. Background from multijet events is estimated from the data by reversing requirements on lepton identification or isolation to derive a template for the contribution of jets mis-reconstructed as lepton candidates as a function of dilepton mass. Non-multijet background is subtracted from the template using simulation. The normalisation is derived by fitting the nominal dilepton mass distribution in each fiducial region with the sum of the multijet template and a template comprising signal and background contributions determined from simulation. The multijet contribution is found to be less than 0.3% in each fiducial region. The contribution from \( W+j \) jets processes was checked using MC simulation and found to be much smaller than the total multijet background as determined from data.

At particle level, only final-state particles with proper lifetime \( ct > 10 \) mm are considered. Prompt leptons are dressed using the four-momentum combination of an electron or muon and all photons (not originating from hadron decays) within a cone of size \( \Delta R = 0.1 \) centred on the lepton. These dressed leptons are required to satisfy \( p_T > 25 \) GeV and \( |\eta| < 2.47 \). Events are required to contain exactly two dressed leptons of the same flavour but of opposite charge, and the dilepton invariant mass must satisfy \( 81 < m_{ll} < 101 \) GeV. Jets are reconstructed using the anti-\( k_t \) algorithm with radius parameter \( R = 0.4 \). Prompt leptons and the photons used to dress these leptons are not included in the particle-level jet reconstruction. All remaining final-state particles are included in the particle-level jet clustering. Prompt leptons with a separation \( \Delta R_{j,\ell} < 0.4 \) from any jet are rejected.

The cross-section measurements are performed in the six phase-space regions defined in Table 1. These regions are chosen to have varying contributions from EW-\( Zjj \) and QCD-\( Zjj \) processes.

5.2. Event selection

Following Ref. [2], events are selected in six detector fiducial regions. As far as possible, these are defined with the same kinematic requirements as the six phase-space regions in which the cross-section is measured (Table 1). This minimises systematic uncertainties in the modelling of the acceptance. The baseline fiducial region represents an inclusive selection of events containing a leptonically decaying \( Z \) boson and at least two jets with \( p_T > 45 \) GeV, at least one of which satisfies \( p_T > 55 \) GeV. The two highest-\( p_T \) (leading and sub-leading) jets in a given event define the dijet system. The baseline region is dominated by QCD-\( Zjj \) events. The requirement of \( 81 < m_{ll} < 101 \) GeV suppresses other sources of dilepton events, such as \( tt \) and \( Z \to \tau \tau \), as well as the multijet background.

Because the energy scale of the dijet system is typically higher in events produced by the EW-\( Zjj \) process than in those produced by the QCD-\( Zjj \) process, two subsets of the baseline region are defined which probe the EW-\( Zjj \) contribution in different ways: in the high-mass fiducial region a high value of the invariant mass of the dijet system (\( m_{jj} > 1 \) TeV) is required, and in the high-\( p_T \) fiducial region the minimum \( p_T \) of the leading and sub-leading jets is increased to 85 GeV and 75 GeV respectively. The EW-\( Zjj \) process typically produces harder jet transverse momenta and results in a harder dijet invariant mass spectrum than the QCD-\( Zjj \) process.

Three additional fiducial regions allow the separate contributions from the EW-\( Zjj \) and QCD-\( Zjj \) processes to be measured. The EW-enriched fiducial region is designed to enhance the EW-\( Zjj \) contribution relative to that from QCD-\( Zjj \), particularly at high \( m_{jj} \). The EW-enriched region is derived from the baseline region requiring \( m_{jj} > 250 \) GeV, a dilepton transverse momentum of \( p_T^{ll} > 20 \) GeV, and that the normalised transverse momentum balance between the two leptons and the two highest transverse
momentum jets satisfy $p_T^{\text{balance}} < 0.15$. The latter quantity is given by

$$p_T^{\text{balance}} = \frac{\bar{p}_T^{\ell_1} + \bar{p}_T^{\ell_2} + \bar{p}_T^{j_1} + \bar{p}_T^{j_2}}{|\bar{p}_T^{\ell_1}| + |\bar{p}_T^{\ell_2}| + |\bar{p}_T^{j_1}| + |\bar{p}_T^{j_2}|}$$

where $\bar{p}_T^i$ is the transverse momentum vector of object $i$, $\ell_1$ and $\ell_2$ label the two leptons that define the $Z$ boson candidate, and $j_1$ and $j_2$ refer to the leading and sub-leading jets. These requirements help remove events in which the jets arise from pile-up or multiple parton interactions. The requirement on $p_T^{\text{balance}}$ also helps suppress events in which the $p_T$ of one or more jets is badly measured and it enhances the EW-$Zjj$ contribution, where the lower probability of additional radiation causes the $Z$ boson and the dijet system to be well balanced. The EW-enriched region requires a veto [44] on any jets with $p_T > 25$ GeV reconstructed within the rapidity interval bounded by the dijet system ($N_{\text{jet}}^{\text{interval}} (p_T > 25$ GeV $) = 0$). A second fiducial region, denoted EW-enriched ($m_{jj} > 1$ TeV), has identical selection criteria, except for a raised $m_{jj}$ threshold of 1 TeV which further enhances the EW-$Zjj$ contribution to the total $Zjj$ signal rate.

In contrast, the QCD-enriched fiducial region is designed to suppress the EW-$Zjj$ contribution relative to QCD-$Zjj$ by requiring at least one jet with $p_T > 25$ GeV to be reconstructed within the rapidity interval bounded by the dijet system ($N_{\text{jet}}^{\text{interval}} (p_T > 25$ GeV $) \geq 1$). In the QCD-enriched region, the definition of the normalised transverse momentum balance is modified from that given in Eq. (2) to include in the calculation of the numerator and denominator the $p_T$ of the highest $p_T$ jet within the rapidity interval bounded by the dijet system ($p_T^{\text{balance}}$). In all other respects, the kinematic requirements in the EW-enriched region and QCD-enriched region are identical.

5.4. Systematic uncertainties in the inclusive $Zjj$ fiducial cross-sections

Experimental systematic uncertainties affect the determination of the $C^j$ correction factor and the background estimates. The dominant systematic uncertainty in the inclusive $Zjj$ fiducial cross-sections arises from the calibration of the jet energy scale and resolution. This uncertainty varies from around 4% in the EW-enriched region to around 12% in the QCD-enriched region. The larger uncertainty in the QCD-enriched region is due to the higher average jet multiplicity (an average of 1.7 additional jets in addition to the leading and sub-leading jets) compared with the EW-enriched region (an average of 0.4 additional jets). Other experimental systematic uncertainties arising from lepton efficiencies related to reconstruction, identification, isolation and trigger, and lepton energy/momentum scale and resolution as well as from the effect of pile-up, amount to a total of around 1–2%, depending on the fiducial region.

The systematic uncertainty arising from the MC modelling of the $m_{jj}$ distribution in the QCD-$Zjj$ and EW-$Zjj$ signal processes is around 3% in the EW-enriched region, around 1% in the QCD-enriched region, 2% in the high-mass region, and below 1% elsewhere. This is assessed by comparing the correction factors obtained by using the different MC event generators listed in Section 3 and by performing a data-driven reweighting of the QCD-$Zjj$ MC sample to describe the $m_{jj}$ distribution of the observed data in a given fiducial region. Additional contributions arise from varying the QCD renormalisation and factorisation scales up and down by a factor of two independently, and from the propagation of uncertainties in the PDF sets. The normalisation of the diboson contribution is varied according to PDF and scale variations in these predictions [45], and results in up to a 0.1% effect on the measured $Zjj$ cross-sections depending on the fiducial region. The uncertainty from varying the normalisation and shape in $m_{jj}$ of the estimated background from top-quark production is at most 1% (in the high-mass region), arising from changes in the extracted $Zjj$ cross-sections when using modified top-quark background MC samples with PDF and scale variations, suppressed or enhanced additional

### Table 1

Summary of the particle-level selection criteria defining the six fiducial regions (see text for details).

<table>
<thead>
<tr>
<th>Object</th>
<th>Baseline</th>
<th>High-mass</th>
<th>High-$p_T$</th>
<th>EW-enriched</th>
<th>EW-enriched, $m_{jj} &gt; 1$ TeV</th>
<th>QCD-enriched</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leptons</td>
<td>$</td>
<td>y</td>
<td>&lt; 2.47$, $p_T &gt; 25$ GeV, $\Delta R_{lj} &gt; 0.4$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dilepton pair</td>
<td>$81 &lt; m_{jj} &lt; 101$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jets</td>
<td>$</td>
<td>y</td>
<td>&lt; 4.4$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^{\ell_1} &gt; 55$ GeV</td>
<td>$p_T^{\ell_2} &gt; 85$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^{j_1} &gt; 45$ GeV</td>
<td>$p_T^{j_2} &gt; 75$ GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{jj} &gt; 250$ GeV</td>
<td>$m_{jj} &gt; 1$ TeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{jj} &gt; 250$ GeV</td>
<td>$m_{jj} &gt; 1$ TeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Zjj$ system</td>
<td>$p_T^{\text{balance}} &lt; 0.15$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2
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radiation (generated with the PERUGIA2012RadarLo tunes [25]), or using an alternative top-quark production sample from MadGraph5_aMC@NLO interfaced to HERWIG++ v2.7.1 [23,46].

The systematic uncertainty in the integrated luminosity is 2.1%. This is derived following a methodology similar to that detailed in Ref. [47], from a calibration of the luminosity scale using x-y beam-separation scans performed in June 2015.

5.5. Inclusive Zjj results

The measured cross-sections in the dielectron and dimuon channels are combined and presented here as a weighted average (taking into account total uncertainties) across both channels. These cross-sections are determined using each of the correction factors derived from the six combinations of the three QCD-Zjj (ALPGEN, MG5_aMC, and SHERPA) and two EW-Zjj (POWHEG and SHERPA) MC samples. For a given fiducial region (Table 1) the cross-section averaged over all six variations is presented in Table 3. The envelope of variation between QCD-Zjj and EW-Zjj models is assigned as a source of systematic uncertainty (1% in all regions except the EW-enriched region where the variation is 3% and the high-mass region where the variation is 2%).

The theoretical predictions from SHERPA (QCD-Zjj) + POWHEG (EW-Zjj), MG5_aMC (QCD-Zjj) + POWHEG (EW-Zjj), and ALPGEN (QCD-Zjj) + POWHEG (EW-Zjj) are found to be in agreement with the measurements in most cases. The uncertainties in the theoretical predictions are significantly larger than the uncertainties in the corresponding measurements.

The largest differences between predictions and measurement are in the high-mass and EW-enriched (mjj > 250 GeV and > 1 TeV) regions. Predictions from SHERPA (QCD-Zjj) + POWHEG (EW-Zjj) and MG5_aMC (QCD-Zjj) + POWHEG (EW-Zjj) exceed measurements in the high-mass region by 54% and 34% respectively, where the predictions have relative uncertainties with respect to the measurement of 36% and 32%. For the EW-enriched region, SHERPA (QCD-Zjj) + POWHEG (EW-Zjj) describes the observed rates well, but MG5_aMC (QCD-Zjj) + POWHEG (EW-Zjj) overestimates measurements by 28% with a relative uncertainty of 11%. In the EW-enriched (mjj > 1 TeV) region the same predications overestimate measured rates by 33% and 57%, with relative uncertainties of 16% and 15%. Some of these differences arise from a significant mismodelling of the QCD-Zjj contribution, as investigated and discussed in detail in Section 6.1. Predictions from ALPGEN (QCD-Zjj) + POWHEG (EW-Zjj) are in agreement with the data for the high-mass and EW-enriched (mjj > 250 GeV and > 1 TeV) regions.

6. Measurement of EW-Zjj fiducial cross-sections

The EW-enriched fiducial region (defined in Table 1) is used to measure the production cross-section of the EW-Zjj process. The EW-enriched region has an overall expected EW-Zjj signal fraction of 4.8% (Table 2) and this signal fraction grows with increasing mjj to 26.1% for mjj > 1 TeV. The QCD-enriched region has an overall expected EW-Zjj signal fraction of 1.6% increasing to 4.4% for mjj > 1 TeV. The dominant background to the EW-Zjj cross-section measurement is QCD-Zjj production. It is subtracted in the same way as non-Zjj backgrounds in the inclusive measurement described in Section 5. Although diboson production includes contributions from purely EW processes, in this measurement it is considered as part of the background and is estimated from simulation.

A particle-level production cross-section measurement of EW-Zjj production in a given fiducial region f is thus given by

$$\sigma_{EW}^f = \frac{N_{\text{obs}}^f - N_{\text{QCD-Zjj}}^f - N_{\text{bkg}}^f}{L \cdot c_{EW}^f},$$

with the same notations as in Eq. (1) and where N_{QCD-Zjj}^f is the expected number of QCD-Zjj events passing the selection requirements of the fiducial region at detector level, N_{bkg}^f is the expected number of background (non-Zjj and diboson) events, and c_{EW}^f is a correction factor applied to the observed background-subtracted data yields that accounts for experimental efficiency and detector resolution effects, and is derived from EW-Zjj MC simulation with data-driven efficiency and energy/momentum scale corrections. For the mjj > 250 GeV (mjj > 1 TeV) region this correction factor is determined to be 0.66 (0.67) when using the SHERPA EW-Zjj prediction, and 0.67 (0.68) when using the POWHEG EW-Zjj prediction.

Detector-level comparisons of the mjj distribution between data and simulation in (a) the EW-enriched region and (b) the QCD-enriched region are shown in Fig. 2. It can be seen in Fig. 2(a)
that in the EW-enriched region the EW-$Zjj$ component becomes prominent at large values of $m_{jj}$. However, Fig. 2(b) demonstrates that the shape of the $m_{jj}$ distribution for QCD-$Zjj$ production is poorly modelled in simulation. The same trend is seen for all three QCD-$Zjj$ event generators listed in Section 3. 

Table 3

<table>
<thead>
<tr>
<th>Fiducial region</th>
<th>Inclusive $Zjj$-cross-sections [pb]</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Measured</td>
<td></td>
</tr>
<tr>
<td></td>
<td>value ± stat. ± syst. ± lumi.</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>13.9 ± 0.1 ± 1.1 ± 0.3</td>
<td>13.5 ± 1.9 ± 1.67 ± 0.7</td>
</tr>
<tr>
<td>High-$p_T$</td>
<td>4.77 ± 0.05 ± 0.27 ± 0.10</td>
<td>4.7 ± 0.8 ± 5.5 ± 0.9 ± 4.2 ± 0.7</td>
</tr>
<tr>
<td>EW-enriched</td>
<td>2.77 ± 0.04 ± 0.13 ± 0.06</td>
<td>2.7 ± 0.2 ± 3.6 ± 0.3 ± 2.4 ± 0.2</td>
</tr>
<tr>
<td>QCD-enriched</td>
<td>1.34 ± 0.02 ± 0.17 ± 0.03</td>
<td>1.5 ± 0.4 ± 1.4 ± 0.3 ± 1.1 ± 0.3</td>
</tr>
<tr>
<td>High-mass</td>
<td>0.30 ± 0.01 ± 0.03 ± 0.01</td>
<td>0.46 ± 0.11 ± 0.40 ± 0.09 ± 0.27 ± 0.06</td>
</tr>
<tr>
<td>EW-enriched ($m_{jj} &gt;$ 1 TeV)</td>
<td>0.118 ± 0.008 ± 0.006 ± 0.002</td>
<td>0.156 ± 0.019 ± 0.185 ± 0.023 ± 0.120 ± 0.015</td>
</tr>
</tbody>
</table>

Fig. 2. Detector-level comparisons of the dijet invariant mass distribution between data and simulation in (a) the EW-enriched region and (b) the QCD-enriched region, for the dielectron and dimuon channel combined. Uncertainties shown on the data are statistical only. The EW-$Zjj$ simulation sample comes from the POWHEG event generator and the QCD-$Zjj$ MC sample comes from the SHERPA event generator. The lower panels show the ratio of simulation to data for the results of these comparisons from three QCD-$Zjj$ models, from ALPGEN, MG5_aMC, and SHERPA. The hatched band centred at unity represents the size of statistical and experimental systematic uncertainties added in quadrature.

6.1. Corrections for mismodelling of QCD-$Zjj$ production and fitting procedure

The normalisation of the QCD-$Zjj$ background is extracted from a fit of the QCD-$Zjj$ and EW-$Zjj$ $m_{jj}$ simulated distributions to the data in the EW-enriched region, after subtraction of non-$Zjj$ and diboson background, using a log-likelihood maximisation [52]. Following the procedure adopted in Ref. [2], the data in the QCD-enriched region are used to evaluate detector-level shape correction factors for the QCD-$Zjj$ predictions bin-by-bin in $m_{jj}$. These data-to-simulation ratio correction factors are applied to the simulation-predicted shape in $m_{jj}$ of the QCD-$Zjj$ contribution in the EW-enriched region. This procedure is motivated by two observations:

(a) the QCD-enriched region and EW-enriched region are designed to be kinematically very similar, differing only with regard to the presence/absence of jets reconstructed within the rapidity interval bounded by the dijet system,

(b) the contribution of EW-$Zjj$ to the region of high $m_{jj}$ is suppressed in the QCD-enriched region (4.4% for $m_{jj} >$ 1 TeV) relative to that in the EW-enriched region (26.1% for $m_{jj} >$ 1 TeV) (also illustrated in Fig. 2); the impact of the residual EW-$Zjj$ contamination in the QCD-enriched region is assigned as a component of the systematic uncertainty in the QCD-$Zjj$ background.

The shape correction factors in $m_{jj}$ obtained using the three different QCD-$Zjj$ MC samples are shown in Fig. 3(a). These are derived as the ratio of the data to simulation in bins of $m_{jj}$ after normalisation of the total yield in simulation to that observed
in data in the QCD-enriched region. A binned fit to the correction factors derived in dijet invariant mass is performed with a linear fit function (and also with a quadratic fit function) to produce a continuous correction factor. The linear fit is illustrated overlaid on the binned correction factors in Fig. 3(a). The nominal value of the EW-Zjj cross-section corresponding to a particular QCD-Zjj event generator template is determined using the correction factors from the linear fit. The change in resultant EW-Zjj cross-section from using binned correction factors directly is assessed as a systematic uncertainty. The change in the extracted EW-Zjj cross-section when using a quadratic fit was found to be negligible. The variations observed between event generators may be partly due to differences in the modelling of QCD radiation within the rapidity interval bounded by the dijet system, which affects the extrapolation from the central-jet-enriched QCD-enriched region to the central-jet-suppressed EW-enriched region. The variation between event generators is much larger than the effect of PDF and scale uncertainties in a particular prediction (indicated in Fig. 3(a) by a shaded band on the predictions from SHERPA). Estimating the uncertainties associated with QCD-Zjj mismodelling from PDF and scale variations around a single generator prediction would thus result in an underestimate of the true theoretical uncertainty associated with this mismodelling. In this measurement, the span of resultant EW-Zjj cross-sections extracted from the use of each of the three QCD-Zjj templates is assessed as a systematic uncertainty. The variation in the EW-Zjj cross-section measurement due to a change in the EW-Zjj signal template used in the derivation of the $m_{jj}$ correction factors (from POWHEG to SHERPA) is found to be negligible.

To test the dependence of the QCD-Zjj correction factors on the modelling of any additional jet emitted in the dijet rapidity interval, the QCD-enriched control region is divided into pairs of mutually exclusive subsets according to the $|y|$ of the highest $p_T$ jet within the rapidity interval bounded by the dijet system, the $p_T$ of that jet, or the value of $N_{jet}(p_T>25 \text{ GeV})$. The continuous correction factors are determined from each subregion using both a linear and a quadratic fit to the data. Correction factors derived in the subregions using quadratic fits result in the largest variation in the extracted cross-sections. These fits are shown in Fig. 3(b) for the ALPGEN QCD-Zjj sample, which displays the largest variation between subregions of the three event generators used to produce QCD-Zjj predictions. Within statistical uncertainties the measured EW-Zjj cross-sections are not sensitive to the definition of the control region used.

The normalisations of the corrected QCD-Zjj templates and the EW-Zjj templates are allowed to vary independently in a fit to the background-subtracted $m_{jj}$ distribution in the EW-enriched region. The measured electroweak production cross-section is determined from these fits (Eq. (3)). As the choice of EW-Zjj template can influence the normalisation of the QCD-Zjj template in the EW-enriched region fit, the measured EW-Zjj cross-section determination is repeated for each QCD-Zjj template using either the POWHEG or SHERPA EW-Zjj template in the fit. The central value of the result quoted is the average of the measured EW-Zjj cross-sections determined with each of the six combinations of the three QCD-Zjj and two EW-Zjj templates, with the envelope of measured results from these variations taken as an uncertainty associated with the dependence on the modelling of the templates in the EW-enriched region. Separate uncertainties are assigned for the determination of the QCD-Zjj correction factors in the QCD-enriched region and their propagation into the EW-enriched region. The measurement of the EW-Zjj cross-section in the EW-enriched region for $m_{jj} > 1$ TeV is extracted from the same fit procedure, with data and QCD-Zjj yields integrated for $m_{jj} > 1$ TeV.

Fig. 4(a) shows a comparison in the EW-enriched region of the fitted EW-Zjj and $m_{jj}$-rewighted QCD-Zjj templates to the background-subtracted data, from which the measured EW-Zjj cross-section is extracted. Fig. 4(b) demonstrates how the data in the EW-enriched region is modelled with the fitted EW-Zjj and $m_{jj}$-rewighted QCD-Zjj templates, for the three different QCD-Zjj event generators (and their corresponding correction factors derived in the QCD-enriched region shown in Fig. 3(a)). Despite significantly different modelling of the $m_{jj}$ distribution between event generators, and different models for additional QCD radiation, the results of the combined correction and fit procedure give a consistent description of the data.

6.2. Systematic uncertainties in the EW-Zjj fiducial cross-section

The total systematic uncertainty in the cross-section for EW-Zjj production in the EW-enriched fiducial region is 17% (16% in the EW-enriched $m_{jj} > 1$ TeV region). The sources and size of each systematic uncertainty are summarised in Table 4.

Systematic uncertainties associated with the EW-Zjj signal template used in the fit and EW-Zjj signal extraction are obtained from the variation in the measured cross-section when using either of the individual EW-Zjj MC samples (POWHEG and SHERPA).
Systematic uncertainties contributing to the measurement of the EW-Zjj cross-sections for $m_{jj} > 250$ GeV and $m_{jj} > 1$ TeV. Uncertainties are grouped into EW-Zjj signal modelling, QCD-Zjj background modelling, QCD-EW interference, non-Zjj backgrounds, and experimental sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Relative systematic uncertainty [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW-Zjj signal modelling (QCD scales, PDF and UEPS)</td>
<td>$\sigma_{m_{jj}&gt;250 \text{ GeV}}$</td>
</tr>
<tr>
<td>EW-Zjj template statistical uncertainty</td>
<td>± 7.4</td>
</tr>
<tr>
<td>EW-Zjj contamination in QCD-enriched region</td>
<td>± 0.5</td>
</tr>
<tr>
<td>QCD-Zjj modelling ($m_{jj}$ shape constraint / third-jet veto)</td>
<td>± 11</td>
</tr>
<tr>
<td>Stat. uncertainty in QCD control region constraint</td>
<td>± 6.2</td>
</tr>
<tr>
<td>QCD-Zjj signal modelling (QCD scales, PDF and UEPS)</td>
<td>± 4.5</td>
</tr>
<tr>
<td>QCD-Zjj template statistical uncertainty</td>
<td>± 2.5</td>
</tr>
<tr>
<td>QCD-EW interference</td>
<td>± 1.3</td>
</tr>
<tr>
<td>$t\bar{t}$ and single-top background modelling</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Diboson background modelling</td>
<td>± 0.1</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>± 2.3</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>+5.3 / −4.1</td>
</tr>
<tr>
<td>Lepton identification, momentum scale, trigger, pile-up</td>
<td>+1.3 / −2.5</td>
</tr>
<tr>
<td>Luminosity</td>
<td>± 2.1</td>
</tr>
<tr>
<td>Total</td>
<td>± 17</td>
</tr>
</tbody>
</table>

compared to the average of the two, taken as the central value. Uncertainties in the EW-Zjj templates due to variations of the QCD scales, of the PDFs, and of the UEPS model are also included as are statistical uncertainties in the templates themselves.

Following the extraction of the EW-Zjj cross-section in the EW-enriched regions, the normalisations of the EW-Zjj MC samples are modified to agree with the measurements and the potential EW contamination of the QCD-enriched region is recalculated, which leads to a modification of the QCD-Zjj correction factors. The EW-Zjj cross-section measurement is repeated with these modified QCD-Zjj templates and the change in the resultant cross-sections is assigned as a systematic uncertainty associated with the EW-Zjj contamination of the QCD-enriched region.

As discussed in Section 6.1, the use of a QCD-enriched region provides a way to correct for QCD-Zjj modelling issues and also constrains theoretical and experimental uncertainties associated with observables constructed from the two leading jets. Nevertheless, the largest contribution to the total uncertainty arises from modelling uncertainties associated with propagation of the $m_{jj}$ correction factors for QCD-Zjj in the QCD-enriched region into the EW-enriched region, and these correction factors depend on the modelling of the additional jet activity in the QCD-Zjj MC samples used in the measurement. The uncertainty is assessed by repeating the EW-Zjj cross-section measurement with $m_{jj}$-reweighted QCD-Zjj MC templates from ALPGEN, MG5_aMC, and SHERPA, and assigning the variation of the measured cross-sections from the central EW-Zjj result as a systematic uncertainty. Statistical uncertainties from data and simulation in the $m_{jj}$ correction factors derived in the QCD-enriched region are also propagated through to the measured EW-Zjj cross-section as a systematic uncertainty. Uncertainties associated with QCD renormalisation and factorisation scales, PDF error sets, and UEPS modelling are assessed by studying the change in the extracted EW-Zjj cross-sections when repeating the measurement procedure, including rederiving...
$m_{jj}$ correction factors in the QCD-enriched region and repeating fits in the EW-enriched region, using modified QCD-$Z_{jj}$ MC templates. Statistical uncertainties in the QCD-$Z_{jj}$ template in the EW-enriched region are also propagated as a systematic uncertainty in the EW-$Z_{jj}$ cross-section measurement.

Potential quantum-mechanical interference between the QCD-$Z_{jj}$ and EW-$Z_{jj}$ processes is assessed using MG5_aMC to derive a correction to the QCD-$Z_{jj}$ template as a function of $m_{jj}$. The impact of interference on the measurement is determined by repeating the EW-$Z_{jj}$ measurement procedure twice, either applying this correction to the QCD-$Z_{jj}$ template only in the QCD-enriched region or only in the EW-enriched region and taking the maximum change in the measured EW-$Z_{jj}$ cross-section as a symmetrised uncertainty. This approach assumes the interference affects only one of the two fiducial regions and therefore has a maximal impact on the signal extraction. Potential interference between the $Z_{jj}$ and diboson processes was found to be negligible.

Normalisation and shape uncertainties in the estimated background from top-quark and diboson production are assessed with varied background templates as described in Section 5.4, albeit with significantly larger uncertainties in the EW-enriched fiducial region compared to the baseline region.

Experimental systematic uncertainties arising from the jet energy scale and resolution, from lepton efficiencies related to reconstruction, identification, isolation and trigger, and lepton energy/momentum scale and resolution, and from pile-up modelling, are independently assessed by repeating the EW-$Z_{jj}$ measurement procedure using modified QCD-$Z_{jj}$ and EW-$Z_{jj}$ templates. Here, the QCD-enriched QCD-$Z_{jj}$ template constraint procedure described in Section 6.1 has the added benefit of significantly reducing the jet-based experimental uncertainties, as can be seen in Table 4 from their small impact on the total systematic uncertainty.

### 6.3. Electroweak $Z_{jj}$ results

As in the inclusive $Z_{jj}$ cross-section measurements, the quoted EW-$Z_{jj}$ cross-section measurements are the average of the cross-sections determined with each of the six combinations of the three QCD-$Z_{jj}$ MC templates and two EW-$Z_{jj}$ MC templates. The measured cross-sections for the EW production of a leptonically decaying $Z$ boson and at least two jets satisfying the fiducial requirements for the EW-enriched regions as given in Table 1 with the requirements $m_{jj} > 250$ GeV and $m_{jj} > 1$ TeV are shown in Table 5, where they are compared to predictions from Powheg+Pythia. The use of a differential template fit in $m_{jj}$ to extract the EW-$Z_{jj}$ signal allows systematic uncertainties on the EW-$Z_{jj}$ cross-section measurements to be constrained by the bins with the most favourable balance of EW-$Z_{jj}$ signal purity and minimal shape and normalisation uncertainty. For the $m_{jj} > 250$ GeV region, although all $m_{jj}$ bins contribute to the fit, the individually most-constraining $m_{jj}$ interval is the 900–1000 GeV bin. The use of this method results in very similar relative systematic uncertainties in the EW-$Z_{jj}$ cross-section measurements at the two different $m_{jj}$ thresholds, despite the measured relative EW-$Z_{jj}$ contribution to the total $Z_{jj}$ rate for $m_{jj} > 1$ TeV being more than six times the relative contribution of EW-$Z_{jj}$ for $m_{jj} > 250$ GeV.

The EW-$Z_{jj}$ cross-sections at $\sqrt{s} = 13$ TeV are in agreement with the predictions from Powheg+Pythia for both $m_{jj} > 250$ GeV and $m_{jj} > 1$ TeV. The effect on the measurement of inclusive $Z_{jj}$ production rates (Section 5.5) from correcting the EW-$Z_{jj}$ production rates predicted by Powheg+Pythia to the measured rates presented here was found to be negligible. Modifications to the $m_{jj}$ distribution shape are already accounted for as a systematic uncertainty in the inclusive $Z_{jj}$ measurements.
Table 5

<table>
<thead>
<tr>
<th>Fiducial region</th>
<th>EW-Zjj cross-sections [fb]</th>
<th>Measured</th>
<th>POWHEG-PYTHIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW-enriched, $m_{jj} &gt; 250$ GeV</td>
<td>$119 \pm 16$</td>
<td>$\pm 20$</td>
<td>$\pm 2$</td>
</tr>
<tr>
<td>EW-enriched, $m_{jj} &gt; 1$ TeV</td>
<td>$34.2 \pm 5.8$</td>
<td>$\pm 5.5$</td>
<td>$\pm 0.7$</td>
</tr>
</tbody>
</table>

7. Summary

Fiducial cross-sections for the electroweak production of two jets in association with a leptonically decaying Z boson in proton-proton collisions are measured at a centre-of-mass energy of 13 TeV, using data corresponding to an integrated luminosity of 3.2 fb$^{-1}$ recorded with the ATLAS detector at the Large Hadron Collider. The EW-Zjj cross-section is extracted in a fiducial region chosen to enhance the EW contribution relative to the dominant QCD-Zjj process, which is constrained using a data-driven approach. The measured fiducial EW cross-section is $\sigma_{\text{Zjj}} = 119 \pm 16$ (stat.) $\pm 20$ (syst.) fb for dijet invariant mass greater than 250 GeV, and $34.2 \pm 5.8$ (stat.) $\pm 5.5$ (syst.) fb for dijet invariant mass greater than 1 TeV. A comparison with previously published measurements at $\sqrt{s} = 8$ TeV is presented, with measured EW-Zjj cross-sections at $\sqrt{s} = 13$ TeV found to be 2.2 (3.2) times as large as those measured at $\sqrt{s} = 8$ TeV in the low (high) dijet mass EW-enriched regions. Relative to measurements at $\sqrt{s} = 8$ TeV, the increased $\sqrt{s}$ allows a region of higher dijet mass to be explored, in which the EW-Zjj signal is more prominent. The Standard Model predictions are in agreement with the EW-Zjj measurements.

The inclusive Zjj cross-section is also measured in six different fiducial regions with varying contributions from EW-Zjj and QCD-Zjj production. At higher dijet invariant masses ($> 1$ TeV), particularly crucial for precision measurements of EW-Zjj production and for searches for new phenomena in vector-boson fusion topologies, predictions from Sherpa (QCD-Zjj) + POWHEG (EW-Zjj) and MG5_aMC (QCD-Zjj) + POWHEG (EW-Zjj) are found to significantly overestimate the observed Zjj production rates in data.

ARLGEN (QCD-Zjj) + POWHEG (EW-Zjj) provides a better description of the $m_{jj}$ shape.
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