ABSTRACT

Energy consumption analysis of IT-controlled systems can play a major role in minimising the overall energy consumption of such IT systems, during the development phase, or for optimisation in the field. As software is increasingly embedded in our daily life, with IT using more and more energy, the software industry should become aware of their energy footprint, and methods must be developed to assist in reducing this footprint.

Recently, we developed a precise energy analysis, to analyse software in conjunction with hardware. It has the property of being parametric with regard to the hardware. In principle, this creates the opportunity to investigate which is the best software implementation for given hardware, or the other way around: choose the best hardware for a given algorithm.

CCS CONCEPTS

• Software and its engineering → Formal software verification; Operational analysis; • Hardware → Platform power issues;
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1 THE CASE FOR AWARENESS IN THE SOFTWARE INDUSTRY OF ITS ENERGY FOOTPRINT

Energy analysis of IT systems is an important emerging field. Its focus is on analysing the software that controls the IT system using models of the components of the system under analysis. Components can vary from small components such as an Internet of Things sensor to large subsystems as present in self-driving cars.

As traditionally many savings did occur on the hardware side of a computer, energy consumption is almost a blind spot when developing software. Each next hardware generation consumed less energy to perform the same amount of work. However, recently this development has lost its pace. At the same time, it becomes more and more clear that software has a huge impact on the behaviour and the properties of devices it runs on. A recent example of software influencing the working of a device is the Volkswagen scandal. The car manufacturer used software to detect if the car was being tested. If this was found to be the case, the diesel motor was programmed to operate in such a way that it exhausted less toxic gases and fumes. In [8] it is calculated that 44,000 years of human life are lost in Europe because of the fraud, which lasted at least six years. Another example is the control software as used in fridges from Panasonic, which could detect if a test was going on and suppressed energy intensive defrost cycles during this test. These are negative examples, but they do make clear that the software is in control of the device and its (energy) behaviour.

Although the software is evidently in control of the devices, there is almost no time dedicated in most computer science curricula to the energy efficiency of software. This is peculiar since energy is of vital importance to the modern (software) industry. For years, data centres have been located at places where the energy is cheap, and since the rise of the smartphone more software engineers recognise that to get good user reviews, their software should not rapidly deplete the battery charge of the user’s phone. Due to the lack of educational attention to energy-aware programming, most aspiring programmers never learn to produce energy efficient code. Software engineers have trouble assessing how much energy will be consumed by their software on a target device, especially when the software is run on a multitude of different systems. With the advent of the Internet of Things, where software is increasingly embedded in our daily life, the software industry should become aware of their energy footprint, and methods must be developed to assist in reducing this footprint.

Furthermore, the combination of many individual negative effects can also affect our society at large. Although this effect is less direct, it is no less essential. If devices that are present in large quantities in our society all exhibit the same negative behaviour, such as incurring needlessly a too high energy consumption, they can impact public utilities and our economy. They will consume the finite resources of Earth even faster. Governments increasingly recognise this societal effect, as indicated by the new laws in the European Union issuing ecodesign requirements for many kinds of devices. One of the aims of these requirements is to make devices more energy efficient. Examples of product categories with ecodesign requirements include vacuum cleaners, electrical motors, lighting, heaters, cooking appliances, televisions and coffee machines. Even requirements leading to relative small improvements in energy efficiency can yield large results at scale, even in the case of devices of which one would expect no significant electricity savings to be possible.
Modern devices and appliances are controlled by software, which makes analysing the energy consumption challenging of these devices, as the behaviour of its software is difficult to predict. To analyse the consumption of hardware, the software controlling the hardware needs to be analysed together with the hardware.

2 INTRODUCING ECA: HYBRID ENERGY ANALYSIS OF SOFTWARE CONTROLLED SYSTEMS

To analyse the hardware and software together, we propose in [2, 3, 6, 11] a hybrid approach, joining energy behaviour models of the hardware with the energy-aware semantics of software and a program transformation. Hardware is modelled as a finite state machine, with both the states and transitions labelled with energy consumption. The interface between hardware and software is made explicit and has to be well defined, enabling both our analysis and easy exchanging of hardware or software components. Using this parametric approach, multiple implementations can be analysed. Such an approach can be used on design level or for optimisation. One can e.g. choose the best software implementation for given hardware, or the other way around: choose the best hardware for a given algorithm.

The programs that can be analysed are written in the software language ECA, which is an imperative language inspired by C and Java. In this language, all interactions with hardware components are made explicit. We use the notation $C.f$ to refer to a function $f$ operating on a component $C$. Multiple different hardware components can be used simultaneously from the same program, the components are differentiated by a unique name (substituted in the rules for C). Besides this differentiator, the ECA language is a fairly default imperative language sporting recursive functions, loops data structures.

Based on this language, (natural) semantics of this language are defined, which includes energy consumption. A program transformation derives an energy function which is executable. If both a concrete input and one or multiple hardware models are specified, the parametric function will result in the energy consumption occurring when running the software on the given hardware. One can view these derived energy functions to signify the energy behaviour when the software is executing and controlling the hardware.

The hardware conceptually consists of a component state and a set of component functions which operate on the component state. We use finite state models to model these hardware components, with the transitions constituting function calls on the hardware. Energy usage is expressed by labelling both the vertices and edges with energy consumption, which can be in any unit. Labels on vertices constitute time-bound energy consumption, i.e. power draw. Edges are labelled with the consumption of a certain amount of energy, not time-bound but corresponding to the transition. Depending on your needs, you can model energy consumption in one way or the other. Each edge corresponds to an explicit call to a component function in the source code. Besides the ones above described, there are no additional requirements. We use the power draw function $\phi$ which translates a component state to a power draw. The result of this function is used to calculate energy consumption for the time spent in a specific state.

3 OTHER APPROACHES

Besides our approach to energy analysis, there are other approaches. The programmer can look for programming guidelines and design patterns, which in most cases produce more energy-efficient programs, e.g. [9, 10]. Then, he/she might make use of a compiler that optimises for energy-efficiency, e.g. [12]. If the programmer is lucky, there is an energy analysis available for the specific platform at hand, such as [5].

However, for most platforms, this is not a viable option. In that case, the programmer might use dynamic analysis with a measurement set-up. This, however, is not a trivial task and requires a complex set-up [1, 4]. Moreover, it only yields information for a specific benchmark [7]. Nevertheless, these approaches are always applicable. A programmer might, however, prefer an approach that yields additional insight in a more predictive manner.
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