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Abstract

In this paper, we present a new longitudinal and bilingual broadcast database designed for speaker clustering and text-independent verification research. The broadcast data is extracted from the archives of Omrop Fryslân which is the regional broadcaster in the province of Fryslân, located in the north of the Netherlands. Two speaker verification tasks are provided in a standard enrollment-test setting with language consistent trials. The first task contains target trials from all speakers available appearing in at least two different programs, while the second task contains target trials from a subgroup of speakers appearing in programs recorded in multiple years. The second task is designed to investigate the effects of ageing on the accuracy of speaker verification systems. This database also contains unlabeled spoken segments from different radio programs for speaker clustering research. We provide the output of an existing speaker diarization system for baseline verification experiments. Finally, we present the baseline speaker verification results using the Kaldi GMM- and DNN-UBM speaker verification system. This database will be an extension to the recently presented open source Frisian data collection and it is publicly available for research purposes.

Index Terms: Speaker clustering, speaker diarization, speaker verification, ageing effects, bilingual data

1. Introduction

Speaker clustering and verification tasks have been relevant for various biometric and forensic applications \cite{1–4}. One desired application is to use speech utterances for authentication of secure actions performed via automated systems. Moreover, automatically identifying speakers with their speech in different recordings such as telephone conversation, radio programs, meetings facilitates the manual labeling work.

Several databases have been prepared by NIST for the global evaluation of text-independent speaker verification system between 1996–2016 \cite{1}. The goal of these evaluations is to propose a unified framework for all researchers to test their techniques on conversational telephony speech. These conversations are in North American English, except the last evaluation organized in 2016 which contains recordings in multiple languages, namely Tagalog, Cantonese, Mandarin and Cebuano. Recently, some other databases which aim to offer different challenges than typical verification setting of NIST SREs have also been proposed \cite{5–7}.

Multilingual speaker verification systems which can operate on more than one language have been researched in the last two decades \cite{8–11}. These systems have been tested on multilingual databases aimed for language identification experiments (e.g., NIST language identification development (LID) data \cite{12}, OGI multi-language telephone speech data \cite{13}) or on small-sized bilingual databases designed for speaker identification experiments.

In this work, we present a new bilingual and longitudinal broadcast database designed for speaker clustering and verification experiments. This database is based on the FAME! speech corpus \cite{14, 15}. This corpus contains manually annotated radio broadcasts with Frisian-Dutch code-switching (CS) speech. Frisian is mostly spoken in the province of Fryslân which is located in the north of the Netherlands. The native speakers of Frisian are Frisian-Dutch bilingual and often code-switch in daily conversations. To the best of our knowledge, this database is the first bilingual broadcast database designed for speaker clustering and verification research.

The presented database has been collected in the scope of the FAME! (Frisian Audio Mining Enterprise) Project. This project aims to build a spoken document retrieval system for the disclosure of the archives of Omrop Fryslân\textsuperscript{2} (Frisian Broadcast) covering a large time span from 1950s to present and a wide variety of topics. For accurate document retrieval, one milestone in this project is the integration of speaker diarization and speaker verification system that can be applied to a large longitudinal data set. For this purpose, we have prepared the proposed database by reorganizing the annotated parts of the FAME! speech corpus in a standard enrollment-test setting with language- and gender-consistent trials. Language consistency in a code-switching scenario is only applied to monolingual segments, i.e., segments with code-switching are included in trials. Due to the longitudinal nature of the data, a separate set of trials is created with enrollment segments chosen with recordings dates far from the recording dates of the test utterances. The initial research investigating the effects of ageing on speaker verification systems are presented in \cite{16–18}. With these attributes, the database offers researchers the possibility to test their speaker clustering and verification systems on bilingual and longitudinal speech data. Finally, a large amount of unlabeled data is added for training purposes. However, unlike the unlabeled data provided at NIST SRE 2016\textsuperscript{3}, each unlabeled

\textsuperscript{2}Omrop Fryslân is the regional public broadcaster of the province of Fryslân. (http://www.omropfryslan.nl)

\textsuperscript{3}https://www.nist.gov/itl/iad/mig/speaker-recognition-evaluation-2016

\url{https://www.nist.gov/itl/iad/mig/speaker-recognition}
recording contains speech segments from a radio program with multiple speakers. Using this unlabeled in-domain data, more accurate speaker models can be obtained for target speaker verification tasks.

This paper is organized as follows. Section 2 describes the properties of the labeled Frisian-Dutch data used for the verification experiments. The organization of the database is described in Section 3 and the baseline verification results are presented in Section 4. Section 5 concludes the paper.

2. Frisian-Dutch Radio Broadcast Data

The bilingual FAME! speech database contains radio broadcasts in Frisian and Dutch. This bilingual data contains Frisian-only and Dutch-only utterances as well as mixed utterances with inter-sentential, intra-sentential and intra-word CS [19]. These recordings include language switching cases and speaker diversity, and have a large time span (1966–2015). The content of the recordings is very diverse, including radio programs about culture, history, literature, sports, nature, agriculture, politics, society and languages.

The radio broadcast recordings have been manually annotated and cross-checked by two bilingual native Frisian speakers. The annotation protocol designed for this CS data includes three kinds of information: the orthographic transcription containing the uttered words, speaker details such as the gender, dialect, name (if known) and spoken language information. The language switches are marked with the label of the switched language. There are 10 speakers who are labeled to speak in both languages. For further details, we refer the reader to [14].

The total duration of the manually annotated radio broadcasts sums up to 18.5 hours. The stereo audio data has a sampling frequency of 48 kHz and 16-bit resolution per sample. All data is subsampled to 16 kHz and reduced to single channel data. The available meta-information helped the annotators to identify these speakers and mark them either using their names or the same label (if the name is not known). Later, a manual check has been performed by the second author, who is also a bilingual native Frisian-Dutch speaker, to improve the quality of the speaker annotations with the help of Omrop Fryslân employees. There are 334 identified and 120 unidentified speakers in the FAME! speech database. 51 of the identified speaker appear at least in 2 different years in the database. These speakers are mostly program presenters and celebrities appearing multiple times in different recordings over years.

3. FAME! Speaker Verification Database

The annotations of the Frisian-Dutch radio broadcasts are used to extract the segments containing speech and each speech segment is classified based on its speaker, program name, recording year, and language. This database also contains unlabeled spoken language switches are marked with the label of the switched language. The annotations of the Frisian-Dutch radio broadcasts are used to extract the segments containing speech and each speech segment is classified based on its speaker, program name, recording year, and language.

Figure 1: Preprocessing the unlabeled broadcast data to extract speaker-labeled speech segments

Figure 2: Duration distribution of the unlabeled speech segments

Two speaker verification tasks are provided in a standard enrollment-test setting with language consistent trials. The first task contains target trials from all speakers available appearing in at least two different programs, while the second task contains target trials from a subgroup of speakers appearing in programs recorded in multiple years. The second task is designed to investigate the effects of ageing on the accuracy of speaker verification systems. For each task, 3 trial lists are created with durations of 3, 10 and 30 seconds. The details of each component are presented in the following subsections.

3.1. Speaker Clustering Task

The first challenge in the proposed database is to label speakers in radio programs that are extracted from the same radio broadcast archive. Frisian is a low-resourced language with no available in-domain data to train a speaker verification system operating on broadcast data. Having a small subset of the radio archives annotated, there is a large amount of raw broadcast data that can be used to train a bilingual speaker verification system in an unsupervised setting. Therefore, we selected 150 hours of raw radio broadcast data and this data has been preprocessed using a speaker diarization system and an automatic speech recognition (ASR) system to extract the speech segments with no or mild background music. The block diagram of the preprocessing the raw broadcast data for automatic speaker labeling is given in Figure 1. Based on the speaker diarization output, long radio programs are segmented with a reasonable separation of music segments from speech segments. To identify the content of each segment, they are fed to an ASR system and a subset of these segments are chosen based on the number of words and average word length of the text hypothesized by the ASR. After removing the segments that are suspected to be music based on the ASR output, the speech segments in each program are automatically labeled with a speaker id by applying the same speaker diarization system. The total duration distribution of these segments for each program are given in Figure 2. These segments are used for learning a universal background model, a T matrix for i-vector extraction and a PLDA model in the experiments presented in Section 4.
Table 1: Speaker verification task statistics

<table>
<thead>
<tr>
<th></th>
<th>3 s</th>
<th></th>
<th>10 s</th>
<th></th>
<th>30 s</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all</td>
<td>female</td>
<td>male</td>
<td>all</td>
<td>female</td>
<td>male</td>
</tr>
<tr>
<td><strong>Complete Database (described in Sec. 3.2.1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of enroll. segments</td>
<td>7188</td>
<td>1952</td>
<td>5236</td>
<td>2094</td>
<td>625</td>
<td>1469</td>
</tr>
<tr>
<td># of test segments</td>
<td>7842</td>
<td>2378</td>
<td>5464</td>
<td>2039</td>
<td>566</td>
<td>1473</td>
</tr>
<tr>
<td># of enroll. speakers</td>
<td>245</td>
<td>66</td>
<td>179</td>
<td>222</td>
<td>62</td>
<td>160</td>
</tr>
<tr>
<td># of test speakers</td>
<td>236</td>
<td>75</td>
<td>161</td>
<td>218</td>
<td>65</td>
<td>153</td>
</tr>
<tr>
<td># of trials</td>
<td>19,763,834</td>
<td>2,902,328</td>
<td>16,861,506</td>
<td>1,481,416</td>
<td>217,755</td>
<td>1,263,661</td>
</tr>
<tr>
<td># of target trials</td>
<td>198,315</td>
<td>104,605</td>
<td>93,710</td>
<td>14,413</td>
<td>7675</td>
<td>6738</td>
</tr>
<tr>
<td># of target trials (in %)</td>
<td>1.0%</td>
<td>3.6%</td>
<td>0.6%</td>
<td>1.0%</td>
<td>3.5%</td>
<td>0.5%</td>
</tr>
<tr>
<td><strong>Aging Database (described in Sec. 3.2.2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of enroll. segments</td>
<td>15,460</td>
<td>7802</td>
<td>7658</td>
<td>3760</td>
<td>1772</td>
<td>1988</td>
</tr>
<tr>
<td># of test segments</td>
<td>14,506</td>
<td>4593</td>
<td>9913</td>
<td>4367</td>
<td>1298</td>
<td>3069</td>
</tr>
<tr>
<td># of enroll. speakers</td>
<td>46</td>
<td>15</td>
<td>31</td>
<td>42</td>
<td>13</td>
<td>29</td>
</tr>
<tr>
<td># of test speakers</td>
<td>319</td>
<td>89</td>
<td>230</td>
<td>331</td>
<td>80</td>
<td>251</td>
</tr>
<tr>
<td># of trials</td>
<td>2,054,354</td>
<td>793,413</td>
<td>1,260,941</td>
<td>248,575</td>
<td>76,712</td>
<td>171,863</td>
</tr>
<tr>
<td># of target trials</td>
<td>299,239</td>
<td>167,339</td>
<td>131,900</td>
<td>21,908</td>
<td>12,005</td>
<td>9903</td>
</tr>
<tr>
<td># of target trials (in %)</td>
<td>14.6%</td>
<td>21.1%</td>
<td>10.3%</td>
<td>8.8%</td>
<td>15.6%</td>
<td>5.8%</td>
</tr>
</tbody>
</table>

3.2. Speaker Verification Tasks

3.2.1. Complete Database

This component of the database contains speaker verification trials from all speakers appearing in the FAME! Speech Corpus. The target trials contain speech from speakers appearing at least in two different programs implying that there are no target trials in which two segments from the same program are compared. Cross-gender and cross-language trials are also excluded. It is important to note that cross-linguality applies only to monolingual segments. Code-switching (bilingual) segments are actually included in enrollment and test data and they may be compared with mono- or bilingual segments.

During the preparation phase, we have firstly created a list of the speech segments from the FAME! Speech Corpus. The target trials are created by grouping the segments that are extracted from different programs and randomly assigning them as enrollment and test data. The segments uttered by the speakers that appear only in one program are added to either enrollment or test data to be used in nontarget trials.

3.2.2. Data Controlled for Ageing Effects

The second verification setup contains enrollment data only from 51 speakers who appear in multiple years. The goal of this setup is to choose trials in a controlled manner to allow the measurement of ageing effects on speaker verification systems. The target trials are extracted as 2-combination of all available years for a speaker to maximize the number of possible trials. For each target segment, all segments from the same year spoken by another speaker are used as test segments of multiple nontarget trials. To increase the amount of trials, we allow a single year mismatch with 10-second segments and two-year mismatch with 30-second segments.

To analyse the effect of the ageing, three subgroups of trials are created based on the time difference in recording date between the enrollment and test segments. The first subgroup (1-3) contains the trials with difference of 1 to 3 years. The second and third subgroups include the trials with difference of 4 to 10 (4-10) and more than 10 years (>10) respectively. The boundaries are chosen to yield comparable amounts of trials for each subgroup.

4. Baseline Verification Experiments and Results

4.1. Experimental setup

The unlabeled radio programs is preprocessed to obtain automatically created speaker labels as illustrated in Figure 1. For this purpose, the IDIAP speaker diarization system has been used [20]. The speech-music classification is achieved based on the ASR output which has been developed last year in the scope of the FAME! Project [21, 22]. Some statistics about the verification tasks are given in Table 1. For the verification tasks, no development data is provided due to the limited amount of available manually annotated speech data.

We perform speaker verification experiments using the KALDI speaker verification systems described in [23]. Being familiar with the ASR toolkit of KALDI [24], we opt for the KALDI speaker verification system due to the high compatibility with the resources generated for the ASR system. Two types of speaker verification systems are available in this toolkit, namely a Gaussian mixture model-universal background model (GMM-UBM) and a deep neural network-UBM (DNN-UBM). We detailed these recognizers in the following paragraphs.

The GMM-UBM speaker recognizer extracts 20 MFCCs with a frame shift of 10 ms and a frame length of 25 ms with deltas and delta-deltas. Mean normalization is applied over a 3 second window. For the GMM-UBM, a diagonal covariance matrix is trained initially by applying 4 EM iterations followed by another 4 iterations with a full-covariance matrix. The i-vector extractor is obtained after 5 EM iteration on the training data and it generates 600-dimensional i-vectors. Finally, the i-vector mean subtraction and length normalization is applied.
Table 2: Speaker verification results in EER (%) and weighted EER (%)

<table>
<thead>
<tr>
<th>Ageing Categories</th>
<th>Complete Database (EER (%))</th>
<th>Ageing Database (EER (%))</th>
<th>Ageing Database (weighted EER (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pooled</td>
<td>female</td>
<td>male</td>
</tr>
<tr>
<td>GMM-UBM</td>
<td>21.4</td>
<td>25.3</td>
<td>16.6</td>
</tr>
<tr>
<td>DNN-UBM (matched DNN)</td>
<td>16.6</td>
<td>20.1</td>
<td>13.0</td>
</tr>
<tr>
<td>DNN-UBM (mismatched DNN)</td>
<td>16.6</td>
<td>19.8</td>
<td>13.1</td>
</tr>
<tr>
<td>GMM-UBM</td>
<td>22.4</td>
<td>24.4</td>
<td>18.1</td>
</tr>
<tr>
<td>DNN-UBM (matched DNN)</td>
<td>17.3</td>
<td>19.3</td>
<td>13.9</td>
</tr>
<tr>
<td>DNN-UBM (mismatched DNN)</td>
<td>17.2</td>
<td>19.0</td>
<td>14.0</td>
</tr>
<tr>
<td>GMM-UBM</td>
<td>20.4</td>
<td>22.3</td>
<td>21.3</td>
</tr>
<tr>
<td>DNN-UBM (matched DNN)</td>
<td>18.6</td>
<td>20.4</td>
<td>18.8</td>
</tr>
<tr>
<td>DNN-UBM (mismatched DNN)</td>
<td>18.4</td>
<td>19.5</td>
<td>18.9</td>
</tr>
</tbody>
</table>

before calculating the PLDA scores.

For the DNN-UBM, we have trained a time-delay deep neural network [23, 25, 26] to extract sufficient statistics required for i-vector extractor training. For this purpose, we have used both the FAME! Speech Corpus which is the only manually annotated Frisian broadcast database and the CGN corpus [27] which only contains Dutch speech data. This FAME! Speech Corpus designed for ASR evaluation on code-switching speech data is also publicly available1 and the Frisian KALDI recognition scripts can be found at the main KALDI repository2. The broadcast components of the CGN database containing 107 hours of speech have been used for training the DNN. The former DNN is trained on the same speech segments included in the verification task. Due to this overlap, we refer to this DNN as ‘matched’. The latter DNN is referred to as ‘mismatched’ as it is trained on an unseen database with only Dutch speech. The DNN models are trained on high-resolution MFCC features with 40-dimensional MFCC features with a frame length of 25 ms. Cepstral mean normalization is performed over a window of 6 seconds. The DNN has 6 hidden layers with p-norm input dimension of 2500 and output dimension of 250. The splicing details are given in [23].

The equal error rate (EER) and the weighted EER [28] are used to quantify the quality the of the speaker verification system. The former metric is used for the complete database, while the latter is used for the ageing database to balance the influence of the speakers on the final performance figures (cf. [17]).

4.2. Results

The speaker verification results are presented in Table 2. The results of the complete and ageing database are presented in the upper and lower panel respectively. The EERs presented on 3-second segments are around 20%, while using 30-second segments approximately halves the EERs. There is a large performance gap between genders and female voices appear to be significantly more challenging than male voices. The DNN-UBM system with the matched DNN provides the best results. This is expected as DNN targets referring to tristate phones are trained on the same speech with the verification task. The mismatch DNN performs similar to the DNN-UBM system using a DNN trained the FAME! speech corpus.

In Figure 3, the EERs obtained on different ageing categories have been presented. The verification accuracy drops as the difference between the recording year increases for 3- and 10-second segments which is consistent with the previous research [18]. For 30-second segments, the weighted EER obtained on age categories 1-3 is 4.1% lower than 4-10, while the results obtained on more than 10 years and 4-10 are similar with a weighted EER of 10.5%.

5. Conclusion

In this work, we have presented a new longitudinal and bilingual database for speaker clustering and verification research. The Frisian-Dutch radio broadcast data is extracted from the archives of the local broadcaster and a small subset of this data is manually annotated with orthographic transcription and speaker information. This component is designed to perform two speaker verification experiments, one using all available data and the other controlled for ageing effects on speaker verification. Moreover, a large amount of unlabeled data is also provided. This part of the data is expected to be used for training a speaker verification system after applying speaker clustering/diarization. Considering the longitudinal character, this database is going to enable the research of speaker tracking and diarization over a large time period and speaker aging effects on speaker recognition systems. The database and recognition scripts will be publicly available for research purposes.
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