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Abstract. In recent years, the optical control of exchange interactions has emerged as an exciting new direction in the study of the ultrafast optical control of magnetic order. Here we review recent theoretical works on antiferromagnetic systems, devoted to i) simulating the ultrafast control of exchange interactions, ii) modeling the strongly nonequilibrium response of the magnetic order and iii) the relation with relevant experimental works developed in parallel. In addition to the excitation of spin precession, we discuss examples of rapid cooling and the control of ultrafast coherent longitudinal spin dynamics in response to femtosecond optically induced perturbations of exchange interactions. These elucidate the potential for exploiting the control of exchange interactions to find new scenarios for both faster and more energy-efficient manipulation of magnetism.

1. Introduction

Ordering of microscopic spins in magnetic materials originates from the exchange interaction $J_{\text{ex}}$, the strongest interaction in magnetism, which exceeds the strength of external magnetic fields by orders of magnitude. On a fundamental level, exchange interactions emerge from the repulsive Coulomb interactions between electrons and are most sensitive to electronic perturbations. This fact implies intriguing possibilities for the ultrafast control of magnetism by femtosecond laser pulses, which is a very active research field initiated two decades ago with the ground breaking discovery of sub-picosecond demagnetization of ferromagnetic Ni by a 60 femtosecond laser pulse \[1\] and the observation of laser-induced ferromagnetic \[2\] and antiferromagnetic resonance \[3\], followed by the observation of all-optical switching in ferrimagnetic GdFeCo alloys \[4, 5, 6, 7\] and subsequently the highly intriguing observation of distinct dynamics between exchange coupled spins in different magnetic sublattices \[8, 9, 10\]. Moreover, a further stimulus to the field was given by the demonstration of helicity dependent all-optical switching in ferromagnetic multilayers \[11\], which are materials of great interest for magnetic data storage and, very recently, by the demonstration of all-optical magnetic recording in transparent ferrimagnetic oxides \[12\], enabling magnetic recording that is both ultrafast and takes place at unprecedentedly low heat load.
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Figure 1. Illustrated examples of the effect of laser excitation on exchange effects in magnetic systems. (a) Collapse of the exchange splitting in itinerant ferromagnets as a result of the redistribution of laser-excited electrons between the majority and minority band (green arrow). (b) optical excitation of phonons change the positions of the atomic nuclei $R_{ij}$, leading to a perturbation of the exchange interaction (yellow spirals) between spins localized around the different nuclei (red arrows). (c) femtosecond laser excitation (blue pulse) of electrons (small spheres with arrows) can change both the band structure and the electronic distribution. This yields perturbations to the exchange interaction (glowing yellow spiral) between spins localized at different sites (big red arrows). Case (c) is the focus of this review.

All the above experiments can be understood by accounting for (a combination of) laser-induced heating, generation of effective opto-magnetic fields and/or optical perturbations to the magnetic anisotropy, but do not directly provide indications for time-dependent exchange interactions. Interestingly, however, considerable experimental evidence has been has been presented as well for dynamical exchange effects, including a collapse of the exchange splitting in Ni, Gd and Co metals [13, 14, 15, 16] (illustrated in Fig. 1a), modulation of $J_{ex}$ by excitation of an optical phonon at the Gd metal surface [17] (Fig. 1b), laser-induced heating across the antiferromagnetic-ferromagnetic transition in FeRh [18, 19] and, more recently, detection of the dynamics of the exchange energy [20], as well as triggering both coherent macroscopic spin precession [21] and longitudinal oscillation of the order parameter in magnetic insulators [22] by optical perturbations of $J_{ex}$ (Fig. 1c). Furthermore, the ability to control the exchange interaction by time-dependent electric fields has intrigued researchers in several other areas of physics, including quantum computing based on semiconductor quantum dots [23, 24, 25], ultracold atoms [26, 27, 28], strongly correlated materials [29, 30, 31] and semiconductors doped with impurity spins [32, 33, 34, 35, 36, 37].

Despite this significant amount of studies, the problem of understanding and modeling how magnetism can be manipulated by ultrafast control of exchange interactions is still far from being solved. In particular, while considerable progress has been made for describing optical control of $J_{ex}$ in one and two spin systems [23, 24, 25, 26] the generalization to extended magnetically ordered systems is non-trivial...
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as it requires to understand how laser pulses influence both the band structure and the electronic correlations. This is a highly challenging problem, since it implies the solution of a strongly time-dependent quantum many-body problem of an extended system. Moreover, when exchange interactions are perturbed on time scales much shorter than the equilibration of the magnetic system, the latter can be brought in a strongly nonequilibrium state which cannot be treated within a conventional thermodynamical approach. Even in the semi-classical regime, where spins can be treated as classical vectors, simulating the time-dependent response of the macroscopic magnetic order to ultrafast modifications of atomic-scale exchange interactions defines a challenging multiscale problem.

Early works addressing both the optical control of exchange interactions and the response of magnetic order focused on ferromagnets, in particular ferromagnetic semiconductors [35]. However, in ferromagnetic systems the excitation of spin dynamics requires a change of the total angular momentum. This makes it difficult to induce fast dynamics by modifying $J_{\text{ex}}$. Antiferromagnetic (AFM) systems do not suffer from this bottleneck and therefore provide novel opportunities to manipulate the dynamics of magnetic order by ultrafast control of $J_{\text{ex}}$. This review article provides an overview of the recent developments for modeling such antiferromagnetic systems [38, 39, 21, 40, 22] and is organized as follows. First, we introduce various analytical methods that enable the definition of exchange interactions under electronic nonequilibrium conditions and outline the computational methods used to evaluate the resulting formulas. Second, results on the ultrafast control of $J_{\text{ex}}$ are discussed using the single-band Mott-Hubbard insulator at half-filling as a model system, which allows to study both resonant electronic excitations as well as non-resonant periodic driving. Third, the manipulation of magnetic order by the ultrafast control of exchange interactions is discussed, focusing on four examples: a) the excitation of macroscopic spin precession in canted antiferromagnets, b) cooling of antiferromagnetically ordered classical spins, c) excitation of coherent longitudinal oscillations of the AFM order parameter, and d) effective time reversal in quantum spin chains. Finally, we draw conclusions and discuss several directions for further research.

2. Methods of computing time-dependent exchange interactions

Most of the calculations on the ultrafast control of $J_{\text{ex}}$ reported here are based on calculations using the paradigm single band Hubbard model. The advantage of using the single band Hubbard model is that $J_{\text{ex}}$ in equilibrium is very well understood and serves as minimal model for describing exchange interactions in magnetic oxides. At the same time, recently established computational techniques can be exploited to study the nonequilibrium electron dynamics for extended systems, enabling the evaluation of $J_{\text{ex}}$ out of equilibrium. Below we start by briefly introducing the Hubbard model and subsequently outline the methods used to solve it out of equilibrium. Finally, we introduce three distinct methods to evaluate $J_{\text{ex}}$ under electronic nonequilibrium
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2.1. Hubbard model

The Hamiltonian of the Hubbard model is given by

$$H = -t_0 \sum_{\langle ij \rangle \sigma} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_j n_{j\uparrow} n_{j\downarrow}$$  (1)

Here $c_{i\sigma}^\dagger$ creates an electron at site $i$ with spin $\sigma = \uparrow, \downarrow$, $t_0$ is the hopping between nearest-neighbor sites and $U$ the repulsive on-site interaction $U$. For half-filling and at $U/t_0 \gg 1$ this model describes a Mott-insulator with one electron per site. The AFM exchange coupling between the spin degrees of freedom follows from the well-known kinetic exchange mechanism [41], where the system gains energy by virtual hoppings to adjacent sites. Due to the Pauli principle, such hoppings are only possible when adjacent sites have opposite spin. A simple perturbative calculation in $t_0$ shows that the spin degrees of freedom are described by an AFM Heisenberg Hamiltonian $H_{ex} = J_{ex} \sum_{ij} S_i \cdot S_j$, where $J_{ex} = 2t_0^2/U$ is the exchange interaction (see also Fig. 3a), which has been derived more rigorously based on a canonical transformation technique [42, 43, 44, 45].

For the evaluation of $J_{ex}$ below, it is convenient to include also a homogeneous static magnetic field described by

$$H_Z = B_x \sum_j S_{jx}.$$  (2)

where the spin $S_{j\alpha} = 1/2 \sum_{\sigma\sigma'} c_{j\sigma}^\dagger (\hat{\sigma}_\alpha)_{\sigma\sigma'} c_{j\sigma'}$ is coupled to a homogeneous magnetic field $B_x$ along the $x$ axis ($\alpha = x, y, z; \hat{\sigma}_\alpha$ denote the Pauli matrices). Non-equilibrium dynamics due to time-dependent electric fields $E(t)$ can be most conveniently incorporated by including a Peierls phase [46, 47] to the hopping:

$$t_{ij}(t) = t_0 \exp \left[ i e A(t) \cdot (\mathbf{R}_i - \mathbf{R}_j) / \hbar \right],$$  (3)

where $A(t) = -\partial_t \mathbf{E}(t)$ is the homogeneous vector potential. Physically, this is equivalent to using a gauge in which the electric field is included by adding a scalar potential at each site, $e\phi_i(t) \sim \mathbf{R}_i \cdot \mathbf{E}(t)$.

To solve the Hubbard model in the presence of time-dependent electric fields, we outline two complementary methods used to obtain the results discussed in this review. First, the nonequilibrium extension of the Dynamical Mean Field Theory (DMFT), which enables the investigation of magnetically ordered systems directly in the thermodynamic limit. Second, direct simulation of the time-dependent Schrödinger equation using exact diagonalization for finite size one-dimensional systems.

The implementation of nonequilibrium DMFT was reviewed in detail in [48]. In short, within DMFT [49] the problem of interacting electrons on a lattice is mapped onto the solution of an effective single-site impurity coupled to a non-interacting bath, that is determined self-consistently. This results in a mean field theory for the spatial degrees of freedom while keeping temporal correlations and was shown to be the exact solution
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of the Hubbard model in the limit of infinite dimensions [50]. For the nonequilibrium case, the model can be solved using the perturbative hybridization expansion (non-crossing approximation [51]), which at large $U$ shows good agreement with more accurate impurity solvers. Further, to solve the Hubbard model in the presence of a transverse magnetic field, spin-flip terms were included in the solution of the impurity model. The detailed implementation for the hypercubic lattice is described in [38].

Exact diagonalization solves directly the Schrödinger equation with the time-dependent Hamiltonian $H(t)$ from a given initial state $|\psi_0\rangle$. For systems of a few sites, evaluation of the time propagator $\exp (-iH(t)/\hbar)$ can be done directly by numerically diagonalizing $H(t)$. For larger systems, a more efficient scheme is required and the Krylov technique was used [52]. In both cases, this is combined with a commutator-free exponential time-propagation scheme [53]. Being related to the Magnus expansion, it preserves unitarity and yields a high-order accurate time integration of the Schrödinger equation.

2.2. Nonequilibrium exchange in canted antiferromagnets

A simple instrumental way to evaluate a nonequilibrium exchange interaction is by studying a two-sublattice antiferromagnet canted by an external magnetic field [38]. In the regime where a rigid macrospin model would be valid, the dynamics of the sublattice macrospin is governed by the Landau-Lifshitz equation

$$\hbar \partial_t \langle S_1 \rangle = -\langle S_1 \rangle \times (B_x e_x - 2 J_{ex} \langle S_2 \rangle) , \quad (4)$$

where $\langle S_{1,2} \rangle$ is the macrospin on sublattice 1,2; $J_{ex}$ is the effective exchange interaction and $B_x$ is the strength of the transverse magnetic field. With $\langle S_{1,2}(t) \rangle$ given from the solution of the full electronic model, the effective exchange interactions can be inferred from inverting Eq. (4). Using Néel symmetry, $\langle S_{1y,z} \rangle = -\langle S_{2y,z} \rangle$, $\langle S_{1x} \rangle = +\langle S_{2x} \rangle$ one obtains

$$J_{ex}(t) = -\frac{B_x}{4\langle S_{1x} \rangle} - \frac{1}{4\langle S_{1z} \rangle} \frac{\hbar \partial_t \langle S_{1y} \rangle}{\langle S_{1z} \rangle} . \quad (5)$$

This result can be interpreted as follows. The first term on the right gives the equilibrium value of $J_{ex}$ which is determined by the canting induced by $B_x$. As illustrated in Fig. 2 in this case the effective field $B_1 = B_x e_x - 2 J_{ex} \langle S_2 \rangle$ is parallel to $\langle S_1 \rangle$ and no dynamics occurs. If however, $J_{ex}$ is suddenly perturbed by an amount $\Delta J_{ex}$, the effective field is no longer collinear to $\langle S_1 \rangle$ and a precession is triggered, leading to the appearance of the second term in Eq. (5). While this interpretation may seem conceptually attractive, we stress that the validity of the instantaneous approximation used in the derivation of Eq. (4) is a fundamental question which in general has not been solved (see also the discussion in [38]). For the purpose of this review, we regard Eq. (5) as the best estimate of an instantaneous $J_{ex}$ that is in accordance with an observed macrospin dynamics.
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2.3. General formulas for nonequilibrium exchange

Instead of explicitly simulating the full electron dynamics in the canted geometry, it is also possible to derive explicit formulas for the response to small rotations of spins. In equilibrium, this approach was introduced by Lichtenstein, Katsnelson and coworkers [54, 55, 56, 57]. For two spin moments at site $i$ and $j$ rotated by a small angle $\pm \theta/2$ the relative energy change can be written as $\delta E_{ij} \approx \frac{1}{2} J_{ij} \theta^2$. In the single band Hubbard model the pair-interactions than become [57]

$$J_{ij} = -\text{Tr}_E \left( \Sigma_i^s(E) G_{ij}^\uparrow(E) \Sigma_j^s(E) G_{ji}^\downarrow(E) \right)$$

(6)

Here $\Sigma_i^s(E) = \left( \Sigma_i^\uparrow(E) - E_i^\downarrow(\omega) \right) / 2$ is the spin-dependent part of the self-energy which is taken only locally at site $i$. $G_{ij}^{\sigma}(E)$ is the spin-dependent single-particle Green’s function and the trace is over all electron energies $E$. It is useful to realize that already this equilibrium result indicates a profound difference between the exchange splitting observed in photo-emission experiments and the intersite exchange interaction $J_{ij}$ responsible for ordering of spin moments. While in simplest approximation the exchange splitting is determined $\Sigma_i^s(0)$ (Stoner model), the $J_{ij}$’s are also dependent on the Green’s function and hence even in equilibrium it is not possible to directly extract intersite exchange interactions from photo-emission data.

The concept of rotating local moments can be generalized also to the time-dependent case [58]. In this case, an effective spin action is defined in terms of time dependent rotations of the spin quantization axes $e_i(t)$, as described by Holstein-Primakoff bosons $\xi_i(t)$. Starting from the electronic partition function as a path
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integral over fermionic fields $\phi$, one introduces rotated fermion fields $\psi$ and then expands the action to second order in $\xi$. The rotated fermionic fields are integrated out, which leads to spin action with an interaction term of the form $S_{\text{spin}}[\xi^*, \xi] = \sum_{ij} \int dt \int dt' \xi_j(t) A_{ij}(t, t') \xi_j(t')$. The coupling $A_{ij}(t, t')$ between spin rotations at different times and different sites $i \neq j$ becomes

$$A_{ij}(t, t') = \frac{1}{4} \left[ R_{ij}^\dagger(t, t') R_{ji}^\dagger(t', t) + S_{ij}^\dagger(t, t') S_{ji}^\dagger(t', t) - T_{ij}^\dagger(t, t') G_{ji}^{\dagger}(t', t) - G_{ij}^{\dagger}(t', t) T_{ji}^{\dagger}(t', t) \right],$$

(7)

where $T_{ij}^\sigma(t, t') = \Sigma_{ij}^\sigma(t, t') + [\Sigma \ast G \ast \Sigma]_{ij}^\sigma(t, t')$, $R_{ij}^\sigma(t, t') = [G \ast \Sigma]_{ij}^\sigma(t, t')$, $S_{ij}^\sigma(t, t') = [\Sigma \ast G]_{ij}^\sigma(t, t')$, and $\ast$ denotes the convolution. In general, these expressions include retardation (memory) effects, as expressed by couplings $A_{ij}(t, t')$ depending on two time variables. This can be mapped onto an instantaneous exchange coupling when the rotations of the spin quantization axes are much slower than the electron dynamics, and, in particular, slower than time-dependent fluctuations of the local magnetic moments themselves. Averaging over the fast dynamics than gives

$$\overline{A_{ij}}(t) = \text{Im} \int_0^\infty ds A_{ij}^{\text{ret}}(t, t - s).$$

(8)

Still, $\overline{A_{ij}}(t)$ contains not only the exchange interactions, but also the time-averaged reduction of the local spin by fluctuations. In the absence of symmetry breaking, the bare exchange interactions can be defined as

$$J_{ij}(t) = \frac{\overline{A_{ij}}(t)}{\langle S_i(t) \cdot S_j(t) \rangle},$$

(9)

where $\langle S_i(t) \cdot S_j(t) \rangle$ is the equal-time spin correlation function. To evaluate these formulas, one has to compute the Greens functions and self-energies. A practical advantage of the general formulas is that they enable evaluation of exchange interactions in the collinear state, for which evaluation of the electronic dynamics is generally simpler. The implementation of Eq. (7)-(9) based on exact diagonalization is discussed in [21], while the implementation within nonequilibrium DMFT is detailed in [39], where $\langle S_i(t) \cdot S_j(t) \rangle$ in Eq. (9) is replaced by $\langle S_{iz}(t) \rangle \langle S_{jz}(t) \rangle$.

2.4. Floquet theory of nonequilibrium exchange

The above two methods for evaluation of nonequilibrium exchange interactions are in principle applicable to arbitrary electric fields. However, they do not give much analytical insight in how strong the exchange interactions can be modified. Considerable insight into this problem can be obtained by considering electric fields adjusted such that the electronic distribution is hardly changed. In this case, it becomes possible to generalize the perturbative result $J_{\text{ex}} = 2t_0^2/U$, as was first demonstrated in [39] for time-periodic fields with frequencies non-resonant to direct electronic excitations. Considering a simple two-site Hubbard model, the equilibrium exchange interaction can be directly inferred form the singlet-triplet splitting: $J_{\text{ex}} = (E_T - E_S)/2$, as illustrated
in Fig. 3a for the $S_z = 0$ sector of the two-site Hubbard model at half-filling. Under time-periodic electric fields, one can apply Floquet’s theorem [59, 60]. Solutions of the time-dependent Schrödinger equation are given in the form $|\psi(t)\rangle = e^{-i\epsilon_\alpha t}|\psi_\alpha(t)\rangle$ where $|\psi_\alpha(t + T)\rangle = |\psi_\alpha(t)\rangle$ is time-periodic with a period $T = 2\pi/\omega$, and $\epsilon_\alpha$ is a quasi-energy defined up to multiples of $\omega$. A small part of the extended Floquet spectrum of the two-site system is illustrated in Fig. 3b. In addition to the virtual hoppings that determine the equilibrium $J_{ex}$ (blue arrows), there is virtual absorption and emission of photons to different Floquet sectors (red arrows). The mixing between these Floquet sectors results in a renormalization of the quasi-energy levels. The effective exchange interaction that emerges in the presence of the time-periodic field can then be extracted from the amplitude dependent singlet-triplet splitting $\epsilon_T - \epsilon_S$ (Fig. 3c). For the single-band Hubbard model, the amplitude $E_0$ of the external field enters in calculations as the dimensionless driving strength $\mathcal{E} = eaE_0/\hbar\omega$, where $e$ and $a$ are unit charge and lattice spacing, respectively. For weak driving $\mathcal{E} \ll 1$, one obtains $J_{ex} = 2t_0^2/U + \Delta J_{ex}$ [39] with

$$\Delta J_{ex} = \frac{\mathcal{E}^2t_0^4}{2} \left( \frac{1}{U + \hbar\omega} + \frac{1}{U - \hbar\omega} - \frac{2}{U} \right).$$

(10)

Hence, depending on whether the frequency $\hbar\omega$ is below (above) the gap energy $U$, the net effect is an enhancement (reduction) of $J_{ex}$. For stronger driving strength we have $J_{ex}(\mathcal{E}, \omega) = \sum_{m=-\infty}^{\infty} \frac{2\mathcal{E}_m^2}{U + m\hbar\omega}$ Interestingly, when $\mathcal{E}$ is of order one the terms with $U - m\hbar\omega$ can become strongly enhanced, leading to a sign reversal of $J_{ex}$. While originally derived on the basis of the two-site model, these results were soon confirmed based on more rigorous time-dependent canonical transformation techniques [61, 62, 63], illustrating that the essential physics is captured already within this simple model.

In addition, very similar results can be obtained for a three-site model, which takes into account explicitly that the hopping proceeds via an intermediate uncorrelated orbital and can be regarded as minimal model for superexchange [21]

$$\Delta J_{ex} = \frac{\mathcal{E}^2t_0^4}{2} \left\{ \sum_\pm \left[ \frac{1}{U_1 \pm h\omega} \right] \left[ \frac{1}{U_1 \pm h\omega} \right] - \frac{4}{U_1^2} - \frac{4}{U_1^3} \right\}. $$

(11)

Here $U_1 = U + \Delta$, with $\Delta$ the energy splitting of the uncorrelated orbital with respect to the magnetic sites. The perturbative expressions Eqs. (10)-(11) bear a close analogy with the derivation of the two-magnon Raman scattering Hamiltonian [64, 65] from the Hubbard model [66, 67, 68], see also Sec. 4.3. The validity and usefulness of the Floquet picture are discussed in Sec. 3.2 by direct comparison with the evaluation of the more general formulas introduced above.

3. Ultrafast control of $J_{ex}$

In principle, laser excitation can affect $J_{ex}$ directly by modulating the electronic structure (electron hopping, Coulomb repulsion) and by creating a nonequilibrium distribution of photoexcited carriers (photodoping). In the latter case, this allows us to address the
Manipulating magnetism by ultrafast control of the exchange interaction

3.1. Photo-excitation

First we discuss the case of creating a nonequilibrium electronic distribution (photodoping), which was simulated for the AFM Mott insulator using nonequilibrium DMFT [38]. Results were obtained by evaluating the nonequilibrium $J_{\text{ex}}$ in the canted geometry (Sec. 2.2) as well as by evaluating the general nonequilibrium exchange formulas (Sec. 2.3). For the canted geometry, the DMFT equations were solved on the hypercubic lattice and the dynamics was evaluated in response to a single-cycle fundamental question how much time it takes before a static $J_{\text{ex}}$ emerges from the full electronic dynamics and how much this $J_{\text{ex}}$ is modified as compared to the equilibrium situation. Alternatively, the goal of modulating the electronic structure, is to achieve a control of $J_{\text{ex}}$ which is reversible on ultrafast timescales, i.e. to give a controlled perturbation to $J_{\text{ex}}$ during the application of the laser pulse, but leave the electronic state unexcited after the pulse is switched off. Both types of controlling $J_{\text{ex}}$ are discussed below.
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Figure 4. Ultrafast control of $J_{\text{ex}}$ by photo doping in a Mott insulator. (a) time evolution of $\Delta J_{\text{ex}}(t)$ caused by excitation with an electric field pulse with strengths increasing from $|e\alpha E_0/t_0| = 1 \ldots 5.5$ (hypercubic lattice in canted geometry, $U/t_0 = 8$). (b) comparison of the quasistationary nonequilibrium exchange interaction (red open circles) obtained from (a), with the equilibrium exchange interaction in the chemically doped system (blue lines). (c) time-dependent $J_{\text{ex}}$ evaluated from the general formulas for a quench $U/t_0 = 4 \rightarrow 8$. (d) comparison as in (b) obtained using the general formulas for different interaction quenches $\Delta U$. Both (c) and (d) are obtained on the Bethe lattice, with $U/t_0 = 8$ for the equilibrium results at chemical doping. Photo doping is here defined as the induced change $\Delta n = d + h - d_0 - h_0 = 2(d - d_0)$ of the doublon and hole densities $d$ and $h$ with respect to their equilibrium values $d_0$ and $h_0$. Reproduced with permission from [38], Copyright (2014) by The American Physical Society.

pulse with center frequency $\hbar \omega = U$. The evolution of $\Delta J_{\text{ex}}(t)$ is shown in Fig. 4a, which demonstrates that a stationary modified $J_{\text{ex}}$ emerges already within a few tens of electron hopping times. A very similar time scale is found based on the general exchange formula (Eq. (9)), as shown in Fig. 4c (solid line). In this case, the DMFT equations were solved in a collinear setup on the Bethe lattice and a sudden change (quench) of the Coulomb interaction $U$ was used to create a non-equilibrium electron distribution. Furthermore, it is found that the efficiency of modifying $J_{\text{ex}}$ is determined by the number of photo-excited carriers, comparable to that of chemical doping. This is shown in the bottom panels, Fig. 4b,d, by plotting the extracted exchange interaction in the quasistationary state as a function of the photodoping, together with equilibrium calculations with chemical doping with the same total number of carriers.

3.2. Modulating the electronic structure

Second we discuss the control of $J_{\text{ex}}$ by modulating the electronic structure. In principle, the Floquet picture gives the effective exchange interaction under strictly periodic fields. However, in the long time limit isolated many-body systems can become infinitely excited and an effective low-energy description of the system is of limited use [69] [70].
Moreover, for short pulses with only a few number of cycles, it is \textit{a priori} not clear how accurate the Floquet picture is. Below we review simulation results, obtained with both exact diagonalization and nonequilibrium DMFT, which nevertheless confirm the Floquet picture, at least for the short-time dynamics on the time-scale defined by $\hbar/J_{\text{ex}}$.

A direct confirmation of Eq. (11) was obtained by evaluating Eq. (9) on a three-site cluster driven by a time-periodic field with an amplitude that is slowly ramped on, within about 10 cycles, while the electron dynamics is solved using exact diagonalization \cite{21}. The effective exchange interaction was extracted by averaging over the period of the field:

$$J_{\text{ij}}^{E}(t) = \frac{1}{T} \int_{t}^{t+T} ds J_{ij}(s),$$

and found to be quasi-stationary for times sufficiently long after the ramp. Excellent quantitative agreement was obtained for the ratio $\Delta J/J \propto E^2$ in the regime $E \ll 1$. This is the regime that is most relevant to experiments on condensed matter systems and it was estimated that for model parameters typical for experiments on iron oxides a relative change $\Delta J/J \sim 1\%$ is achieved.

In a similar way, the period-averaged $J_{\text{ex}}$ was compared in the canted DMFT setup \cite{39}. In this case, a Gaussian envelope function was used containing about 15 cycles. For driving frequencies sufficiently far away from resonance, it is found that $\Delta J_{\text{ex}} \approx 0$ after the pulse (see Fig. 5a, where $h\omega = 3$ and $U = 10$), demonstrating that the electronic state of the system remains unexcited after the pulse has left and hence the exchange interaction can be controlled reversibly on ultrafast time scales. Furthermore, in accordance with the Floquet prediction, in the perturbative regime an enhancement (reduction) of $J_{\text{ex}}$ is obtained for driving below (above) gap. This is shown in Fig. 5b, by a quantitative comparison with the Floquet theory for the ”driving susceptibility” $\Delta J_{\text{ex}}/(J_{\text{ex}}E^2)$. The solid symbols are obtained from running several DMFT calculations at increasing field strength (different colors in Fig. 5a), while the dashed and solid lines are based on the perturbative result (Eq. 10) and the full Floquet spectrum (non-perturbative in $t_0/U$) by evaluating the derivative $dJ_{\text{ex}}/dE^2$ at $E \to 0$, respectively. Away from the band edge, where the system is photo-excited (Sec. 3.1), the frequency dependence matches very well, being even in quantitative agreement for the lowest frequencies below gap. Hence, the Floquet theory forms a useful guide for understanding the ultrafast and reversible control of $J_{\text{ex}}$ in condensed matter systems by photo-assisted hopping.

4. Manipulation of magnetism

Modelling how magnetic order can be manipulated by short time-dependent perturbations of exchange interactions can be addressed on several levels, four of which are discussed here. First, we focus on macrospin theory, which is suitable to describe homogenous spin precession and was used to establish the link between the experimentally observed AFM resonances and the sub-picosecond control of exchange
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Figure 5. Control of $J_{\text{ex}}$ by periodic driving. (a) Time-dependent change of the period-averaged exchange interaction ($\Delta J_{\text{ex}}$, thick lines) during the action of an oscillatory electric field pulse (thin lines), with driving frequency $\hbar \omega = 3$ below the Mott gap. Different colors correspond to results obtained with different amplitude $E_0$ of the electric field, increasing from light to dark. Numerical results were obtained using Dynamical Mean Field Theory (DMFT) for the hyper-cubic lattice at $U = 10$ and initial temperature $T = 0.025$. (b) The driving susceptibility $\Delta J_{\text{ex}}/(J_{\text{ex}} E^2)$ for $E \to 0$ for frequencies above (blue, right vertical axis) and below gap (red, left vertical axis), obtained from DMFT for the hyper-cubic lattice (disks), from the numerical Floquet spectrum of a two-site Hubbard cluster (solid lines), and from the perturbative result Eq. (10) (dashed lines). Reproduced with permission from [39].

4.1. Excitation of spin precession

Modeling of macroscopic spin precession can be conveniently done by solving the multiscale problem on the basis of the macrospin approximation. In this case, each of the magnetic sublattices is treated as an effective macrospin with dynamics governed by the Landau-Lifshitz equation. As introduced in Sec. 2.2, we can also use the Landau-Lifshitz equation to infer an effective $J_{\text{ex}}(t)$ from an observed spin precession. Here, we focus how this approach was used to provide experimental evidence for an ultrafast control of exchange interactions.

Instead of a canting induced by an external magnetic field, the experiments were performed on iron oxides that are intrinsically canted due to an additional antisymmetric, so-called Dzyaloshinskii-Moriya interaction and described by $H_{\text{DM}} = D \sum_{ij} (S_i \times S_j)$. General symmetry arguments can be used to prove that perturbations to both $J_{\text{ex}}$ and $D$ contain an intensity dependent contribution ($\propto |E|^2$). For example,
by using Eq. (10) and assuming a simple cubic lattice, this also follows directly from the microscopic model. In the macrospin approximation, the torque on $\langle S_1 \rangle$ due to $\langle S_2 \rangle$ is given by $T_1 = -\langle S_1 \rangle \times \Delta B_{\text{ex}}$, where

$$\Delta B_{\text{ex}} = \sum_j \Delta J_{1j} \langle S_2 \rangle = (2\alpha E_x^2 + 2\alpha E_y^2 + 2\alpha E_z^2) \langle S_2 \rangle = 2\alpha |E|^2 \langle S_2 \rangle, \quad (13)$$

where the summation is over the six nearest neighbor bonds. Defining $E = E_0 e$, the unit vector of polarization, we recover $\alpha |E|^2 = \Delta J_{\text{ex}}$, with $\Delta J_{\text{ex}}$ defined by Eq. (10). Hence, although only those exchange bonds are perturbed that have a projection along the electric field, it follows that the torque, which is a sum over all bonds, is independent on the polarization of light. This isotropy is in strong contrast with previously reported mechanisms for the optical excitation of spin resonances, such as the inverse Faraday $[3]$ and inverse Cotton-Motton effect $[73]$, which depend on the helicity of light and on the orientation of the polarization with respect to the magnetization, respectively. Hence, the key experimental signature of optical perturbation of exchange interactions, is an isotropic, polarization independent excitation of the spin resonance. This is exactly what has been observed in the experiments on femtosecond laser excitation of iron oxides, where the subsequent spin dynamics was detected using THz emission spectroscopy $[21]$. A quantitative analysis supports the sub-picosecond time scale at which $\Delta J_{\text{ex}}$ can occur, consistent with the theoretical results discussed in Sec. 3. Moreover, in the same and similar materials not only the control of $J_{\text{ex}}$ between transition metal ions was found, but also the first indications were reported for the control of $J_{\text{ex}}$ between the rare-earth ions $[74, 75]$. We emphasize, however, that the experiment $[21]$ is sensitive to an ultrafast perturbation of the ratio $|D|/J_{\text{ex}}$ and hence does not provide a direct proof of the modification of $J_{\text{ex}}$ alone.

4.2. Cooling by perturbation of exchange

Perturbation of exchange interactions can also influence the relaxation and internal equilibration of the spin degrees of freedom. To simulate such effects, the dynamics of an ensemble of spins has be be solved. In the regime where a classical description is valid, this can be done conveniently on the basis of atomistic spin dynamics (ASD) $[76, 77]$. Within ASD, the dynamics of each atomic spin in the system evolves according to the stochastic Landau-Lifshitz equation

$$\hbar \frac{dS_i}{dt} = -S_i \times (B_i + B_i^{\alpha}(t)) - \frac{\alpha}{S_i} S_i \times [S_i \times (B_i + B_i^{\alpha}(t))] \quad (14)$$

which describe the motion of the classical spins $S_i$ in an effective magnetic field $B_i$, calculated from $B_i = -\partial H_{\text{spin}}/\partial S_i$. $B_i^{\alpha}(t)$ is a stochastic magnetic field with a Gaussian distribution. By the fluctuation-dissipation theorem, the magnitude of $B_i^{\alpha}(t)$ is related to the dimensionless damping parameter $\alpha$. ASD simulations in response to perturbations of exchange interactions were carried out for CuO $[40]$ based on equilibrium exchange parameters computed from first principles, which involves both bilinear Heisenberg exchange and biquadratic exchange interactions $[78]$. Fig. 6 shows
the evolution of the temperature of the system as evaluated by fitting a Boltzmann distribution to the energy distribution of the spins, after introducing vacancies (sites without spin) with a concentration \( x = 0.02 \). Interestingly, starting in the low-temperature collinear antiferromagnetic phase, the system evolves within the AFM phase by rapid internal equilibration which reduces the temperature. This can be explained as an ultrafast magneto-caloric effect, where the closed system follows a constant entropy curve in response to lowering the strength of the exchange fields. This interpretation was confirmed by comparison with the equilibrium entropy per spin at different concentrations \( x \), showing close to quantitative agreement. When the system is coupled to a heat bath, still a transient drop is observed, after which the system relaxes to the temperature of the heat bath (dashed line in Fig. 6). For small \( x \), qualitatively similar results were obtained by a step-like reduction of exchange parameters. Although several aspects of existing experimental work [79] on laser-induced dynamics in CuO are not captured by the simulations shown here (see [40] for a detailed discussion), the results do suggest new opportunities to achieve ultrafast laser-induced cooling of magnets by optical perturbations of exchange, strongly contrasting the laser-induced heating commonly observed in metallic magnets [6].

![Figure 6. Rapid cooling by perturbations of exchange interactions.](image)

(a) Illustration of cooling by reduction of \( J_{\text{ex}} \). (b) Results of atomistic spin dynamics simulations where the response of the spin temperature is measured after a step-like change of exchange interactions, as modelled by the introduction of a fraction of \( x = 0.02 \) vacancies at \( t = 0 \) ps. Solid lines show the microcanonical evolution, dashed lines include coupling to the bath, with a dimensionless coupling strength \( \alpha = 0.01 \). Reproduced with permission from [40]. Copyright (2016) by The American Physical Society.
4.3. Excitation of coherent longitudinal spin dynamics

In collinear antiferromagnets, perturbations of exchange interactions do not give rise to excitation of the homogenous antiferromagnetic resonance (AFMR) mode, since the effective field generated by the perturbation of $J_{ex}$ is collinear with the sublattice magnetization and therefore the torque vanishes: $\mathbf{T}_1 = -\langle \mathbf{S}_1 \rangle \times 2\Delta J_{ex} \langle \mathbf{S}_2 \rangle = 0$. Nevertheless, it was recently reported that coherent longitudinal oscillations of the AFM order parameter can be triggered by ultrashort perturbations of exchange interactions \[22\]. Modeling of such longitudinal dynamics goes beyond the macrospin approximation employed in Sec. 4.1, which conserves the length of the sublattice magnetization |$\langle S_i \rangle$|. Extending on previous results \[71, 72\], it was found that the longitudinal dynamics emerges naturally within harmonic magnon theory \[22\] due to the impulsive excitation of pairs of magnons with opposite $\mathbf{k}$ by perturbations of $J_{ex}$. Here we discuss these theoretical results by showing that they can be understood from a simple quantum-mechanical two-level system.

Following \[71, 22\], we start from an unperturbed Heisenberg Hamiltonian $H_0 = J_{ex} \sum_{i \delta} \mathbf{S}_i \mathbf{S}_{i+\delta}$. Perturbations to $J_{ex}$ depend on the orientation of the electric field and for the simple cubic lattice it follows from Eq. (10) that we can write $\delta H = \Delta J_{ex} \sum_{i \delta} (\mathbf{e} \cdot \delta)^2 \mathbf{S}_i \mathbf{S}_{i+\delta}$. Here $\delta$ is the unit vector connecting two adjacent sites on different sublattices and $\mathbf{e}$ is the unit vector of the polarization of light. More generally, one can use here also the phenomenological second order Raman tensor and the present description is analogous to the one used for impulsive Raman scattering of phonons \[30\]. Magnons are described in the usual way by introducing Holstein-Primakov bosons $a_k, b_k$ for spins in different sublattices \[81, 82\]. Keeping only the terms bilinear in the magnon operators we have

$$
H_0' = zJ_{ex}S \sum_k \left[ \gamma_k (a_k b_{-k} + a_{-k}^\dagger b_{-k}) + (a_k^\dagger a_k + b_{-k}^\dagger b_{-k}) \right],
$$

$$
\delta H' = z\Delta J_{ex}S \sum_k \left[ \xi_k (a_k b_{-k} + a_{-k}^\dagger b_{-k}) + (a_k^\dagger a_k + b_{-k}^\dagger b_{-k}) \right].
$$

Here $\gamma_k = \frac{1}{2} \sum_{\delta} \exp(i\mathbf{k} \cdot \delta)$ and $\xi_k = \frac{1}{2} \sum_{\delta} (\mathbf{e} \cdot \delta)^2 \exp(i\mathbf{k} \cdot \delta)$. Due to the exchange interaction between spins of different sublattices, $H_0$ is not diagonal in the magnon operators $a_k, b_k$. To diagonalize $H_0$, composite magnons are introduced by a Bogoliubov transform

$$
a_k = u_k a_k + v_k b_{-k},
$$

$$
b_k = u_k^\dagger b_k + v_k^\dagger a_{-k},
$$

where the coefficients $u_k, v_k$ are chosen such that the off-diagonal terms vanish, yielding

$$
H_0' = \sum_k \hbar \omega_k \left( \alpha_{k}^\dagger \alpha_k + \beta_{k}^\dagger \beta_k \right),
$$

where $\hbar \omega_k = zJ_{ex}S \sqrt{1 - \gamma_k^2}$. However, the same transformation does not diagonalize $\delta H'$:

$$
\delta H' = \sum_k \delta \hbar \omega_k \left( \alpha_k^\dagger \alpha_k + \beta_{k}^\dagger \beta_k \right) + V_k \left( \alpha_k \beta_{-k} + \alpha_{-k}^\dagger \beta_k \right),
$$

where $V_k = \sum_{\delta} (\mathbf{e} \cdot \delta)^2 \exp(-i\mathbf{k} \cdot \delta)$ and $|\gamma_k| < 1$.
where \( \delta h\omega_k = z\Delta J_{ex} S (1 - \xi_k \gamma_k) / \sqrt{1 - \gamma_k^2}, \) \( V_k = z\Delta J_{ex} S (\xi_k - \gamma_k) / \sqrt{1 - \gamma_k^2} \). Since in general \( \xi_k \neq \gamma_k \), pairs of magnons with opposite \( k \) are excited due to the second term in Eq. (19). From the structure of this term, we see that the response to time-dependent perturbations \( \Delta J_{ex}(t) \) maps onto the solution of a collection of independent two-level systems for each pair \( k, -k \). In particular, starting from the ground state \( |g_k\rangle = |0\rangle|0\rangle \), \( \delta H' \) only induces couplings to excited states \( |e_k\rangle = \alpha_k^\dagger \beta_{-k}^\dagger |0\rangle|0\rangle \) and we have a two-level system specified by

\[
\langle g_k | H'_0 + \delta H' | g_k \rangle = 0 \tag{20}
\]

\[
\langle e_k | H'_0 + \delta H' | e_k \rangle = 2[\hbar \omega_k + \delta \hbar \omega_k(t)] \tag{21}
\]

\[
\langle g_k | H'_0 + \delta H' | e_k \rangle = \langle e_k | H'_0 + \delta H' | g_k \rangle^* = V_k(t). \tag{22}
\]

The solution can be obtained by writing \( |\psi_k(t)\rangle = c_k(t)|g_k\rangle + d_k(t)|e_k\rangle \). For impulsive excitation we write \( V_k(t) = \tau \hbar V_k \delta(t) \) and obtain analytical expressions valid for \( \tau \gg \tau \):

\[
c_k(t) = c_k(0) \cos(\tau V_k), \quad d_k(t) = -i c_k(0) \sin(\tau V_k)e^{i2\omega t}, \tag{23}
\]

where we for simplicity neglected a small phase accumulated due to \( \delta \hbar \omega_k(t) \).

Longitudinal dynamics follows by evaluating

\[
\langle L_z(t) \rangle = \sum_k \langle \psi_k(t) | \hat{L}_z | \psi_k(t) \rangle = NS - \frac{2}{N} \sum_k \langle \psi_k(t) | a_k^\dagger a_k + b_k^\dagger b_k | \psi_k(t) \rangle \tag{24}
\]

where \( N \) is the total number of spins and \( \hat{L}_z = \sum_{i,j} (S_{iz} - S_{jz}) \) is the \( z \)-component of the antiferromagnetic vector \( \mathbf{L} \). Substituting the Bogoliubov transformation and keeping only terms linear in \( V_k \) (\( \Delta J_{ex} \ll J_{ex} \)), we find that the dynamics of \( \langle L_z(t) \rangle \) is determined by the terms

\[
\langle \psi_k(t) | e_k \rangle \alpha_k \beta_{-k} + \alpha_k^\dagger \beta_{-k}^\dagger | \psi_k(t) \rangle = c_k(0) d_k(t) + c_k(0) d_k^*(t) = -2c_k^2(0) V_k \sin(2\omega t), \]

finally giving

\[
\langle L_z(t) \rangle = \text{const} - 2 \sum_k \frac{\tau V_k^2 c_k^2(0) \gamma_k}{\sqrt{1 - \gamma_k^2}} \sin(2\omega t). \tag{25}
\]

Although qualitatively the dynamics of the longitudinal dynamics described by this equation is very different from homogenous spin precession, the solution of the problem has a very similar mathematical structure. In particular, due to the mapping onto a collection of independent two-level systems of composite magnons, the solution of the time-dependent wave function can be represented on the Bloch sphere, analogous to the case of homogenous spin precession described by a two-level system. This is illustrated in Fig. 7, where the north and south pole represent the ground and two-magnon excited state, respectively. During the application of the optical pulse, perturbations of exchange interactions bring the system into a super position of the ground and excited state, as indicated by the red line. After the pulse is gone, this coherence \( c_k^*(0) d_k(t) + c_k(0) d_k^*(t) \) remains and the wave function (blue arrow) follows the blue trajectory on the Bloch sphere. For the two-magnon case, the excited state comprises two magnons and hence the oscillation occurs at twice the single magnon frequency.
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\[ V_k \propto \Delta J_{\text{ex}} \]

\[ |\psi(t > \tau)\rangle = c_k(t)|g_k\rangle + d_k(t)|e_k\rangle \]

**Figure 7.** (a) Two-level system with approximate splitting \(2\hbar\omega_k \propto 2J_{\text{ex}}\). (b) Bloch sphere representation of the two-level system with north and south pole representing the ground and two-magnon excited state, respectively. The red line indicates the effect of the perturbation \(V_k \propto \Delta J_{\text{ex}}\) which brings the system in a super position of the ground state and excited state (blue arrow), after which the wave function follows the blue trajectory, oscillating at twice the single magnon frequency. Note that for the two-magnon case, unlike for homogenous spin precession, the projections of \(|\psi(t)\rangle\) onto the cartesian axes do not correspond to different components of the homogenous magnetization.

In principle magnons of all \(k\) contribute to the dynamics of \(L_z\). However, close to the Brillouin zone-boundary the magnon density of states peaks due to the vicinity of a van-Hove singularity. Therefore, magnons close to the zone edge (\(\gamma^2_k \ll 1\)) give the dominant contribution and \(L_z\) oscillates at \(2\omega_k = 2zJ_{\text{ex}}S\sqrt{1-\gamma^2_k/\hbar} \approx 2zJ_{\text{ex}}S/\hbar\). This gives coherent spin dynamics in the femtosecond regime [22], which is much faster than the frequency of AFM resonance (\(\omega \sim S\sqrt{J_{\text{ex}}K}/\hbar\), where \(K \ll J_{\text{ex}}\) the anisotropy energy). While we limited ourselves here to a simple two-level description of existing theoretical results, it will be very interesting to better understand this regime of longitudinal spin dynamics and in particular the relation with quantum effects such as the magnon squeezing discussed in earlier works [71, 72].

### 4.4. Effective time reversal

For sufficiently strong driving strength, the Floquet theory predicts that even the sign of the exchange interaction can be changed. A naive equilibrium analysis would suggest the system evolves into a ferromagnetic state. However, in dynamics this is not possible, since the total spin is conserved under time evolution with the Heisenberg Hamiltonian. Nevertheless, even if the system remains AFM, a change of sign of \(J_{\text{ex}}\) allows for a very non-trivial way to control the spin dynamics, namely, to reverse the time evolution of the undriven system. Here we show the example of the one-dimensional spin chain [39].
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Opposed to the examples discussed before, for small systems the full electronic dynamics of the Hubbard model, including their spin degrees of freedom, is computationally tractable with exact diagonalization. The results of such simulations for a chain of \( N = 10 \) sites are shown in Fig. 8. To demonstrate the effective time-reversal, the system is prepared in the uncorrelated Néel state, which is a highly excited state of the one-dimensional chain and evolution under the unperturbed Hamiltonian will show a rapid decrease of the staggered magnetization \( M = \frac{1}{N} \sum_{i=1}^{N} (-1)^{i+1} (\hat{n}_i^t - \hat{n}_i^\uparrow) \). Subsequently, a time-periodic electric field is ramped on (Fig. 8a), with Floquet amplitude \( \mathcal{E} = 3.4 \) and frequency \( \hbar \omega/U = 0.6 \), for which the Floquet theory for a two-site model predicts a reversal of the exchange coupling. Under the periodic driving, one indeed observes a near perfect reversal of the dynamics of \( M(t) \) in Fig. 8b, which almost completely recovers the initial value \( M(t = 0) \) around \( t = 100 \). Subsequently, \( M(t) \) is reduced again by further evolution in the reverse direction. This continues until the field is ramped off, after which one observes that the free evolution brings the system again back to the initial state, from which the same rapid decay of \( M(t) \) is observed as for the initial free evolution. This result can be well understood from the time-evolution of the pure quantum spin Hamiltonian. Propagation over a time interval \( t \) with the unperturbed Hamiltonian is given by the evolution operator \( U_{\text{AFM}} = \exp(-iH_{\text{ex}} t/\hbar) \). This evolution is exactly reversed by propagation with \( J'_{\text{ex}} \) of opposite sign over a time interval \( t' = |J_{\text{ex}}/J'_{\text{ex}}| t \), since for the ferromagnetic (FM) time evolution we have \( U_{\text{FM}} = \exp(-iH'_{\text{ex}} t'/\hbar) = \exp(+iH_{\text{ex}} t/\hbar) = U_{\text{AFM}}^{-1} \). Hence, the full dynamics of the Hubbard model very nicely resembles the dynamics expected from the pure spin model with dynamically perturbed \( J_{\text{ex}} \), further confirming the reversibility of the optical control of \( J_{\text{ex}} \). Interestingly, we observe that analogous to the dynamics discussed in Sec. 4.3, the evolution shows coherent purely longitudinal spin dynamics on the time scale determined by \( J_{\text{ex}} \). While the present results may not be directly relevant for condensed matter systems due to the strong field strengths required (\( \mathcal{E} \sim 1 \) corresponds to fields \( E_0 \sim 1 \) V/Å), they provide novel possibilities to study the reversibility of quantum many body dynamics in cold atom systems.

5. Conclusion and Outlook

The aim of this review was to describe the recent theoretical and computation work focused on the description of both the control of exchange interactions under electronic nonequilibrium conditions as well as the response of antiferromagnetic order to such perturbations. Interestingly, besides new ways to excite spin precession, it was found that qualitatively new relaxation and coherent spin dynamics emerges due to ultrafast perturbations of exchange interactions in antiferromagnets. While the simulations on the control of the Heisenberg exchange interaction \( J_{\text{ex}} \) reviewed here are based on the prototype single-band Hubbard model, natural extensions are to study systems with competing interactions, which in general requires studying multi-band systems. Recently, competing exchange interactions have already been studied for effective single-
Figure 8. Effective time reversal of spin dynamics. (a) Field envelope with cosine-shaped ramps of length $\Delta t = 15$ around $t_1 = 45$ and $t_2 = 112.5$. The bar below the field envelope indicates forward (grey) and backward (white) time evolution when the field is off and on, respectively. (b) Time evolution of staggered magnetization $M$ (red) and total double occupation $d$ (blue), scaled by a factor of 50, of a 10-site Hubbard chain, showing free evolution for times to $t < 37.5$ and $t > 120$ and evolution under an additional periodic driving at frequency $\omega/U = 0.6$ and Floquet amplitude $E = 3.4$ in between. Reproduced with permission from [39].

band systems with different underlying lattice geometry and by including higher order terms in the hopping $t_0$ [85, 86, 87]. In addition, also the first studies on multi-orbital systems has been performed [88, 89]. Interestingly, beyond the control with laser pulses in the optical regime, [90, 91, 89] also discuss the control by THz electric field fields and transients, which suggest new opportunities for non-linear spin responses to THz pulses [92, 93, 94], involving both the electric and the magnetic field of the THz pulse. For the manipulation of magnetic order, it will be very interesting to further study the influence of competing exchange interactions for the cooling by perturbations of exchange interactions. This potentially can lead to very efficient cooling strategies, since the exchange fields are much stronger than conventional external magnetic fields, suggesting high potential for magnetic refrigeration applications [95]. Finally, it will be very interesting to go beyond the limitations of the harmonic magnon theory and the exact diagonalization to characterize and further explore the regime of coherent longitudinal spin dynamics, which keeps great promise for finding new physical phenomena in the short-time dynamics of macroscopic magnetic order out of equilibrium.
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