Untangling the piRNA Pathway in the Arbovirus Vector Mosquito
*Aedes aegypti*

Pascal Miesen
Female *Aedes aegypti* mosquito crawling through ‘The One Ring’ that symbolizes the ping-pong amplification loop, a central mechanism in the process of piRNA production. The text on the ring says: “In *Aedes aegypti* mosquitoes the ping-pong amplification loop generates PIWI-interacting RNAs from the RNA of arboviruses.” Inspired by the review article ‘One Loop to Rule Them All: The Ping-Pong Cycle and piRNA-Guided Silencing’ by B. Czech and G.J. Hannon.

J.R.R. Tolkien - The Lord of the Rings
Untangling the piRNA Pathway in the Arbovirus Vector Mosquito *Aedes aegypti*

Proefschrift

ter verkrijging van de graad van doctor aan de Radboud Universiteit Nijmegen
op gezag van de rector magnificus prof. dr. J.H.J.M. van Krieken,
volgens besluit van het college van decanen in het openbaar te verdedigen op vrijdag 15 september 2017
om 10.30 uur precies

doord

**Pascal Miesen**
geboren op 3 juni 1987
te Goch (Duitsland)
Promotor: Prof. dr. Robert W. Sauerwein
Copromotor: Dr. Ronald P. van Rij
Manuscriptcommissie:
- Prof. dr. Gert Jan C. Veenstra (voorzitter)
- Prof. dr. Martijn A. Huynen
- Prof. dr. René F. Ketting (Johannes Gutenberg Universiteit Mainz, Duitsland)
Untangling the piRNA Pathway in the Arbovirus Vector Mosquito Anedes aegypti

Doctoral Thesis

to obtain the degree of doctor
from Radboud University Nijmegen
on the authority of the Rector Magnificus
prof. dr. J.H.J.M. van Krieken,
according to the decision of the Council of Deans
to be defended in public on Friday, September 15, 2017
at 10.30 hours

by

Pascal Miesen
Born on June 3, 1987
in Goch (Germany)
Supervisor: Prof. dr. Robert W. Sauerwein
Co-supervisor: Dr. Ronald P. van Rij

Doctoral Thesis Committee: Prof. dr. Gert Jan C. Veenstra (chairman)
Prof. dr. Martijn A. Huynen
Prof. dr. René F. Ketting (Johannes Gutenberg University Mainz, Germany)
Prelude

Every organism living on this planet, ranging from unicellular bacteria and archaea to multicellular species including plants, fungi, and animals, can be infected by viruses. Viruses are sub-light microscopic infectious agents usually not bigger than a few hundred nanometers. Although variable in their morphology, the principle makeup of viruses usually adheres to a simple blueprint: All viruses have a nucleic acid-based genome surrounded by a protein shell (the capsid) and, in some cases, an additional membranous envelope. The virus genome contains all the information required to produce viral proteins that are needed to copy the genetic material (non-structural proteins) and to build new virus particles (structural proteins). Yet, viruses cannot proliferate autonomously but rely on additional resources that they hijack from infected host cells. The dependency on external means creates two fundamental needs that must be met to allow continuous conveyance of viral genetic information. First, viruses need to enter host cells, reshape the cellular environment, and repurpose available resources to efficiently replicate their own genetic material. Secondly, viruses continuously need to transfer their genetic information to new hosts before their current one succumbs to the potentially harmful infection or dies of other causes.

Host-to-host transmission is especially challenging for viruses that infect the tissues of multicellular organisms that are not directly exposed to the exterior environment. Therefore, viruses have adopted many strategies to cross the barrier from one host to the other. Common transmission routes of human viruses for example include i) respiratory droplets that are expelled from an infected individual and can be inhaled by a naïve host (air-borne transmission), ii) contact with or consumption of contaminated food or water, iii) contact with body fluids of infected individuals such as blood, saliva, semen or mucosal fluids, iv) infection of the unborn offspring with viruses circulating in the mother (vertical transmission), or v) contact with infected invertebrate animals that serve as vectors in the viral life cycle (vector-borne transmission).

Viruses that rely on insect vectors for their transmission are generally known as arthropod-borne viruses or shortly arboviruses. Their life cycle is particularly interesting since these viruses need to replicate in both vertebrate and invertebrate hosts and therefore continuously encounter two entirely different cellular environments. In addition, they are again and again challenged by two distinct types of immune systems. The ability to overcome antiviral defense strategies in both vertebrate hosts and insect vectors is key to successful arbovirus transmission. Currently, however, we know only little about the pathways that shape antiviral immunity in insects. This thesis describes the piRNA pathway as a new component of the immune system of *Aedes aegypti*, an important vector mosquito of many human arboviruses. Personally, I am intrigued by yet another small RNA based pathway that has made it to the battle between viruses and their hosts and I am delighted that I was given the opportunity to help unraveling the molecular mechanisms that underlie its actions.

Pascal Miesen
Nijmegen, March 2017
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Chapter 1

General Introduction and Outline of the Thesis
INTRODUCTION

The emergence and re-emergence of arthropod-borne viruses (arboviruses) is considered one of the major health concerns of the 21st century (1). Dengue virus, the most prevalent human arbovirus, alone is estimated to cause 100 million infections annually and almost half of the human population worldwide lives at risk of being infected with dengue (2). Outbreaks of chikungunya virus in La Réunion (2005-2006) and the Americas (2013-2014) have caused more than 250,000 and 1 million apparent cases, respectively (3, 4) and the recent 2015-2016 epidemics of Zika virus was estimated to have caused between 440,000 and 1,300,000 infections in Brazil in 2015 alone (5). Recently, arbovirus infections have increased in incidence also in areas outside of tropical and sub-tropical climate, a development that is largely attributed to the invasion of new territories by relevant vector mosquitoes (6). In the last two decades, locally transmitted cases of arboviral diseases have repeatedly been reported in Europe and the United States (7-10).

Currently, specific antivirals or vaccines are not available for most arboviruses including dengue, chikungunya, and Zika and avoiding mosquito bites is considered the most effective strategy to prevent these arboviral diseases. Vector control measures like installation of bed and window nets, use of mosquito repellents, and distribution of insecticides close to human dwellings are currently the most important prevention methods (11). In the future, targeted intervention strategies may include a more direct interference with arbovirus growth in mosquito vectors, thereby limiting its transmission to human hosts. However, we are currently lacking in-depth knowledge about the genetic factors that influence arbovirus replication in mosquitoes.

In this general introduction, I will specifically discuss factors that determine arbovirus transmission. A special emphasis will be given to antiviral immune pathways, in particular small RNA-mediated silencing pathways. I will present in more detail the three major small RNA silencing pathways that exist in animal species: the small interfering RNA, the microRNA, and the PIWI-interacting RNA pathway. I will describe the mechanisms that underlie small RNA biogenesis and summarize the most important functions of the distinct pathways. Special attention will be given to the biogenesis and function of PIWI-interacting RNAs, which will be the major topic of this thesis. For each of the pathways, I will highlight the contributions that they make to the molecular interaction network of arboviruses and their mosquito vectors. Finally, I will provide a short outline of the thesis that summarizes the findings of the work presented.

Arbovirus – mosquito interactions

The term arbovirus refers to the requirement of an insect vector for viral transmission and does not reflect a taxonomical classification. Common insect vectors are ticks, sandflies, and, most importantly, blood-feeding mosquitoes. The most prevalent mosquito-borne
human and livestock arboviruses are members of the Flaviviridae (e.g. dengue, yellow fever, Zika, and West Nile virus), Togaviridae (e.g. chikungunya and Sindbis virus) and Bunyaviridae (e.g. Rift Valley fever and La Crosse encephalitis virus) (12). Transmission of these viruses occurs through biting mosquitoes, almost exclusively from the Aedes and Culex genera. In contrast, Anopheles mosquitoes, which are the major vector for malaria parasites, have hitherto only been reported to transmit a single arbovirus, O’nyong-nyong virus, a member of the Togaviridae family (13). Female Aedes aegypti (yellow fever mosquito) and/or Aedes albopictus (Asian tiger mosquito) mosquitoes are the principal vectors for the most important human arboviruses. Both Ae. aegypti and Ae. albopictus occur widespread in tropical and subtropical regions of central and Latin America, sub-Saharan Africa, south-east Asia and Oceania. Furthermore, a global rise in average temperatures has allowed their invasion into the southern parts of North America and Europe (6). Ae. albopictus in particular is now endemic in more temperate climates largely because of its tolerance towards habitats with cooler ambient temperatures and the ability to produce eggs that can hibernate in a dormancy state (14). In addition, global travel and trade have aided the rapid spread of these important vector mosquitoes worldwide (15).

Local transmission of arboviruses is favored by factors that promote a frequent encounter of infected mosquito vectors and vertebrate hosts. High densities of human and domestic animal populations in urban and sub-urban areas facilitate arbovirus transmission (16) and in addition, the availability of uncovered fresh water reservoirs in these neighborhoods serve as attractive breeding grounds for vector mosquitoes (17). Besides the proximity of mosquito habitats to human dwellings, arbovirus transmission is largely affected by the behavior of the vectoring mosquito. Both Ae. aegypti and Ae. albopictus mosquitoes have an aggressive biting behavior and are active during day time, dusk, and dawn (18, 19). The importance of especially Ae. aegypti as arbovirus vector can further be attributed to its strong preference to feed on human (anthropophilia) and to live indoors (20).

Mosquito-borne viruses can be transmitted in an enzootic/sylvatic cycle in which amplification of the virus generally takes place in wild animals (21). Occasionally, blood feeding of infected mosquitoes on humans leads to an infection and the onset of an arboviral disease. Yet, humans are generally dead-end hosts since viral titers in the blood are not sufficiently high to allow infection of a naive mosquito (21, 22). For example, West Nile virus usually circulates between Culex mosquitoes and wild birds (23, 24). Occasional infections of human hosts are mostly asymptomatic or lead to a febrile disease (West Nile fever) but can also cause severe encephalitis sometimes with fatal progression (24, 25). However, vector-mediated human-to-human transmission of West Nile virus has not been reported (22). In contrast, major human arboviruses such as dengue, Zika and chikungunya virus are transmitted in an urban epidemic cycle in which anthropophilic Aedes mosquitoes transmit the virus directly from an infected individual to a naive human host (21, 22, 26).
A prerequisite for efficient arbovirus transmission by mosquitoes is the presence of high levels of viral particles in the mosquito saliva. To achieve this, arboviruses need to overcome several anatomical and immunological barriers (27). After ingestion in a blood meal, arboviruses need to infect the epithelial cells that line the mosquito midgut and then egress from these at the baso-lateral side. These barriers are referred to as midgut infection and midgut escape barriers. Next, arboviruses disseminate to various secondary tissues outside of the midgut where virus proliferation can occur. Ultimately, the virus needs to infect the salivary glands from which newly produced viral particles are released into the salivary ducts (salivary gland infection and escape barriers) (28). Mosquitoes that efficiently take up viral particles from a blood meal, support virus replication in secondary organs, and horizontally transmit the virus to a naive host are considered competent vectors (22, 27). In addition to anatomical barriers, vector competence is shaped by genetic factors and immunological responses to virus infection. For example, a single amino acid substitution in the chikungunya E1 envelope protein was linked to enhanced infectivity in *Ae. albopictus* (29). Whereas normally transmitted by *Ae. aegypti*, enhanced vector competence of *Ae. albopictus* likely caused the onset of the 2005-2006 chikungunya epidemics on La Réunion island where *Ae. albopictus* but not *Ae. aegypti* is endemic (29).

Antiviral immune responses impede or prevent the ability of a virus to overcome midgut or salivary gland infection and escape barriers and may therefore reduce the competence of arboviral vector mosquitoes. Signaling pathways such as Toll, IMD and Jak-Stat are triggered by pathogen-associated molecular patterns and induce cellular responses that restrict virus replication or minimize infection-mediated damage (30, 31). Yet, a key role in antiviral immunity in insects has been attributed to small RNA-mediates silencing pathways, which will be discussed in the following section.

**Small silencing RNA pathways**

The seminal discovery by Andrew Fire and Craig Mello that double-stranded RNA triggers a potent gene silencing response in the nematode *Caenorhabditis elegans* has revolutionized our understanding of post-transcriptional regulation of gene expression (32). Research of the last decades has delineated the underlying mechanism called RNA interference (RNAi) and shown that it acts, in various flavors, in all eukaryotes (33). The key concept of RNAi and related pathways is the association of single stranded small RNAs to a protein of the Argonaute superfamily (34, 35). Based on phylogeny, this protein family can be divided into two major sub-families, the Argonaute (AGO) proteins and the P-element induced wimpy testis (PIWI) proteins (36). To prevent ambiguity between Argonaute superfamily and sub-clade, I will use the capitalized abbreviation ‘AGO’ specifically for the subfamily and ‘Argonaute’ for the superfamily including PIWI proteins.
The molecular structure of Argonaute proteins is comprised of, from N to C terminus, an N domain followed by a PAZ domain and a MID and PIWI domain module (Figure 1A) (37-39). The associated small RNA is anchored at its first nucleotide in a pocket formed at the interface of the MID and PIWI domains (40) and at the 3' terminus in the PAZ domain (Figure 1B) (41, 42). Small RNAs are approximately 20 to 30 nt in size and program Argonaute proteins to recognize target RNAs via classical Watson-Crick base pairing. Eventually, the interaction with the Argonaute protein results in silencing of the targeted transcript.

In animals three small RNA-mediated gene silencing pathways exist: the small interfering RNA (siRNA), the microRNA (miRNA) and the PIWI-interacting RNA (piRNA) pathway (33). Whereas all of these adhere to the general concept of small silencing RNA pathways, they diverge in several important details including i) the substrate for production of the small RNAs, ii) the protein complexes involved in small RNA biogenesis and gene silencing, iii) the mode of gene silencing, and iv) the nature of targeted transcripts. Below, these specific aspects of siRNA, miRNA, and piRNA biogenesis and function in insects will be discussed.

**Figure 1. Argonaute proteins are at the heart of small RNA silencing pathways.** (A) Schematic representation of the domain organization of eukaryotic Argonaute proteins and the conserved residues required for slicer activity. (B) Crystal structure of human Ago2 in association with a guide RNA and a target RNA base pairing from nucleotides 2 to 8. Protein domains are colored in accordance to the scheme in A. The structure was determined by Schirle and colleagues (240) and the published PDB file (4W5Q) was edited in Yasara View (241). (C) Schematic representation of target slicing by Argonaute proteins.
The siRNA pathway: biogenesis and functions in insects

The classical RNAi mechanism, uncovered by Fire and Mello (32), is triggered by the presence of double stranded RNA (dsRNA) in the cytoplasm. This initiates a series of processing steps resulting in the production of siRNAs that associate with an Argonaute protein (Figure 2). In *Drosophila melanogaster* (fruit fly), the RNase III enzyme Dicer-2 (Dcr-2) recognizes cytoplasmic dsRNA and cleaves it into 21 nucleotides (nt) siRNA duplexes with a characteristic 2 nt overhang at the 3’ ends of both RNA strands (43-46). One of the two strands (the guide strand) is selectively incorporated into the RNA-induced silencing complex (RISC) with its catalytic core the AGO protein Argonaute-2 (Ago-2). The complementary strand (the passenger strand) is degraded in a process that requires Ago2 and the endonuclease Component 3 Promoter of RISC (C3PO) (47-50). Selection of guide and passenger strand is a non-stochastic process and involves the activity of the Dcr2 co-factor R2D2 (51, 52). R2D2 probes the thermodynamic stability of the siRNA duplex and binds the more stable 5’ end eventually defining the passenger strand. Dcr2 selects the opposite strand that will finally be loaded as guide strand into the Ago2-containing RISC complex (53). Dcr2-processing and RISC loading is further promoted by the activity of additional co-factors including the dsRNA binding protein Loquacious isoform PD (Loqs-PD), Arsenic resistance protein2 (Ars2) and heat shock proteins (54-57). These proteins enhance siRNA biogenesis by stabilizing the RNA-protein complexes or facilitating conformational changes during RISC loading. After the guide strand is stably bound by Ago2, it is 2’-O-methylated at the ribose of the 3’terminal nucleotide by the RNA methyl-transferase DmHen1 finalizing the maturation of siRNA-loaded RISC (58).

Ago2-bound siRNAs recognize target RNAs via Watson-Crick base pairing and usually complementarity is required across the entire length of the siRNA/target duplex for efficient target silencing. An exception is the first nucleotide of the siRNA, which is not involved in target recognition as it is locked in a pocket of the Ago2 MID/PIWI domain (40). Upon formation of the siRNA/target RNA duplex, Ago2 cleaves the target RNA between nucleotide ten and eleven counting from the 5’ end of the siRNA (Figure 1C) (44, 45, 47, 59). This small RNA mediated endonuclease activity (slicing) requires the catalytic DEDX (where X is D or H) tetrad present in the PIWI domain of Argonaute proteins (Figure 1A) (60, 61). This motif is conserved amongst slicing-competent Argonaute proteins; nonetheless it is not sufficient for slicing activity since some slicing-incompetent Argonaute proteins still contain the catalytic tetrad (62). After cleavage of the target RNA, the slicing products are generally quickly degraded by cellular ribonucleases (63).

Endogenous sources of dsRNA are either long inverted repeats that fold into perfectly complementary hairpins or transcripts that are derived from convergent transcription. Also gene-pseudogene pairs as well as transposons are potential sources of dsRNA when they express transcripts with full or partial complementarity (Figure 2). These genome-
encoded dsRNA molecules are (endo-siRNA) that have been implicated in transposon control and anecdotally in the regulation of gene expression (64-68). Interestingly, the *Drosophila* Ago2 transcript itself is a prominent source of endo-siRNAs indicating auto-regulation of the core RNAi protein (69). Yet, dsRNA is usually not very abundant in healthy cells and the siRNA pathway has mostly been described as a defense mechanism against foreign dsRNA sources, primarily of viral origin (70). Recognition of dsRNA as danger signal is a remarkable strategy, since the replication of almost all viruses does, at some point, lead to the production of dsRNA (71, 72). Therefore, the antiviral RNAi mechanism is broadly active against a large number of RNA and DNA viruses. The most prominent viral dsRNA sources are i) the genomes of dsRNA viruses, ii) the replication intermediates of positive (+) and negative (-) single stranded RNA viruses, iii) long fold-back structures in viral RNA, and iv) convergent transcripts from the gene-dense genomes of DNA viruses (Figure 2) (73). Akin to endo-siRNA production, Dcr2 recognizes and cleaves these viral dsRNA molecules into 21 nt viral (v)siRNAs, which are then loaded into Ago2-containing RISC complexes (70, 74-76). Interestingly, whereas siRNAs produced from experimentally administered dsRNA rely on both Dcr2 co-factors R2D2 and Loqs-PD (54), viral siRNA biogenesis in *Drosophila* can occur in the absence of Loqs-PD (77). While this differential requirement of Loqs-PD indicates that cells can distinguish the origin of dsRNA molecules, it is currently unclear which molecular mechanisms underlie this phenomenon. Upon loading with vsiRNAs, RISC is programmed to specifically recognize and slice viral RNA present in infected cells (78). Potent antiviral immunity in flies requires a state of systemic antiviral immunity, which is achieved by spread of the RNAi signal to non-infected cells (79).

Insect viruses are not defenseless against the activity of the RNAi pathway; many have developed strategies to antagonize the production or activity of vsiRNAs by expressing viral suppressors of RNAi (VSR) (73, 80, 81). These mostly multifunctional proteins can interfere with the RNAi pathway at various steps for instance by sequestering dsRNA precursors or vsiRNAs to prevent Dcr2 activity or inhibiting Ago2 function through direct interaction with the RISC complex. The fact that viruses, which normally strive to reduce genome size to a minimum, devote genomic space to VSRs only underscores the importance of the RNAi pathway as a potent antiviral mechanism.

**The siRNA pathway: implications for arbovirus-mosquito interactions**

Similar to *Drosophila*, RNAi acts as a major anti-arboviral immune pathway in mosquitoes (82) and vsiRNA can be readily detected upon infection with arboviruses from different virus families (73). The majority of arboviruses are RNA viruses with a positive (Flaviviridae, Togaviridae) or negative single stranded RNA genome (Bunyaviridae, Rhabdoviridae) (12). The predominant source of vsiRNAs derived from these viruses is the double-stranded replication intermediate that is invariably formed when genomic
strands are copied from an antigenomic template and vice versa. As a consequence, inactivation of the major RNAi pathway components Dcr2 or Ago2 results in enhanced virus replication of major human arboviruses including dengue (83), chikungunya (84) and yellow fever (85) virus. In addition, viral siRNAs have been sequenced upon infection of mosquitoes and mosquito cells with West-Nile (86), Sindbis (87), O’nyong-nyong (88), Semliki-Forest (89), Rift Valley (90), La Crosse (91) and Bunyamwera virus (92) indicating that RNAi also acts against these arboviruses. In *Anopheles gambiae*, Dicer-2 knockdown and Ago-2 knockdown did not result in higher levels of O’nyong-nyong virus (*Alphavirus* genus, *Togaviridae* family) in the midgut, suggesting that RNAi

---

**Figure 2. The siRNA pathway in *Drosophila melanogaster*.**
acts antiviral mainly after dissemination of the virus to secondary organs (93). In *Ae. aegypti*, however, silencing of RNAi genes did result in elevated levels of Sindbis virus (*Alphavirus* genus, *Togaviridae* family) in the midgut (94, 95). In addition, artificially induced production of dsRNA targeting dengue virus in *Ae. aegypti* mosquitoes is active in midgut epithelial cells (96). Whether these discrepant findings in *An. gambiae* and *Ae. aegypti* are of technical nature or reflect differences in the activity of midgut RNAi in the two species requires additional investigation. Also, it is currently unclear whether initial infection of midgut epithelial cells can trigger a systemic antiviral response and spread of the RNAi signal to secondary tissues like in *Drosophila* (79).

Arboviruses generally cause persistent infections in their mosquito host and do not cause lethality. It has been suggested that targeting by siRNAs contributes to keeping arboviral replication below a pathogenic level. In line with this hypothesis, expression of some VSRs by recombinant Sindbis viruses enhances viral pathogenicity and causes severe mortality in infected *Aedes* mosquitoes (85, 87). Nevertheless, especially for slowly replicating arboviruses interference with RNAi could be less detrimental or even required to allow efficient replication (97). VSRs have been suggested for the NSs proteins of two orthobunyavirus (98, 99), the NS4B protein of dengue (100), and the capsid proteins of yellow fever and other flaviviruses including Zika, dengue and West Nile virus (85). In addition to these viral proteins acting as VSRs, non-coding RNAs produced from the 3’ untranslated region (UTR) of flaviviruses, called subgenomic flavivirus (sf)RNAs (101), have been attributed to inhibition of RNAi during dengue and West-Nile virus infections (102, 103). However, for most of these putative VSRs the molecular mechanism underlying inhibition of RNAi during an infection in adult mosquitoes awaits further elucidation.

The miRNA pathway: biogenesis and function

miRNAs are an independent class of small RNAs that is present across plant and animal species, protists and even viruses (33). The biogenesis of animal miRNAs (Figure 3) resembles the RNAi pathway in many aspects but there are also clear differences. One of the most striking dissimilarities is the origin of the precursor RNA. miRNAs are processed from genome-encoded hairpins that are transcribed by RNA polymerase II and, far less frequently, by RNA polymerase III (104-106). These so-called pri-miRNA transcripts are located in various genomic contexts including intergenic regions, intronic sequences of protein coding and non-coding transcripts, and, less common, within exons (107-109). They can be transcribed as part of the (non-) coding transcript they reside in or as independent transcription unit (107). Pri-miRNAs are typically a few kilobase (kb) in length (108) and harbor either a single or multiple local stem loop structures that undergo a series of maturation steps to generate an AGO-associated miRNA (107). These stem loops are approximately 90 nt long and consist of two imperfectly base pairing...
arms separated by a single-stranded loop region (110). In the nucleus they are released from the pri-miRNA transcript by the Microprocessor complex, which consists of the RNase-III enzyme Drosha and its co-factor Pasha (111-115). Endonucleolytic cleavage by Drosha near the base of the hairpin produces the so-called precursor miRNA (pre-miRNA), a ~70 nt small RNA hairpin with a two-nucleotide overhang at the 3’ end, indicative of RNase-III processing (115). Subsequently, the pre-miRNA is exported from the nucleus via the Ran-GTP dependent nuclear exporter Exportin-5 (116-119).

In the cytoplasm, another RNase-III enzyme, Dicer-1, in complex with the PB isoform of Loqs cleaves off the loop of the pre-miRNA resulting in an RNA duplex with two-nucleotide overhangs at both 3’ ends (43, 120, 121). One of the two strands...
is selectively incorporated into the Argonaute-1 containing miRNA induced silencing complex (miRISC) (122, 123). The strand selection is thought to be primarily based on the thermodynamic properties of the duplex; usually the strand with the weaker stability at its 5′ end is incorporated into Ago1 (124, 125). The opposite strand, which in the early miRNA literature was termed miRNA*, is generally not stabilized and quickly degraded. Yet, this dogmatic view on miRNA strand selection has been challenged by small RNA deep-sequencing studies that identified presumable miRNA* sequences associated to Ago1 (126-128). Therefore, miRNAs are currently designated as ‘5p’ or ‘3p’ depending on the arm of the pre-miRNA they are derived from. In some cases the preferential incorporation of either the 5p or 3p miRNA is differentially regulated between different species, distinct cell and tissue types, during development, or as response to infections (129-133). Besides the canonical biogenesis, miRNAs are generated by several alternative pathways that bypass Microprocessor and/or Dicer processing (134-143).

Invariantly, the canonical and alternative pathways result in an miRNA-loaded Ago1 complex. This complex is guided by its associated miRNA to complementary target sites typically located in the 3′ UTR of messenger (m)RNAs (144). In contrast to siRNAs, miRNA targeting does not require base-pairing of the entire small RNA. Instead, partial target recognition by a short nucleotide stretch at the miRNA 5′ end (position 2-8), the so-called seed sequence, accompanied with various degree of base-pairing at the 3′ end is sufficient for gene silencing (144). Whereas siRNAs generally cause slicing of the target RNA, miRNAs exert gene silencing via translational repression, de-adenylation and promotion of enhanced mRNA decay (144-146). The majority of mRNAs is estimated to be regulated by miRNA (147). Therefore, post-transcriptional regulation by miRNAs is implicated in almost all biological processes ranging from cell proliferation, differentiation and apoptosis to regulation of cellular homeostasis and immune responses.

The miRNA pathway: implications for arbovirus-mosquito interactions

Arbovirus infection may interact with the mosquito miRNA machinery in two conceptually distinct ways: i) Arboviruses may encode their own miRNAs that are dependent on canonical or alternative miRNA biogenesis machineries. ii) The host miRNA profile may change as a consequence of arboviral infections, either because viruses actively modulate miRNA levels or because the host induces miRNA expression changes as part of the immune response.

Expression of virus-encoded miRNAs is a common strategy for a large number of viruses with DNA genomes such as herpesviruses (148). In contrast, miRNA expression from RNA viruses has been an issue of debate and to date only few convincing examples have been described. For example, the retrovirus bovine leukemia virus (BVL) encodes a cluster of miRNAs that is transcribed in the nucleus by RNA polymeraseII from the integrated viral sequence (149). Therefore expression of the miRNAs does not
lead to the destruction of viral genomic RNA. In contrast, miRNA processing from cytoplasmic RNA viruses inevitably consumes viral RNA that will consequentially not be available for replication or translation of viral proteins. In addition, miRNA biogenesis from RNA viruses that do not replicate in the nucleus was doubted, because cytoplasmic RNAs would not have access to the Microprocessor required for release of pre-miRNAs. However, an artificial microRNA is released from recombinant Sindbis virus in mammalian cells by cytoplasmic Microprocessor (150). Interestingly, the core component of the microprocessor, Drosha, was redistributed to the cytoplasm upon Sindbis infection, without affecting cellular miRNA profiles. In addition, artificial introduction of a herpes virus miRNAs into tick-borne encephalitis virus (genus Flavivirus, family Flaviviridae) did not severely impact virus expression despite efficient production of mature miRNA molecules (151). These studies indicate that miRNA processing from cytoplasmic RNA viruses is principally possible with no or little impairment of virus replication. Infection of insect cells with West Nile virus Kunjin strain results in the production of a microRNA-like small RNA from the viral 3’ UTR, most likely from the subgenomic sRNA (152). The small RNA binds and up-regulates the expression of host GATA4 transcripts and was proposed to enhance West-Nile virus replication. Similarly, microRNA-like small RNAs were suggested to be generated from the UTR sequences of dengue, but the biological relevance of their production is still an issue of debate (153-155).

Besides encoding their own miRNAs, arboviruses may influence the expression pattern of cellular miRNAs in infected mosquitoes. Host miRNA expression changes have been reported both in Ae. aegypti and Ae. albopictus mosquitoes after infection with dengue virus (156-158). Similarly, infections of various insect cell lines with major human arboviruses resulted in modulation of cellular miRNA levels (159-162). However, in most of these studies no cellular or viral targets were identified, leaving the question unaddressed if and how differential miRNA expression influences virus replication. Moreover, dengue virus was also reported to alter the processing of miRNA isoforms. Distinct post-transcriptional modifications of mature microRNAs as well as arm-switching events have been observed (132) in adult Ae. aegypti as a consequence of dengue infection. Also in this study, the biological relevance of these changes remains to be experimentally established.

The piRNA pathway in insects

piRNAs are the most recently discovered class of animal small RNAs. Their biogenesis mechanism differs from siRNA and miRNA production in three crucial aspects: i) whereas siRNAs and miRNAs are derived from precursors that are, at least partially, double stranded, the piRNA substrate is single stranded RNA. ii) piRNA biogenesis is independent of processing by RNase-III enzymes. iii) Whereas siRNAs and miRNAs associate with AGO proteins, piRNA bind PIWI proteins of the Argonaute superfamily
(163, 164). Given the central role of piRNA biogenesis and function in this thesis, I will discuss this pathway in greater detail below. Since most of our knowledge of this pathway in insects comes from studies in *D. melanogaster* or *Bombyx mori* (silk worm), I will focus this introduction on these two model systems.

**The piRNA pathway**

The piRNA pathway has initially been discovered as the primary defense mechanism against transposable elements, also shortly known as transposons (165). Transposons are mobile, genetic elements that translocate through the host genome either by a cut-and-paste or by a copy-and-paste mechanism. Mutations as a consequence of random transposon integrations can be detrimental for the integrity of the genome. Moreover, transposition events lead to dsDNA breaks, which result in stalling of cell cycle progression due to the activation of the checkpoint kinase 2 (Chk2) DNA damage response (166). In animal gonads, the piRNA pathway suppresses the activation of transposable elements by posttranscriptional gene silencing and by epigenetic inhibition of transposon transcription (163, 164). As a consequence, loss of piRNA function results in de-repression of transposable elements, Chk2-mediated cell cycle arrest, and defects in germline development (166). Yet, defects in germline development may also be independent from transposon surveillance since certain piRNA pathway mutants cause transposon de-repression without affecting gametogenesis (167). Therefore, how exactly transposon silencing and germ cells maintenance are interconnected is not yet fully understood.

A complex machinery with numerous co-factors is required for the biogenesis of piRNAs. In *Drosophila*, a primary biogenesis pathway produces piRNAs from dedicated genomic loci termed piRNA cluster (168). A secondary pathway, named the ping-pong cycle, specifically amplifies those piRNAs that recognize transcripts of active transposable elements (168, 169).

**Definition of piRNA producing loci and piRNA precursor transcription**

Mapping of unique piRNA sequences to the *Drosophila* genome identified discrete genomic regions from which most of these small RNAs were derived (168). These piRNA clusters were identified to be rich in remnants of various types of transposable elements (163, 168); hence they were denoted as ‘transposon graveyards’. piRNA clusters are often located close to or within heterochromatic regions (170) and although these are typically considered transcriptionally silent, piRNA clusters are actively transcribed (168, 171, 172). Importantly, piRNA clusters come in two flavors: uni-strand clusters and dual-strand clusters (Figure 4). Uni-strand piRNA clusters, such as the flamenco locus produce transcripts derived only from one genomic strand. These transcripts largely resemble canonical mRNAs; they are transcribed by RNA polymerase II from loci that contain histone 3 lysine 4 dimethylation (H3K4me2) marks at their promoters (173). In addition,
uni-strand piRNA precursor transcripts are 5’ capped, 3’ poly-adenylated, and spliced (173, 174). In contrast, dual-strand piRNA clusters are transcribed from both genomic strands and lack canonical marks of RNA polymerase II transcription. Their expression depends on the heterochromatin protein 1 (HP1) homolog Rhino that binds to histone 3 lysine 9 trimethylation (H3K9me3) marks (173, 175). Rhino recruits, via the adaptor protein Deadlock, Cutoff (Cuff), which binds to the 5’ end of nascent piRNA precursors and prevents capping and splicing of these transcripts (173, 175). Therefore, Cuff acts as an important marker protein that is thought to specifically license dual-strand piRNA cluster transcripts for piRNA biogenesis. Cuff does not bind to transcripts from uni-strand piRNA clusters and it is currently unknown how these are distinguished from regular mRNAs. Interestingly, introduction of RNA elements from the flamenco locus or the piRNA-generating gene traffic jam induce de novo piRNA biogenesis from an artificial reporter sequence (176, 177). It is, however, unclear whether the primary RNA sequence or secondary structures recruit the piRNA machinery. Nevertheless, these piRNA trigger sequences are strong candidates for the discrimination of uni-strand piRNA cluster transcripts from canonical mRNAs.

Primary piRNA biogenesis

In Drosophila, the PIWI proteins Piwi, Aubergine (Aub) and Argoanute 3 (Ago3) are expressed primarily in gonadal cells (164). In the fly ovary, all three proteins are located in the germline compartment; in addition Piwi is expressed in somatic follicle cells surrounding the ovary (171, 178). In these cells, only the primary biogenesis pathway is active and produces piRNAs exclusively from uni-strand clusters such as the flamenco locus (Figure 4). The flamenco transcript is approximately 180 kb in size and harbors remnants of transposons including the retrotransposons gypsy, idefix and ZAM (171, 172, 178). Most of the transposon insertions are oriented antisense to the direction of transcription. Therefore, piRNAs derived from the flamenco transcript are biased to target the mRNA of cognate transposable elements. In germ cells, both uni-strand cluster as well as dual-strand clusters, such as the 42AB locus, give rise to primary piRNAs that are eventually loaded into Piwi and Aub (171). Intriguingly, whereas transposons in dual-stranded clusters are inserted both in sense and antisense orientation, the corresponding primary piRNAs are still largely antisense towards transposon mRNAs (168). The mechanisms that enforce this bias of Piwi and Aub-bound piRNAs are still largely unclear.

In the last years, a number of genetic screens have identified proteins that are essential for primary piRNA biogenesis (179-182), but still the details of this process are largely obscure. The current model proposes that in somatic follicle cells, long piRNA precursor transcripts are exported to the cytoplasm where further piRNA maturation occurs in mitochondria-associated processing sites termed Yb bodies (Figure 4) (180, 183). In these
non-membranous RNA-protein granules, primary piRNA precursors are cleaved into intermediates by Zucchini (Zuc) (184, 185). In addition, the co-factors Minotaur and GasZ have been implicated in this process (179, 182, 186). The piRNA intermediates are loaded into Piwi and shortened to mature piRNA size either by downstream Zuc cleavage (187-190) or by trimming of the 3’ end by the exonuclease Nibbler (Nib) (191-193). In *Bombyx mori*, the 3’ end of primary piRNAs associated with the PIWI protein Siwi are matured via exonucleolytic trimming by PNLDC1 (38, 194-196).
in silkworms, piRNA maturation is finalized by 3’ end methylation mediated by Hen1 (58, 192, 195-197). Many additional proteins have been identified as important factors for primary piRNA biogenesis in somatic follicle cells, including the Tudor proteins Yb (180, 183, 198) and Vreteno (199, 200), the RNA helicase Armitage (180, 183) and the protein chaperones Heat-shock protein 90 (Hsp90) and its co-chaperones Hsp70/Hsp90 organizing protein (Hop), and Shutdown (201-203). These factors have been proposed to act as molecular scaffolds, to facilitate RNA-protein interactions, or to aid in the loading of PIWI proteins (163, 164).

In *Drosophila* germ cells piRNA biogenesis does not occur in Yb bodies; instead the piRNA machinery is concentrated in a perinuclear, non-membranous structure called ‘nuage’ (204) (Figure 4). Transfer of piRNA cluster transcripts from the nucleus to the nuage involves the DEAD-box helicase U2AF65-associated protein (UAP56) (175, 205). In the nuage, piRNA maturation depends on similar proteins as in somatic follicle cells. However, some piRNA biogenesis factors are unique to follicle or germline cells, indicating that the molecular mechanisms underlying primary piRNA biogenesis are partly different in these two compartments (164).

Primary piRNAs are largely antisense to transposon sequences and carry a distinctive nucleotide bias – a uridine at the first nucleotide position (‘1U bias’) (168, 169). This bias is at least partially caused by preferential binding of Piwi/Aub or Siwi to piRNA precursors that begin with a uridine (196, 206). In addition, *Drosophila* Zuc cleaves RNA primarily upstream of uridines, resulting in the production of 1U biased piRNA precursors (187, 188). To which extent binding preferences of PIWI proteins or precursor production by Zuc contribute to the 1U bias of primary piRNAs in different model organisms requires further investigation.

**Ping-pong amplification of piRNAs and phased piRNA production**

Upon loading with a primary piRNA, Piwi is imported into the nucleus where it exerts transcriptional silencing of transposable elements (207-212) (discussed below). In contrast, Aub resides in the nuage and initiates secondary piRNA biogenesis by the ping-pong loop (168, 169). This sophisticated feed-forward mechanism selectively amplifies from the immense pool of primary piRNAs those that have complementarity to mRNAs of active transposons. Reciprocal cleavage events of transposon sense and antisense RNAs by Aub and Ago3 are required for efficient piRNA amplification (Figure 5A). Aub loaded with a primary piRNA binds and slices complementary transposon mRNAs. As typical for Argonaute proteins, the slicing event occurs between nucleotide ten and eleven counted from the 5’ end of the piRNA (44, 45). Subsequently, the 3’ slicer products become the precursors for secondary piRNAs that are loaded into Ago3 (168, 169). Their 3’ end is defined by Zuc cleavage or Nib trimming (187-190, 193) and methylated by Hen1, akin to primary piRNA biogenesis (58, 192, 197). The mature Ago3 piRNA complex recognizes
Figure 5. The ping-pong amplification loop and piRNA phasing. (A) Schematic representation of secondary piRNA biogenesis in the *Drosophila* germline. The inner square shows an illustration of the ping-pong signature, hallmark of secondary piRNA production. (B) Illustration of piRNA amplification by the ping-pong loop (left) and piRNA phasing by successive Zuc cleavage events (right).
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and slices antisense transcripts and this cleavage event will generate the 5’ end of a new piRNA precursor that is identical to the one that initiated the amplification cycle (168, 169). This precursor will be loaded into Aub and matured to complete the ping-pong loop. Ago3-bound piRNAs have a bias for adenine at position 10 (‘10A bias’), which is partly due to the 1U bias of Aub-bound piRNAs. In addition, Aub has a preference to bind target RNAs that contain an adenine at the position opposite of the first nucleotide of the associated piRNA thereby enforcing the 10A bias (213). A ten nucleotide overlap between corresponding antisense and sense piRNAs and their distinct sequence biases, 1U and 10A respectively, are the hallmarks of piRNA amplification referred to as the ping-pong signature (Figure 5A).

The piRNA amplification machinery is assisted by a myriad of co-factors that are located in the nuage together with Aub and Ago3. Many of these belong to the class of TUDOR domain containing proteins (214). TUDOR domains interact with PIWI proteins via symmetrical and asymmetrical dimethyl arginines, post translational modifications that are deposited on PIWI proteins by the methyltransferase Capsuleen/PRMT5 (215, 216). Tudor, a protein with eleven TUDOR domains, serves as a molecular scaffold for Aub and Ago3 and is required for efficient ping-pong amplification (216). Qin/Kumo, another Tudor protein, is critical for recruiting Aub and Ago3 to the nuage (217) and loss of function of Qin/Kumo result in homotypic ping-pong amplification of piRNAs mediated by ineffective Aub:Aub interactions (218). In addition, the Tudor proteins Krimper, Tejas, Tapas and Spindle-E (Spn-E) and the DEAD box helicase Vasa are required for ping-pong amplification and defects in these proteins cause failure of secondary piRNA production (194, 204, 219-223).

In the Drosophila germline, piRNA amplification by Aub and Ago3 largely defines the population of piRNAs that associates with Piwi by a mechanism called piRNA phasing (187-190). In this process, the definition of 3’ ends of Aub-bound piRNAs by Zuc simultaneously generates the 5’ end of a downstream piRNA precursor that is loaded into Piwi (187, 188). Successive cleavage events mediated by Zuc will generate a trail of Piwi-associated phased piRNAs. Thus, whereas ping-pong amplification by Aub and Ago3 selectively amplifies two specific sequences, phased piRNA results in the diversification of the piRNA repertoire loaded into Piwi (Figure 5B). Qin/Kumo prevents Ago3-bound transcripts from entering piRNA phasing, which enforces the strong antisense bias of Piwi-loaded piRNAs in Drosophila germ cells (190). In line with this observation, 3’ ends of Ago3 bound piRNAs are mostly generated by Nib trimming, whereas Aub-bound piRNAs are predominantly matured by Zuc cleavage, potentially triggering piRNA phasing (193). In conclusion, the ping-pong loop selectively amplifies primary piRNAs complementary to active transposon mRNAs in the cytoplasm and it is the major determinant specifying the piRNA repertoire that engages in transcriptional silencing mediated by Piwi.
Transcriptional silencing of transposons

Upon translocation to the nucleus, Piwi induces transcriptional silencing of transposon loci (207-212). Depletion of Piwi enhances transposon transcription as evident by increased RNA polymerase II occupancy and elevated RNA levels. In addition, the heterochromatic H3K9me3 mark is decreased, strongly indicating that Piwi regulates transposon expression by establishing a repressive chromatin environment. A number of recent studies have identified players that are required for deposition of H3K9me3 marks at transposon loci including Asterix/DmGTSF1 (181, 224, 225), Maelstrom (207), and Panoramix/Silencio (226, 227). The coordinated action of these factors is required for the recruitment of the histone methyltransferase eggless and its co-factor Windei (226, 227). Binding of heterochromatin protein 1 (HP1) follows the establishment of H3K9me3 marks and HP1 is essential for transposon repression (211). Yet, H3K9me3 independent silencing of transposon by Piwi has also been reported (209).

Non-transposon-derived piRNAs

Transposable elements are not the exclusive source of piRNAs in the Drosophila germline. In fact, the first piRNAs found in Drosophila were derived from a repetitive pseudogene locus known as Suppressor of Stellate Su(Ste) (228, 229). Su(Ste)-derived piRNAs are essential for silencing of the repetitive Stellate genes in the male germline and failure to establish this piRNA-mediated repression causes male infertility (165). Unbiased deep sequencing of small RNAs in the Drosophila germline identified a broad population of genic piRNAs mostly derived from the 3' UTR (230). Amongst those, traffic jam is a prominent source of piRNAs, which have been proposed to regulate the gene expression of Fasciclin (231).

In silkworms, a single genic piRNA lies at the heart of sex-determination (232). Bombyx mori females have both a single copy of both a W and a Z chromosome whereas males have two Z chromosomes. Siwi-bound piRNAs are generated from a region called Feminizer (Fem), located on the female specific W chromosome. They target the gene Masculinizer (Masc) located on the Z chromosome. Masc is required for the production of a male-specific splice-isoform of the gene Bombyx mori doublesex (Bmdsx), which is a crucial factor for sex determination in silkworm. piRNA-mediated silencing of Masc results in the expression of the female splice isoform of Bmdsx, thus placing genic piRNAs central in the sex determination cascade.

The piRNA pathway – implications for arbovirus-mosquito interactions

Whereas in Drosophila siRNAs represent the only class of small RNAs produced from viral RNA, piRNAs with viral sequence (vpiRNAs) accumulate during arbovirus infection of Aedes mosquitoes. vpiRNAs were discovered upon infection with dengue (233,
234), chikungunya (235), Sindbis (91, 236) La Crosse (91, 236), Semliki forest (89) and Rift Valley fever virus (90). The presence of a typical ping-pong signature for some of these viruses suggests that a somatic piRNA amplification mechanism exists in mosquitoes. This is in sharp contrast to *Drosophila*, in which the ping-pong cycle is only present in germline cells (168, 169). Indeed, the PIWI gene family is expanded to eight members (Piwi1-7 and Ago3) in *Aedes* mosquitoes and some of these proteins are expressed in somatic tissue (237). Based on phylogeny, the expanded *Aedes* PIWI family can be subdivided into three clades: the Piwi1-4 clade, the Piwi5-7 clade and a clade that only contains Ago3 (238). Besides vpiRNAs, unusual genic piRNAs, not exclusively derived from 3’ UTR sequences, are generated in *Ae. aegypti* mosquitoes (239). It is likely, that PIWI gene duplication and expanded expression in somatic tissues has allowed the adaptation to new functions beyond transposon control in gonads. However, which of the *Aedes* PIWI proteins is involved in the biogenesis of piRNAs from different RNA sources (transposons, viruses, protein coding genes, non-coding transcripts) is completely unknown. An intriguing hypothesis is that PIWI protein complexes may have functionally specialized to generate piRNAs from these various substrates.

**OUTLINE OF THE THESIS**

Small silencing pathways are a crucial component of the interaction network between arboviruses and mosquitoes. The production of vpiRNAs in somatic tissues of *Aedes* mosquitoes provides strong evidence for the gain of additional functions of the piRNA pathway in addition to its canonical function in transposon defense. The aim of this thesis is to shed light on the biogenesis and regulatory functions of virus and host-derived piRNAs in the major arbovirus vector *Ae. aegypti*. In chapter 2, the PIWI protein repertoire required for Sindbis virus piRNA production is identified. I show that Piwi5 and Ago3 engage in the ping-pong amplification of vpiRNAs but that Piwi1 and Piwi6 are hardly involved in vpiRNA biogenesis. In contrast, all four PIWI proteins directly or indirectly contribute to the production of canonical transposon-derived piRNAs. This suggests that distinct PIWI protein complexes act in the recognition and/or processing of different sources of piRNA precursors. This idea is further supported by the findings presented in chapter 3, in which I show that vpiRNA biogenesis from dengue virus depends on Ago3, Piwi5 and to a lesser extent also on Piwi6. The additional requirement of Piwi6 underscores the functional diversification of PIWI proteins towards distinct classes of precursor RNAs. In this chapter, I also show that in *Ae. aegypti* cells miRNA responses to dengue infection are marginal. Furthermore, new host miRNAs are identified, complementing the repertoire of regulatory RNAs in *Ae. aegypti*. In chapter 4, the production of endogenous, non-transposon-derived piRNAs is investigated in greater detail. Numerous protein-coding genes give rise to piRNAs from the coding sequence. These piRNA-producing genes can roughly be divided into two major groups,
one that generates mostly primary piRNAs and one that produces piRNAs via the ping-pong loop in a Piwi5 and Ago3-dependent manner. Amongst the latter, I identify the replication-dependent histones, primarily histone H4 as a dominant source of piRNAs. **Chapter 5** focuses on the production of piRNAs from viral sequences integrated into the host genome, which are widespread in *Ae. aegypti* and *Ae. albopictus* but more scarce in *Culex* and *Anopheles* vector mosquitoes. These elements share sequence homology mostly with insect specific flavi and rhabdoviruses. They are enriched in piRNA clusters and give rise almost exclusively to primary piRNAs. **Chapter 6** describes the biogenesis and regulatory capacity of endogenous piRNA, derived from an ultra-conserved satellite DNA. Individual satellite piRNAs are highly abundant in mosquito cells and in *vivo*, they associate with Piwi4, and have strong targeting potential in *trans*. In **chapter 7**, the Tudor protein AAEL012441 is identified as an important co-factor for the production of secondary Sindbis virus piRNAs. AAEL012441 and the *Ae. aegypti* orthologs of Vasa and Yb assemble in a multi-protein complex around the ping-pong partners Ago3 and Piwi5 and likely facilitate secondary vpiRNA production. **Chapter 8** provides a general discussion on the biogenesis and functions of virus and mosquito-derived piRNAs. Finally, in **chapter 9** I discuss the involvement of miRNAs in virus-host interactions, which seem to play only a minor role during arbovirus infections, but may have profound effects on virus replication in other infection models.
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General Introduction and Outline of the Thesis

Distinct Sets of PIWI Proteins Produce Arbovirus and Transposon-Derived piRNAs in *Aedes aegypti* Mosquito Cells.

Pascal Miesen, Erika Girardi, Ronald P. van Rij

ABSTRACT
The PIWI-interacting RNA (piRNA) pathway is essential for transposon silencing in many model organisms. Its remarkable efficiency relies on a sophisticated amplification mechanism known as the ping-pong loop. In Alphavirus-infected Aedes mosquitoes, piRNAs with sequence features that suggest ping-pong-dependent biogenesis are produced from viral RNA. The PIWI family in Aedes mosquitoes is expanded when compared to other model organisms, raising the possibility that individual PIWI proteins have functionally diversified in these insects. Here, we show that Piwi5 and Ago3, but none of the other PIWI family members, are essential for piRNA biogenesis from Sindbis virus RNA in infected Aedes aegypti cells. In contrast, the production of piRNAs from transposons relies on a more versatile set of PIWI proteins, some of which do not contribute to viral piRNA biogenesis. These results indicate that functional specialization allows distinct mosquito PIWI proteins to process RNA from different endogenous and exogenous sources.

INTRODUCTION
In the animal kingdom, three major classes of small silencing RNAs exist: microRNAs (miRNAs), small interfering RNAs (siRNAs), and PIWI-interacting RNAs (piRNAs) (1). All of these function in the context of proteins from the Argonaute superfamily. siRNAs and miRNAs associate with the AGO clade, whereas piRNAs are bound by the PIWI clade of Argonaute proteins (2). The small RNAs guide these proteins to complementary RNA molecules, which typically results in sequence-dependent suppression of those targets. Some Argonaute proteins can cleave their target RNAs (slicer activity), which are then susceptible to degradation by cellular exonucleases (3). PIWI proteins, however, are an exception, since their cleavage products can be processed into new piRNAs (4-7).

In animals, the piRNA pathway is key to the protection of the genome against the activity of transposable elements (TEs) (8, 9). Still, our knowledge of piRNA biogenesis is incomplete and remains limited to a few model organisms. In the fruit fly Drosophila melanogaster, piRNA biogenesis involves two mechanisms: the primary processing pathway and a secondary amplification pathway, referred to as the ping-pong loop (10). The primary pathway generates from genomically encoded precursors a pool of primary piRNAs, which are loaded into the PIWI proteins Piwi and Aubergine (Aub) (4). From this initial piRNA collection, the ping-pong loop selectively amplifies Aub-bound piRNAs that recognize transcripts of active transposons (4, 5). The PIWI protein Ago3 engages in this sophisticated feed-forward mechanism along with Aub. Both proteins mutually produce the piRNA precursors for each other, since the 3' cleavage products generated by Aub can be transferred to Ago3 and vice versa (4, 5, 11, 12). Once loaded in a PIWI protein, piRNA precursors are further processed into mature piRNAs, which are 25-30 nt in size and contain a 2'-O-methyl group at their 3' terminal nucleotide (8).
Aub-bound piRNAs commonly start with a uridine (1U) and, since target slicing by PIWI proteins occurs between nucleotide ten and eleven, the complementary Ago3-bound piRNAs typically have a 10 nt overlap and contain an adenine at position ten (10A) (4, 5). This specific sequence signature is a hallmark of piRNAs that have been amplified by the ping-pong loop. piRNA amplification was initially thought to occur exclusively in germline tissues, but recently, piRNAs have been detected in somatic cells in several organisms, including various mosquito species (13-16).

Blood-sucking mosquitoes are crucial for the transmission of many arthropod-borne viruses (arboviruses). Intriguingly, infected mosquitoes generally do not show signs of pathology, suggesting that they possess efficient pathways to resist or tolerate virus infection (17). Key to antiviral immunity in insects is the RNA interference (RNAi) pathway with at its core 21 nt viral siRNAs (vsiRNAs) bound to Argonaute 2 (Ago2) (18, 19). These vsiRNAs are processed from viral double-stranded RNA (dsRNA), which accumulates in infected cells during the replication cycle of many viruses (20). Unexpectedly, besides vsiRNAs, we and others have recently cloned and sequenced viral small RNAs with the sequence signature of ping-pong-dependent piRNAs in somatic cells of infected Aedes mosquitoes and in cell lines derived from these insects (14, 15, 21-23). Still, the biogenesis and function of these viral piRNAs (vpiRNAs) are not well understood. Neither has their association with a PIWI protein been demonstrated, which would formally classify these viral small RNAs as PIWI interacting RNAs. Interestingly, whereas flies encode three PIWI proteins, the PIWI family is expanded to eight members (Piwi1-7 and Ago3) in Aedes aegypti. However, with the exception of Ago3, no 1:1 orthology exists between Aedes PIWI proteins and known piRNA biogenesis factors (24). Combined knockdown of all Aedes PIWI proteins abrogates vpiRNA biogenesis (21), but the contribution of the individual PIWI proteins to vpiRNA biogenesis in mosquitoes remains obscure.

The diversification of PIWI proteins and the accumulation of ping-pong-dependent vpiRNAs suggest that the PIWI pathway in mosquitoes has gained additional functions besides the repression of transposon activity. An exciting possibility is that the PIWI gene expansion has allowed functional specialization in producing piRNAs from different RNA sources. Here, we test this hypothesis making use of the piRNA competent Aedes aegypti Aag2 cell line. These cells produce Alphavirus-derived piRNAs with striking similarities to vpiRNAs in the adult mosquito (14). In addition, their PIWI protein repertoire strongly mimics the PIWI expression profile in somatic tissues of adult mosquitoes, as recently determined by RNA sequencing (25). Therefore, the Aag2 cell line is an accessible and relevant model system to investigate the molecular mechanisms of (viral) piRNA biogenesis in Aedes. Using this model, we identify Piwi5 and Ago3 as the core proteins of the mosquito ping-pong loop. During infection with Sindbis virus (SINV), the production of piRNAs of viral origin is almost exclusively dependent on ping-pong amplification by Piwi5 and Ago3, whereas the biogenesis of transposon-
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derived piRNAs is more versatile and involves additional members of the PIWI protein family. These data suggest that specialized arms of the mosquito PIWI pathway engage in piRNA biogenesis from endogenous or exogenous RNAs.

MATERIALS AND METHODS

Transfection and infection of Aag2 cells

For immunoprecipitation (IP) and immunofluorescence analyses (IFA), Aag2 cells were transfected with expression plasmids encoding individual PIWI proteins and, where indicated, infected with SINV at an MOI of 1 immediately after transfection. For knockdown experiments, Aag2 were transfected with dsRNA and re-transfected 48h after the first transfection to boost the knockdown. Where indicated, cells were then infected with SINV at an MOI of 1. Unless stated differently, samples were harvested 48h post infection. For a detailed description of the experimental procedure, the cloning of expression plasmids, cell culture conditions and virus production, see Supplemental data.

Northern blotting and qPCR

Small RNA northern blotting was performed using 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC; Sigma) crosslinking after size separation on polyacrylamide gels as detailed in (26). For high molecular weight northern blot, RNA was separated on agarose gels and crosslinked using UV irradiation. For quantitative RT-PCR (RT-qPCR), total RNA was RNase treated, reverse transcribed, and PCR amplified in the presence of SYBR green. For a detailed description of the experimental procedures, the sequences of the northern blot probes, and the qPCR primers, see Supplemental data.

Western blotting and Immunofluorescence analysis

For western blotting, proteins were separated on polyacrylamide gels, blotted to nitrocellulose membranes, and probed with the indicated antibodies. Immunofluorescence analyses were performed on paraformaldehyde-fixed and permeabilized Aag2 cells. For a detailed description of the experimental procedure and the antibodies, see Supplemental data.

Immunoprecipitation

Lysates from Aag2 cells expressing V5-3xFlag tagged PIWI proteins were pre-cleared with protein G agarose beads and then incubated with V5-agarose beads (Sigma). The immunoprecipitates were washed, and RNA was isolated from the beads for subsequent analyses. For a detailed description of the experimental procedure, see Supplemental data.
with protein G agarose beads and then incubated with V5-agarose beads (Sigma). The immunoprecipitates were washed, and RNA was isolated from the beads for subsequent analyses. For a detailed description of the experimental procedure, see Supplemental data.

**Cytoplasmic and nuclear fractionation**

Aag2 cells were lysed in cytoplasmic lysis buffer (25mM Tris HCl, pH 7.5, 50mM NaCl, 2mM EDTA, 0.5% NP40, 1x protease inhibitors) and the cytoplasmic fraction was separated from the nuclear pellet by centrifugation. The nuclear pellet was washed in cytoplasmic lysis buffer and lysed in 1x SDS PAGE loading buffer for protein analysis or Isol-RNA lysis reagent (5 PRIME) for RNA isolation. Similarly, 5x SDS PAGE loading buffer or Isol-RNA lysis reagent was added to the cytoplasmic fraction for further processing. Protein or RNA fractions representing an equal number of cells were loaded on gel for western or northern blot analyses, respectively.

**Preparation of small RNA libraries and bioinformatic analyses**

For the analysis of small RNAs in PIWI protein knockdown samples, small RNA libraries were prepared as previously described (27) and sequenced on an Illumina HiSeq 2500. The sequence data were analyzed with Galaxy (galaxyproject.org) (28). Reads were clipped from the adapter sequence and mapped with Bowtie, version 1.1.2 (29), to the SINV genome (pTE2J-3’GFP) or to the *Aedes aegypti* transposon database (http://tefam.biochem.vt.edu; sequences downloaded on April 10th, 2014). Size profiles of the small RNAs were obtained from all reads that mapped to these sequences with a maximum of one mismatch. Read counts were normalized to the size of the corresponding library and expressed as ‘% of library’. To analyze the genome distribution of vpiRNAs or vsiRNAs, the 5’ ends of the 25-30 nt or 21 nt SINV-mapping reads were plotted onto the viral genome. For plotting the genome distribution of vpiRNA reads from the PIWI IPs, the number of reads in the GFP-IP was subtracted from the PIWI-protein IP, to correct for background binding. When this corrected normalized read count was a negative value, it was set to zero. The overlap probability of viral piRNAs has been determined using the approach detailed in (30) using the small RNA signature tool available at the Mississippi Galaxy instance (mississippi.fr). Sequence logos were generated using WebLogo3.3 (31, 32) using the tool available at the Galaxy main server. For analyzing the number of piRNAs that map to individual transposons, only uniquely-mapping reads were taken into consideration. For each transposons, the piRNA enrichment upon PIWI knockdowns relative to the luciferase control knockdown was calculated and hierarchical clustering of the transposons was performed using Multiple experiment viewer (MEV version 4.8, Tm4) (33). Sequence data have been deposited in the NCBI Sequence Read Archive under accession number SRA188616.
RESULTS

Individual vpiRNAs are highly abundant in SINV-infected Aag2 cells

Previously, deep-sequencing of small RNAs in infected Aag2 cells identified vpiRNAs derived from SINV, a positive (+) strand RNA virus of the genus Alphavirus within the *Togaviridae* family (15). During SINV replication, the viral (+) RNA strand serves as a template for the production of negative (-) strand RNA, which in turn is a template for the production of full-length genomic RNA as well as for a subgenomic RNA species. The vast majority of vpiRNAs is derived from the viral (+) strand and has a 10A nucleotide bias, suggesting that their production requires ping-pong amplification. An approximately 200 nt large hotspot region for vpiRNA biogenesis is located in the capsid gene, 300 nt downstream of the SINV subgenomic promoter (Figure 1A). Read counts of several vpiRNAs within this hotspot are similar to those of average to highly expressed miRNAs, suggesting that they are efficiently produced and stably retained in Aag2 cells.

We selected four highly abundant vpiRNA sequences from the subgenomic hotspot region for small RNA northern blotting, all of which derive from the viral (+) strand. Indeed, these vpiRNAs were readily detected by northern blot in SINV-infected Aag2 cells (Figure 1B). These analyses were performed with recombinant SINV that expresses GFP from a second subgenomic promoter, which permits simple assessment of infections (Figure 1A). However, the same vpiRNA sequences were found in Aag2 cells infected with the parental virus, indicating that vpiRNAs are not an artefact of transgene expression from the second subgenomic promoter (Figure 1C). During the course of infection, vpiRNAs were visible as soon as 24 hours post infection (hpi), when infection was fully established (Figure 1D). In addition, northern blotting detected vpiRNAs in SINV-infected *Aedes albopictus* U4.4 and C6/36 mosquito cells, in line with previous observations using deep-sequencing technology (Figure 1E) (15). The higher accumulation of vpiRNAs in C6/36 cells is likely caused by elevated viral RNA replication, due to a defect in the antiviral RNAi response in these cells (34). As expected, mammalian BHK21 cells, which allow SINV replication to similarly high levels but are devoid of an active piRNA pathway, did not produce SINV-derived piRNAs (Figure 1E). To analyze whether the detected viral small RNAs were mature vpiRNAs, we performed sodium periodate (NaIO₄) oxidation followed by β-elimination. This reaction uncovers potential modifications of the ribose at the 3’ end of RNAs as it removes the terminal nucleoside of unmodified RNAs, leaving a 3’ monophosphate behind (35). Mature piRNAs are 2’-O-methylated at their 3’ end, and are therefore protected against this treatment (36, 37). This distinguishes them from animal miRNAs, which have no 3’ end modification and are therefore shortened by β-elimination. Northern blot of individual vpiRNAs showed that their electrophoretic mobility is unaffected by β-elimination, indicating that their 3’ end is 2’-O-methylated. Likewise, piRNAs derived from a Ty3/Gypsy transposon were equally insensitive to the treatment. As expected, a miRNA was shortened by the reaction and its electrophoretic
mobility clearly changed after treatment (Figure 1F). Taken together, these data indicate that individual, 2’-O-methylated vpiRNAs accumulate to high levels in infected Aag2 cells.

Figure 1. Selected mature vpiRNAs are abundant in Aag2 cells. (A) Schematic representation of the SINV-GFP genome. The individual viral proteins are indicated in grey and the position of the piRNA hotspot is marked by the red bar. The blue lines show the three (+) strand RNA species that can be found in infected cells. (B) Small RNA northern blot of four vpiRNAs in uninfected or SINV infected Aag2 cells. Probe names indicate the 5’ end position of the detected vpiRNAs, which are all derived from the SINV (+) strand. (C) Small RNA northern blot for vpiRNA in uninfected or SINV (parental virus) infected Aag2 cells. (D) Northern blot analysis of viral genomic and subgenomic RNA (upper panel) or vpiRNAs (lower panel) using a probe against vpiRNA 8040 (+). Probing for actin mRNA serves as loading control. (E) Northern blot analysis of vpiRNA in uninfected or SINV-infected Aedes albopictus mosquito cells (U4.4 and C6/36) and baby-hamster kidney cells (BHK21). For small RNA northern blots in panels B to E, ethidium bromide staining of ribosomal RNA (rRNA) serves as loading control. In panel B the loading controls for 7903 (+) and 7940 (+) are identical, since the same membrane was subsequently hybridized to these probes after harsh stripping in hot 0.1% SDS. (F) Northern blot detection of vpiRNAs, Ty3/Gypsy element 73 transposon piRNAs, or miR-2940-3p. Before bloting, β-elimination was performed on total RNA as indicated.
Knockdown of Piwi4 and Ago3 abolishes secondary vpiRNA biogenesis

In Aag2 cells, transcripts of Piwi4, Piwi5, Piwi6, and Ago3 are readily detected; the abundance of Piwi1, Piwi2, Piwi3 and Piwi7, however, is considerably lower (15). This expression pattern mimics the PIWI expression profile in somatic tissue of adult mosquitoes, since Piwi1-3 are largely germline specific and Piwi7 is highly expressed only in the early embryo. (25). To investigate whether SINV infection alters PIWI mRNA abundance, we performed RT-qPCR for the individual PIWI transcripts, as well as for Ago1 and Ago2, which are involved in the biogenesis of miRNAs and siRNAs, respectively (38, 39). Expression of Piwi1, Piwi2, Piwi3 and Piwi7 was close to, or below the detection limit of our quantification method, both in uninfected and SINV-infected Aag2 cells. These genes were therefore excluded from qPCR analyses. With the exception of Piwi6, for which we noticed a mild reduction, infection with SINV did not substantially change mRNA expression of the remaining PIWI/AGO transcripts (Figure 2A). Next, we investigated which of the PIWI protein family members are involved in vpiRNA biogenesis. To this end, Aag2 cells were transfected with dsRNAs targeting the eight
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Figure 2. Piwi6 and Ago3 are required for secondary vpiRNA biogenesis. (A) qPCR analysis of the indicated PIWI/AGO transcripts in uninfected or SINV-infected Aag2 cells. Bars are the mean +/- SEM of three independent experiments. Student’s t-test was used to determine statistical significance (*, P<0.05). (B) qPCR of PIWI/AGO transcripts in Aag2 cells at 48h after transfection of control dsRNA (dsLuc) or dsRNA targeting the corresponding gene. Expression levels were normalized to the control knockdown. Bars are the mean +/- SEM of three independent experiments. All changes in mRNA abundance shown are statistically significant with P<0.005. Expression of Piwi1-3 and Piwi7 were close to or below the detection limit and excluded from the analyses in panel A and B. (C,D) Northern blot for vpiRNA 8040 (+) upon knockdown of the indicated PIWI/AGO genes. Piwi4 and Piwi3 mRNA sequences are highly similar and are targeted by the same dsRNA. Staining of rRNA serves as loading control.
individual PIWI proteins (Piwi1-7/Ago3) prior to infection with SINV. Knockdown of Ago1 and Ago2 served as negative control. Using qPCR, we verified specific and efficient knockdown of at least 78% for all PIWI/AGO proteins (Figure 2B, Figure S1A-D). We then analyzed the levels of vpiRNAs by small RNA northern blot. Knockdown of Piwi5 and Ago3 resulted in substantial loss of vpiRNAs, while knockdown of the other PIWI proteins did not lead to apparent reduction of vpiRNA levels (Figure 2C, Figure S1E). As expected, knockdown of Ago1 or Ago2 likewise did not cause reduced vpiRNA accumulation (Figure 2D). These data identify Piwi5 and Ago3 as the first biogenesis factors for vpiRNA biogenesis in Aedes aegypti.

**Piwi5 and Ago3 are required for vpiRNA biogenesis**

Small RNA northern blotting is only suitable for the detection of highly abundant vpiRNAs which are, without exception, secondary piRNAs derived from the SINV (+) strand. To analyze the full repertoire of vpiRNAs, we prepared small RNA deep-sequencing libraries from SINV-infected Aag2 cells individually depleted of those PIWI proteins that are expressed in somatic tissues of adult mosquitoes and readily detectable in Aag2 cells (Piwi4, Piwi5, Piwi6, and Ago3). Knockdown of luciferase served as negative control. For each of these five conditions, three independent libraries were prepared and sequenced (Table S1). Confirming our northern blot results, knockdown of Piwi5 and Ago3 resulted in considerable reduction of vpiRNAs, whereas knockdown of Piwi4 or Piwi6 only mildly affected vpiRNA levels (Figure 3A, 3C). In general, the vast majority of (+) strand vpiRNAs mapped to the subgenomic region of SINV, suggesting that the viral subgenome is the predominant source of secondary vpiRNAs. In contrast, the low number of (-) strand vpiRNAs mapped across the viral genome without enrichment at specific hotspot regions, suggesting that the entire (-) strand serves as a source for vpiRNAs. While the number of vpiRNAs was reduced upon Piwi5 and Ago3 knockdown, the genomic distribution of vpiRNAs did not change upon knockdown of any of the PIWI proteins (Figure 3D).

Loss of vpiRNAs could be explained by a reduced biogenesis rate or by suppressed virus replication, which would limit the amount of substrate RNA. However, the number of viral siRNAs produced in the different knockdown conditions remained stable or was even slightly elevated, arguing against the second option (Figure 3B, Figure S2). To further confirm that the biogenesis of mature vpiRNAs is impaired in the absence of Piwi5 and Ago3 proteins, we analyzed the ping-pong signature of the remaining 25-30 nt small RNAs in the different knockdown conditions. Probing for 5’ end overlaps of sense and antisense small RNAs showed a strong reduction of read pairs with 10nt overlaps upon knockdown of Ago3 and Piwi5 (Figure 3E). In addition, the characteristic 1U and 10A nucleotide bias of respectively antisense and sense piRNAs was lost upon Ago3 and Piwi5 knockdown (Figure 3F). In contrast, these hallmarks of ping-pong amplification
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were retained in the absence of Piwi4 and Piwi6 (Figure 3E, 3F). Collectively, these data underscore the pivotal role of Piwi5 and Ago3 in ping-pong-dependent biogenesis of SINV-derived piRNAs.

**Piwi5 and Ago3 bind piRNAs from opposite viral strands**

We hypothesized that Piwi5 and Ago3 act as complementary partners of a ping-pong loop in *Aedes* mosquitoes. Such a model predicts that 1U-biased piRNAs derived from viral (-) strand would predominantly bind to one of the two PIWI proteins, whereas 10A-biased piRNAs from the (+) strand would associate with its counterpart (4, 5). To test this hypothesis, we designed expression vectors for Piwi4, Piwi5, Piwi6 and Ago3 N-terminally fused to V5-3xFlag tags. As a control, we generated a V5-3xFlag-tagged GFP vector. Of note, multiple attempts to clone the Piwi5 cDNA failed, and using rapid amplification of cDNA ends (5’ RACE) we revised the current gene-annotation (Figure S3).

We expressed the individual PIWI proteins in SINV-infected Aag2 cells and performed V5-ribonucleoprotein immunoprecipitation (IP) followed by vpiRNA northern blot. In line with our hypothesis, the 10A-biased vpiRNA sequences were enriched in Ago3 IP, but not in Piwi4-6 IPs (Figure 4A). These findings suggest that only Ago3 efficiently binds the highly abundant, (+) strand-derived vpiRNAs and that Piwi5, although required for their biogenesis, does not directly associate with this population of vpiRNAs. To analyze the PIWI association in more detail, we cloned and sequenced the small RNA fraction from Piwi4, Piwi5, Piwi6 and Ago3 IPs. As a control for non-specific binding, we sequenced small RNAs from a GFP-IP (Table S1). Efficient IP was shown by the depletion of the transgenic proteins in the supernatant after IP (Figure S4A). Confirming the northern blot analyses, (+) strand-derived vpiRNAs were strongly enriched in Ago3-IP only (Figure 4B, Figure S4B). Similar to vpiRNAs sequenced from total RNA, Ago3-bound piRNAs were predominantly derived from the hotspot region downstream of the SINV subgenomic promoter (Figure 4C). In line with our hypothesis, Piwi5-IP exclusively enriched piRNAs derived from the SINV (-) strand (Figure 4B, S4D), which mapped across the entire length of the viral antigenome (Figure 4C). The Piwi-
IP was not enriched for vpiRNAs (Figure 4B, Figure S4C) and Piwi6-IP was only mildly enriched for vpiRNAs from viral (-) strand (Figure 4B, 4C, Figure S4E).

Next, we analyzed the nucleotide bias of PIWI-protein associated vpiRNAs. To this end, we determined the fraction of 10A and 1U-containing vpiRNA reads in the PIWI-IPs that were enriched for vpiRNAs (Ago3, Piwi5 and Piwi6; Figure 4A, 4B). In the GFP

Figure 4. Association of vpiRNAs with individual PIWI proteins. (A) Northern blot analysis of vpiRNAs in RNA isolated from IPs of the indicated V5-epitope tagged proteins. Viral piRNAs were detected using a pool of the four probes presented in Figure 1A. (B) Enrichment of 25-30 nt small RNAs from the SINV (+) strand (black bars) or (-) strand (grey bars) in the IP of the indicated V5-epitope tagged PIWI proteins compared to the V5-tagged GFP-IP. (C) Distribution of 25-30 nt small RNAs in the indicated PIWI IPs across the (+) strand (red) or (-) strand (blue) of the SINV genome. Every data-point shows the number of reads at each nucleotide position normalized against the size of the library (% of library). To account for background binding, the normalized read counts of the GFP-IP at each position were subtracted. (D) Fraction of 25-30 nt SINV-derived small RNA reads from the indicated deep-sequencing libraries that have an adenine at position 10 (10A; green bars) or uridine at position 1 (1U; red bars), respectively. No data for Piwi4 is shown in panel C and D since the V5-IP for this protein was not enriched for vpiRNAs.
control precipitation, 70% of the vpiRNA sequences had an adenine at position ten. This fraction increased to 85% in the Ago3-IP, but in none of the other PIWI-IPs (Figure 4D). Furthermore, the fraction of 1U-containing vpiRNAs declined from 40% in the GFP-IP to 29% in the Ago3-IP. Thus, parallel to raising the absolute number of (+) strand-derived vpiRNAs more than 8-fold (Figure 4B), Ago3-IP purified this population towards a stronger 10A nucleotide bias. In contrast, the Piwi5-IP was enriched for vpiRNAs with a uridine at position one (63%) and was depleted of 10A-containing sequences (53%), when compared to the control GFP-IP (Figure 4D). Piwi6-IP resulted in an enrichment of 1U-containing vpiRNAs (56%), which likely reflects the mild enrichment for (-) strand-derived vpiRNAs (Figure 4B). Altogether, these data formally classify the 25-30 nt SINV-derived small RNAs in Aag2 cells as PIWI-interacting RNAs. In addition, our findings show that in Aedes aegypti, Ago3 and Piwi5 are the complementary core proteins of the ping-pong loop, which is the dominant mechanism for vpiRNA synthesis in response to SINV infection. Piwi4 and Piwi6, if at all, only have a minor contribution to vpiRNA biogenesis.

**Ago3 and Piwi5 co-localize with vpiRNAs in the cytoplasm**

In the Drosophila germline, ping-pong amplification of piRNAs occurs in a non-membranous perinuclear structure in the cytoplasm, termed nuage. In mutant flies with defects in Aub and Ago3 localization to this region, piRNA amplification is disrupted (40, 41). Therefore, we analyzed the sub-cellular localization of 3xHA-tagged Piwi5 or Ago3 in Aag2 cells. Both proteins were diffusely expressed in the cytoplasm with only little expression in the nucleus (Figure 5A, 5C, Figure S5A, S5C). In some instances, we found perinuclear enrichment for both proteins, but this was minor compared to the clear, ring-like localization of Aub and Ago3 in the Drosophila germline (4). SINV infection did not alter the subcellular localization of Piwi5 and Ago3. Furthermore, Piwi5 and Ago3 did not accumulate at sites of dsRNA production in infected cells (Figure 5B, 5D, Figure S5B, S5D). The predominant expression of both Piwi5 and Ago3 in the cytoplasm was confirmed by western blotting after cytoplasmic and nuclear fractionation (Figure 5E). Thus, since SINV RNA replication occurs in the cytoplasm, viral RNAs and the vpiRNA core biogenesis factors are co-expressed in the cytoplasm. Indeed, the vast majority of vpiRNAs was also present in the cytoplasmic fraction (Figure 5F), suggesting that vpiRNA biogenesis occurs in the cytoplasm of infected Aag2 cells.

**Differential association of virus and TE-derived piRNAs with Aedes PIWI proteins**

The expansion of the PIWI protein family in Aedes aegypti may have allowed functional specialization of PIWI proteins in the biogenesis of piRNAs from different sources, such as viral or transposon RNA. To test this hypothesis, we catalogued the requirement for individual PIWI proteins in the production of TE-derived piRNAs. We analyzed the
cytoplasmic dsRNA staining, which can be clearly distinguished from low-level background staining in non-infected cells. (E) Western blot analysis of V5-3xFlag-tagged Piwi5 and Ago3 in the cytoplasmic (C) and nuclear (N) fraction of Aag2 cell lysates. Tubulin and Histone 3 dimethylated at lysine 9 (H3K9me2) were used as cytoplasmic or nuclear markers, respectively. (F) Northern blot of vpiRNA 7940 (+) in nuclear and cytoplasmic fractions of Aag2 cells. U3 RNA and t-RNA lysine serve as nuclear and cytoplasmic marker, respectively.

**Figure 5. vpiRNA biogenesis occurs in the cytoplasm.** Localization of 3xHA-tagged Ago3 (A,B) and Piwi5 (C,D) in uninfected (A,C) and SINV (parental virus) infected Aag2 cells (B,D) as determined by confocal microscopy. Hoechst staining indicates the nuclei. Infected cells were identified by a strong repertoire of piRNAs that map to the annotated *Aedes aegypti* TE database (TEfam) upon PIWI protein knockdown. In line with previous observations (15), the vast majority of piRNAs was antisense to annotated TE sequences (Figure 6A, Figure S6A). Furthermore, antisense TE-derived piRNAs had a strong 1U bias, whereas sense piRNAs showed a 10A bias, indicating the existence of a ping-pong-dependent piRNA population (Figure S6B). However, whereas piRNA production from viral RNA was almost exclusively dependent on Ago3 and Piwi5, TE-derived piRNA levels were also decreased after Piwi4 depletion. Both upon knockdown of Piwi4 and, even more pronounced, upon knockdown of Piwi5 the number of antisense piRNAs was reduced. In contrast, Ago3 knockdown only mildly affected the levels of antisense TE-derived piRNAs, but caused the strongest reduction of sense strand piRNAs (Figure 6A). This suggests that, similar to the biogenesis of vpiRNAs, Ago3 might be directly involved in the production of (+) strand, 10A-biased TE-derived piRNAs. Indeed, when we analyzed the TE-derived piRNA populations in the different PIWI IPs, only the Ago3-IP was enriched for sense strand piRNAs. Strongest enrichment for antisense piRNAs, on the other hand, was observed in the Piwi5-IP (Figure 6B). Unexpectedly, although Piwi4 knockdown resulted
in a decline of TE-derived piRNAs, the Piwi4-IP was depleted of, rather than enriched for transposon piRNAs (Figure 6B). This indicates that Piwi4 binds to neither viral nor TE-derived piRNAs, suggesting that the observed reduction of transposon piRNAs upon Piwi4 knockdown is likely to be an indirect effect that requires further investigation. Interestingly, although Piwi6 knockdown did not reduce transposon piRNA levels, Piwi6-IP was enriched for transposon piRNAs, albeit to a lower extent than the Piwi5-IP. It is currently unclear why knockdown of Piwi6 did not alter global transposon piRNA levels. Taken together, these data suggest that the requirement for different PIWI proteins is broader for TE-derived piRNAs than for SINV-derived piRNAs, production of which is solely dependent on Piwi5 and Ago3.

**piRNAs from individual TEs require different PIWI proteins for their biogenesis**

Next, we analyzed the changes in piRNA levels for individual transposons upon knockdown of Piwi4-6 and Ago3. To classify transposons based on the PIWI proteins that mediate their piRNA biogenesis, we performed hierarchical clustering of the top 50 piRNA producing transposons. We identified four groups of transposons, based on the changes in piRNA abundance upon PIWI protein knockdown (Figure 6C). Group I and Group II transposons were characterized by a similar decrease of piRNAs upon knockdown of Piwi4 and Piwi5, but they differed in their dependence on Ago3 and Piwi6. Whereas piRNA biogenesis for group I transposons was reduced upon Piwi6 knockdown and not influenced by Ago3, group II transposons showed the opposite trend (Figure 6C, Figure S6C, S6D). Group III transposons clustered with SINV, suggesting that piRNA biogenesis from these TE sequences depends on a similar set of PIWI proteins as vpiRNAs. Indeed, group III transposon piRNAs were reduced to a similar extent upon Piwi5 and Ago3 knockdown, but they were less affected by Piwi4 and Piwi6 knockdown (Figure 6C, Figure S6E). This suggests that group III transposon piRNAs are, like vpiRNAs, produced in a ping-pong-dependent manner. Group IV is comprised of two transposons, which predominantly require Ago3 and Piwi4 for piRNA biogenesis (Figure 6C, Figure S6F).

We next analyzed the association of the piRNAs from the selected 50 transposons with the four PIWI proteins. Reflecting our analyses of the total TE-derived piRNA population, Piwi4-IP was depleted of piRNAs from all individual transposons, indicating that it does not directly bind mature piRNAs. Piwi5 and Piwi6 were enriched for piRNAs from all groups of transposons. Yet, piRNA enrichment is strongest for group I and group II transposons and only weak for group III and group IV transposons (Figure 6C, Figure S6G-S6J). Ago3-IP was enriched for piRNAs from group III and group IV transposons and an individual group II transposon (Ty3/Gypsy element 123). We noted that the piRNA population of group I and II TEs shows a strong antisense bias, whereas the piRNA population of group III and IV has a weaker antisense bias or
even a slight sense bias. To further analyze this correlation, we sorted the transposons according to their antisense bias and performed a sliding window analysis on this ranking. Confirming our previous observations, Ago3 knockdown resulted in the strongest reduction of piRNA levels for transposons that have a sense or weak antisense bias and Ago3 dependence decreased with increasing antisense bias (Figure 6D). In line with these observations, Ago3-IP was only enriched for piRNAs from transposons that have strong sense bias (Figure 6E). Piwi5 knockdown generally had the biggest impact on piRNA levels, except for the transposons with the strongest sense bias (Figure 6D). Piwi6 knockdown primarily reduced piRNA levels of transposons with strong antisense bias, although the effect was minor compared to Piwi4 and Piwi5 knockdown (Figure 6D). Yet, Piwi6-IP was enriched for transposon piRNAs to a similar extent as Piwi5-IP, and both IPs tended to be more enriched for piRNAs from transposons with a strong antisense bias (Figure 6E). Since Piwi6-IP was almost not enriched for piRNAs of viral origin (Figure 4B), these data suggest that Piwi6 binds more specifically to piRNAs derived from selected transposons. Thus, whereas SINV piRNAs are almost exclusively produced via ping-pong amplification by Piwi5 and Ago3, TE-derived piRNA biogenesis directly or indirectly requires the activity of all analyzed PIWI proteins.

**DISCUSSION**

Like in other invertebrates, recognition of viral dsRNA and its processing into vsiRNAs is key to antiviral immunity in mosquitoes (42). Yet, the recent discovery of vpiRNAs has challenged the idea that vsiRNAs are the sole small RNA species produced from viral RNA. Whereas the biogenesis of vsiRNAs is well-characterized in mosquitoes and fruit flies, little is known about the molecular mechanisms of vpiRNA production. The only cues come from the typical piRNA sequence signature that suggests a biogenesis pathway that includes ping-pong amplification (14, 15, 21-23).

Ping-pong amplification has previously been postulated for the production of TE-derived piRNAs in the fly (4, 5). However, ping-pong-dependent piRNAs of viral origin have hitherto only been detected in mosquitoes and mosquito cells. In the fly, piRNA-sized viral small RNAs have been described in persistently infected ovarian somatic sheet (OSS) cells. These cells, however, are deficient of the secondary piRNA biogenesis factors Aub and Ago3 (11) and therefore vpiRNAs from OSS lack the ping-pong signature (43).
Figure 6. Association of TE-derived piRNAs with different PIWI-proteins. (A) Normalized read counts of 25-30 nt reads from the different knockdown libraries mapping to the TEfam transposon database. The mean +/- SEM of three independent libraries are shown. Two-tailed student’s t-test was used to determine statistical significance (*, P<0.05; **, P<0.01; *** , P<0.001; ****, P<0.0001). (B) Enrichment of 25-30 nt reads in the V5-IP of the indicated PIWI proteins compared to the GFP-IP. The number of reads from the (+) strand (black bars) or (-) strand (grey bars) in panel A and B was normalized to the corresponding library size.
In adult flies, PIWI proteins do not appear to be expressed in somatic tissues (4, 5) and thus far no vpiRNA-like molecules have been identified in small RNA libraries of virus-infected flies. In sharp contrast, PIWI proteins are expressed in somatic cells of *Aedes aegypti* mosquitoes and secondary piRNAs can readily be detected outside the germline (14). Since most arboviruses exclusively infect somatic tissues and are not transmitted through the germline, it is likely that somatic PIWI expression has favoured viral RNA as a new substrate for piRNA biogenesis.

*Aedes aegypti* Aag2 cells are competent in producing ping-pong-dependent vpiRNAs that have strikingly similar sequence features as vpiRNAs found in adult mosquitoes (14). Using this cell culture model we show that Ago3 and Piwi5 engage in a ping-pong amplification loop in which each of them binds vpiRNAs derived from opposite viral strands. Piwi5 predominantly binds 1U-biased, antisense piRNAs, whereas Ago3 preferentially associates with 10A-biased sense piRNAs, reflecting the nucleotide signature found for TE-derived piRNAs bound to *Drosophila* Aub and Ago3, respectively (4, 5). These findings formally classify vpiRNAs as PIWI-interacting RNAs. Somatic cells in adult *Aedes* mosquitoes express a strikingly similar set of PIWI proteins as Aag2 cells with only low expression of Piwi1-3 and Piwi7 (25). Piwi1 and Piwi3 are highly expressed specifically in the ovaries, a tissue that is generally not infected by SINV (44, 45). Piwi7 is only expressed in the early embryo (25) and is therefore unlikely to contribute to the biogenesis of arbovirus-derived piRNAs. Thus, it is very likely that similar mechanisms are responsible for the production of SINV-derived piRNAs in Aag2 cells and adult mosquitoes.

The vast majority of vpiRNAs derives from the SINV (+) strand, has a 10A nucleotide bias, and is associated with Ago3. Yet, the number of (+) strand, 10A-biased vpiRNAs is also strongly reduced upon Piwi5 knockdown. This is in line with the ping-pong model in which one PIWI protein generates the piRNA precursor for the other one. In the *Drosophila* germline, loss-of-function of Ago3 similarly eliminates the Aub-bound, antisense transposon-derived piRNA population (12). During SINV infection, vpiRNAs derived from the viral (-) strand accumulate to much lower levels, most likely because antigenomic RNA itself is scarce. Nevertheless, upon knockdown of Ago3 the number of antisense vpiRNAs declines even further, suggesting that in Aag2 cells the ping-pong loop is a full circle with both Ago3 and Piwi5 producing the piRNA precursors for each other.

It remains to be explained what determines the strand bias of Ago3-bound and Piwi5-bound vpiRNAs. In *Bombyx mori* Bmn4 cells, the MID-PIWI module of the PIWI proteins Siwi and Ago3 determine the strand bias of the associated piRNAs (46). The authors propose that the primary piRNA transcripts contain features that mark their nuclear origin and sort these precursors into Siwi based on the structure of the MID-PIWI domains. Since these transcripts tend to be antisense to transposon mRNAs, the
nuclear origin of the piRNA precursor would dictate the strand bias of Siwi-associated piRNAs (46). Although this is an attractive model for transposon-derived piRNAs, it is unlikely to explain the strand bias of vpiRNAs, as it demands a nuclear component of the biogenesis pathway. We envision that vpiRNA production is a purely cytoplasmic event because SINV RNAs generally do not enter the nucleus. Thus, additional features must exist that sort piRNAs from the viral sense and antisense strands into Ago3 and Piwi5, respectively. The nature of such features is currently unknown. Likewise, it is not understood what discriminates the viral single-stranded RNA, which serves as piRNA precursor, from other abundant cellular mRNAs. Whereas dsRNA serves as an explicit non-self signal for the siRNA pathway, no such signal is known for the piRNA pathway.

*Aedes aegypti* is not a natural host for SINV, which is transmitted by *Culex* mosquitoes in the wild. To date, there is no conclusive data on whether *Culex* mosquitoes or cells derived from these animals produce Alphavirus-derived piRNAs. Yet, *Aedes* mosquitoes transmit chikungunya virus (CHIKV), which belongs to the same virus family as SINV. Interestingly SINV and CHIKV produce ping-pong-dependent vpiRNAs with strikingly similar sequence features and genome distribution (14). The same is true for Semliki Forest virus, another member of the Alphavirus family (21) and probably CHIKV and SFV piRNA biogenesis relies on a similar, if not identical, molecular machinery as SINV. It is likely that specific features, common to Alphaviruses, are recognized by the piRNA biogenesis machinery and make the viral RNA a favourable piRNA substrate. These features must be independent of primary nucleotide sequence, since SINV, CHIKV, and SFV only share little sequence similarity. Outside of the Alphaviruses, vpiRNAs with ping-pong signature have been shown for La Crosse virus (15), Rift Valley fever virus (22) and Schmallenberg virus (23), all of which belong to the *Bunyaviridae* family. In RNAi-deficient C6/36 cells, vpiRNAs from dengue virus, a Flavivirus, have been proposed based on the small RNA size range and a 10A bias, but no 1U was detected (47). Additional studies did not detect dengue virus-derived piRNA-sized small RNAs with the characteristic ping-pong signature (48, 49). Future research will have to establish which viruses produce vpiRNAs and if the piRNA biogenesis mechanism is similar to the one described here.

The *Aedes aegypti* genome is remarkably rich in transposons (50), which are the dominant substrate for piRNAs in all studied model organisms. In *Aedes* mosquitoes, the diversification of the PIWI family may have facilitated the recognition of novel RNA substrates and even functional specialization of PIWI proteins in producing piRNAs from various RNA sources. Indeed, in Aag2 cells the biogenesis of SINV-derived piRNAs is abrogated specifically upon knockdown of Piwi5 or Ago3, but not Piwi4 or Piwi6. Knockdown of Piwi5 also causes a reduction in TE-derived piRNA levels for the vast majority of transposons, suggesting that it is essential for the biogenesis of both virus- and TE-derived piRNAs. Ago3 however, whereas crucial for vpiRNA biogenesis, is only
relevant for piRNA production of transposons whose piRNAs are weakly antisense or sense biased. Thus, Ago3 may be dispensable for the biogenesis of primary piRNAs, an observation that needs validation in a full genetic Ago3 knockout. Interestingly, although nonessential for vpiRNA biogenesis, Piwi4 and Piwi6 do play a role in the production of piRNAs derived from a number of different TEs, suggesting functional specialization of PIWI proteins. Similar to Piwi5, Piwi6 associates with antisense piRNAs derived from a large number of transposon. Yet, Piwi6 knockout does not greatly affect TE-piRNA levels. Thus far, the reason for this apparent contradiction is unknown. It may be explained by a dominant role of Piwi5 in binding (-) strand piRNAs, thereby veiling the effect of Piwi6 knockdown.

Amongst all the PIWI family members analyzed, Piwi4 did not directly bind piRNAs of either viral or transposon origin. In line with this observation, knockdown of Piwi4 results in a negligible decrease of SINV piRNA levels, which has previously been noted for a related virus (21). Interestingly, although devoid of piRNA binding capacity, knockdown of Piwi4 results in decreased TE-derived piRNA levels. This suggests that Piwi4 indirectly influences the production of transposon, but not SINV-derived piRNAs, by either modulating the activity of piRNA biogenesis factors or by influencing the amount of available substrate that could feed into the piRNA pathway. To our knowledge, the data presented here is the first example of functional specialization of PIWI proteins in producing piRNAs from endogenous or exogenous sources.
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Figure S1. Specificity of PIWI knockdown. (A-D) qPCR for Piwi4, Piwi5, Piwi6 and Ago3 transcripts, respectively, in Aag2 cells transfected with the indicated dsRNA. mRNA levels were normalized to the dsLuc control knockdown; bars represent the mean +/- SEM of three independent experiments. (E) Small RNA northern blot for SINV piRNAs in Aag2 cells transfected with the indicated dsRNA. A pool of four probes (individual probes shown in Figure 1A) was used to detect vpiRNAs. The rRNA loading control is identical to the one shown in Figure 2C, since the same membrane was subsequently hybridized to the individual 8040 (+) probe and the vpiRNA probe mix after harsh stripping.
Figure S2. Levels of vsiRNAs remain stable upon PIWI knockdown. (A-E) Genome distribution of 21 nt vsiRNAs across the (+) strand (red) or (-) strand (blue) of the SINV genome. The average counts \( n=3 \) of the 5’ ends of the small RNA reads at each nucleotide position are shown. The read number was normalized to the corresponding library size. The low read counts around position 12,000 coincides with the position of the GFP transgene, which is occasionally lost from the recombinant virus genome during virus replication.
Figure S3. Revised gene annotation of Piwi5. (A) Schematic representation of the currently annotated gene topology of Piwi5 exon 1 to exon 3 published in Vectorbase (VB; release April 2015) and the revised gene structure as determined by 5’ RACE on RNA isolated from Aag2 cells (exons and introns are not drawn to scale). The entire first annotated exon is not included in the Piwi5 mRNA. Instead, a previously un-annotated 108nt exon was found approximately 17 kB upstream of exon 2. Furthermore, the second exon includes 223 additional nucleotides at its 5’ end. (B) Reverse-transcriptase PCR on RNA prepared from Aag2 cells. The positions of the primers are indicated by the arrows in panel A. A size marker is indicated on the left-hand side of the gel picture. Numbers on the right indicate the expected size of the PCR products. (C) Genome browser shots from Aedes aegypti supercontig 1.809 (www.vector.caltech.edu/). Numbers on top indicate the nucleotide position of the genomic scaffold. RNA sequencing data from the indicated tissue/developmental stage, as well as the annotated Piwi5 gene topology from Vectorbase are shown. The grey arrowheads indicate a putative, additional exon that we did not detect in our RACE analyses and subsequent cloning experiments.
Figure S4. Fold enrichment of vpiRNAs in PIWI IPs. (A) Anti-Flag western blot for V5-3xFlag tagged PIWI proteins (size range 104kD-112kD) or V5-3xFlag-GFP (32.5kD). Protein expression is analyzed in 5% of the input (inp.) samples before V5-IP and 5% of the supernatant (sup.) after IP. * indicates a non-specific protein band. Linear contrast adjustment was used in Adobe Photoshop to enhance the signal for V5-3xFlag-Ago3, which was only lowly expressed. (B-E) Enrichment of small RNA reads in the V5-IPs for the indicated PIWI proteins over the control IP (V5-3xFlag-GFP IP). Log2-transformed enrichment scores of reads that map the SINV (+) strand and (-) strand are indicated in black and grey, respectively.
Figure S5. Ago3 and Piwi5 sub-cellular localization. Additional images of the experiment shown in Figure 5. The localization of 3xHA-tagged Ago3 (A,B) or Piwi5 (C,D) in uninfected (A,C) or SINV (parental virus) infected (B,D) Aag2 cells was determined by confocal immunofluorescence analysis. Hoechst staining was used to stain the nuclei. Intracellular dsRNA staining was used to identify infected cells as described in the legend to Figure 5. Scale bar indicates 10µm.
Groups of transposons can be classified based on their dependence on different PIWI proteins for piRNA biogenesis. (A) Size profile of small RNA reads from the dsLuc libraries that map to the collection of *Aedes aegypti* TE sequences published in the TEfam transposon database. Read counts were normalized to the corresponding library sizes. The average and SEM of the three independent libraries are shown. (B) Nucleotide bias at each position in the 25-30nt small RNA reads from the dsLuc libraries that map to TE sense strands (upper panel) or antisense strands (lower panel). All reads of the three independent libraries were combined to generate the sequence logo; *n*, number of reads. (C-F) Relative abundance of 25-30nt reads in the indicated knockdown libraries compared to the dsLuc control libraries for group I (C), group II (D), group III (E) and group IV (F) transposons. (G-J) Enrichment of 25-30nt reads in the indicated IPs over the GFP control IP (for group I (G), group II (H), group III (I) and group IV (J) transposons. Panels C-J represent the mean of all transposons belonging to the corresponding group; error bars indicate the SEM. For a definition of group I to IV transposons, please consult Figure 6.
Table S1. Basic characteristics of the small RNA deep sequencing libraries.
For each category the number of reads is indicated. The numbers in brackets indicate the percentage of the total library size.

<table>
<thead>
<tr>
<th>Library name</th>
<th>Total Library Size</th>
<th>SINV-GFP mappers</th>
<th>SINV-GFP mappers (25-30 nt)</th>
<th>TEfam mappers</th>
<th>TEfam mappers (25-30 nt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dsLuc-1</td>
<td>8,037,253</td>
<td>411,612 (5.1%)</td>
<td>62,296 (0.8%)</td>
<td>913,974 (11.4%)</td>
<td>638,343 (7.9%)</td>
</tr>
<tr>
<td>dsLuc-2</td>
<td>8,250,209</td>
<td>442,710 (5.4%)</td>
<td>60,718 (0.7%)</td>
<td>995,007 (12.1%)</td>
<td>687,766 (8.3%)</td>
</tr>
<tr>
<td>dsLuc-3</td>
<td>6,071,409</td>
<td>229,474 (3.8%)</td>
<td>43,138 (0.7%)</td>
<td>729,563 (12.0%)</td>
<td>517,623 (8.5%)</td>
</tr>
<tr>
<td>dsAgo3-1</td>
<td>7,068,908</td>
<td>394,776 (5.6%)</td>
<td>12,497 (0.2%)</td>
<td>669,293 (9.5%)</td>
<td>403,034 (5.7%)</td>
</tr>
<tr>
<td>dsAgo3-2</td>
<td>7,904,410</td>
<td>437,717 (5.5%)</td>
<td>13,786 (0.2%)</td>
<td>767,388 (9.7%)</td>
<td>463,596 (5.8%)</td>
</tr>
<tr>
<td>dsAgo3-3</td>
<td>4,330,827</td>
<td>173,706 (4.0%)</td>
<td>11,894 (0.3%)</td>
<td>450,046 (10.4%)</td>
<td>283,516 (6.5%)</td>
</tr>
<tr>
<td>dsPiwi4-1</td>
<td>7,015,754</td>
<td>581,753 (8.3%)</td>
<td>44,936 (0.6%)</td>
<td>755,696 (10.8%)</td>
<td>366,409 (5.2%)</td>
</tr>
<tr>
<td>dsPiwi4-2</td>
<td>5,380,559</td>
<td>522,716 (9.7%)</td>
<td>30,809 (0.6%)</td>
<td>588,755 (10.9%)</td>
<td>248,328 (4.6%)</td>
</tr>
<tr>
<td>dsPiwi4-3</td>
<td>7,935,701</td>
<td>607,975 (7.7%)</td>
<td>32,163 (0.4%)</td>
<td>898,310 (11.3%)</td>
<td>423,123 (5.3%)</td>
</tr>
<tr>
<td>dsPiwi5-1</td>
<td>6,544,842</td>
<td>498,693 (7.6%)</td>
<td>9,524 (0.1%)</td>
<td>498,407 (7.6%)</td>
<td>206,713 (3.2%)</td>
</tr>
<tr>
<td>dsPiwi5-2</td>
<td>8,641,706</td>
<td>649,885 (7.5%)</td>
<td>12,565 (0.1%)</td>
<td>687,957 (8.0%)</td>
<td>301,385 (3.5%)</td>
</tr>
<tr>
<td>dsPiwi5-3</td>
<td>5,866,880</td>
<td>341,206 (5.8%)</td>
<td>10,838 (0.2%)</td>
<td>496,328 (8.4%)</td>
<td>245,686 (4.2%)</td>
</tr>
<tr>
<td>dsPiwi6-1</td>
<td>6,825,076</td>
<td>425,580 (6.2%)</td>
<td>43,645 (0.6%)</td>
<td>858,151 (12.6%)</td>
<td>586,311 (8.6%)</td>
</tr>
<tr>
<td>dsPiwi6-2</td>
<td>8,139,535</td>
<td>521,903 (6.4%)</td>
<td>41,781 (0.5%)</td>
<td>1,036,124 (12.7%)</td>
<td>688,963 (8.5%)</td>
</tr>
<tr>
<td>dsPiwi6-3</td>
<td>7,222,447</td>
<td>317,259 (4.3%)</td>
<td>51,061 (0.7%)</td>
<td>988,822 (13.7%)</td>
<td>682,842 (9.5%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Library name</th>
<th>Total Library Size</th>
<th>SINV-GFP mappers</th>
<th>SINV-GFP mappers (25-30 nt)</th>
<th>TEfam mappers</th>
<th>TEfam mappers (25-30 nt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP</td>
<td>1,374,646</td>
<td>19,542 (1.4%)</td>
<td>5,641 (0.4%)</td>
<td>137,252 (10.0%)</td>
<td>63,755 (4.6%)</td>
</tr>
<tr>
<td>Ago3</td>
<td>2,525,542</td>
<td>103,906 (4.1%)</td>
<td>74,696 (3.0%)</td>
<td>219,556 (8.7%)</td>
<td>138,392 (5.5%)</td>
</tr>
<tr>
<td>Piwi4</td>
<td>3,443,700</td>
<td>49,602 (1.4%)</td>
<td>9,828 (0.3%)</td>
<td>182,848 (5.3%)</td>
<td>83,766 (2.4%)</td>
</tr>
<tr>
<td>Piwi5</td>
<td>3,113,402</td>
<td>30,158 (1.0%)</td>
<td>14,803 (0.5%)</td>
<td>401,392 (12.9%)</td>
<td>310,650 (10.0%)</td>
</tr>
<tr>
<td>Piwi6</td>
<td>2,857,742</td>
<td>34,396 (1.2%)</td>
<td>14,760 (0.5%)</td>
<td>344,484 (12.1%)</td>
<td>263,350 (9.2%)</td>
</tr>
</tbody>
</table>

**SUPPLEMENTAL MATERIALS AND METHODS**

**Cells and viruses**

Aag2 cells were cultured at 25°C in Leibovitz’s L-15 medium (Invitrogen) supplemented with 10% heat inactivated Fetal calf serum (PAA), 2% Tryptose Phosphate Broth Solution (Sigma), 1x MEM Non-Essential Amino Acids (Invitrogen) and 50 U/ml penicillin and 50 μg/ml streptomycin (Invitrogen). U4.4 and C6/36 cells were cultured in the same medium at 28°C. BHK-21 cells were cultured at 37°C, 5% CO2 in Dulbecco’s modified Eagles Medium (DMEM) supplemented with 10% FCS and 50 U/ml penicillin and 50 μg/ml streptomycin. The virus used throughout this study, with the exception of Figure 1C, 5A-5D and S5, is a recombinant, double-subgenomic Sindbis virus expressing GFP from the second subgenomic promoter (pTE-3’2J-GFP). For Figure 1C, 5A-5D and S5, the parental virus was used (pTE-3’2J). Viruses were produced in BHK-21 cells as previously described (1). Unless stated differently, Aag2 cells were infected with SINV at a multiplicity of infection (MOI) of 1 for 48h hours.
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**Generation of plasmids and dsRNA production**

Insect expression vectors, based on pAc5.1 (Invitrogen), were constructed for N-terminal tagging of proteins with V5-3xFlag or 3xHA tags. The full-length coding sequence of Piwi4, Piwi5, Piwi6 and Ago3 was amplified from Aag2 complementary DNA (cDNA) and cloned downstream of the tag sequences.

For dsRNA production, *in vitro* transcription using T7 RNA polymerase was performed on T7-promoter-flanked PCR products. To allow the formation of double-stranded RNA, the reaction products were heated to 80°C and then gradually cooled to room temperature. Subsequently, the RNA was purified using the GenElute Mammalian Total RNA Miniprep Kit (Sigma) following the manufacturer’s instructions. Primers used for plasmid or dsRNA production were:

- **XbaI-Piwi4** cagtctagaATGTCTGACCGTTACTCTC
- **NotI-Piwi4** catgcggccgcTTACAAAGATACAGCTTC
- **XbaI-Piwi5** cagtctagaATGGCGGATAGACAGCAAG
- **NotI-Piwi5** catgcggccgcTTACAGATAATAGTTTC
- **XbaI-Piwi6** cagtctagaATGGCTGATAATCCACAGG
- **NotI-Piwi6** catgcggccgcCTACAAAAAGTAAAGTTTC
- **XbaI-Ago3** cagtctagaATGTCTCTCGCGGTTGAATTTAG
- **NotI-Ago3** catgcggccgcTCACAGGTAGAACAGTTT
- **T7Fw-Piwiř/ř** taatacgactcactataggagaCCGTCCTACTTTCCAGCAC
- **T7Re-Piwiř/ř** taatacgactcactataggagaGCGGCACTCCAGGGACAAT
- **T7Fw-Piwi4** taatacgactcactataggagaCGTGGAAGTCCTTCTTCTCG
- **T7Re-Piwi4** taatacgactcactataggagaTGTCAGTTGATCGCTTCTCAA
- **T7Fw-Piwi5** taatacgactcactataggagaGCCATACATCGGGTCAAAAT
- **T7Re-Piwi5** taatacgactcactataggagaCTCTCCACCGAAGGATTGAA
- **T7Fw-Piwi6** taatacgactcactataggagaAAACGGAGGATCTTCACAGG
- **T7Re-Piwi6** taatacgactcactataggagaATCGATGCGTTGATTTGGA
- **T7Fw-Ago3** taatacgactcactataggagaTGGAAGGTCGTCGGAGGTAAAC
- **T7Re-Ago3** taatacgactcactataggagaGCGTGGCTTTGATCATGGTT
- **T7Fw-Luc** taatacgactcactataggagaTATGAAGAGATACGCCCTGGTT
- **T7Re-Luc** taatacgactcactataggagaTAAAACCGGGAGGTAGATGAGA
Transfection and infection of Aag2 cells

For IP or transgenic PIWI protein analysis, Aag2 cells were transfected with PIWI protein expression plasmids using X-tremeGENE HP (Roche) according to the manufacturer’s instructions. Three hours post transfection, the medium was refreshed with supplemented Leibovitz’s medium and, where indicated, infected with SINV. For knockdown experiments, Aag2 were transfected with dsRNA using X-tremeGENE HP. To increase knockdown efficiency, Aag2 cells were re-transfected at 48h after the first transfection. Three hours post transfection the medium was refreshed with supplemented medium and, where indicated, cells were infected with SINV. Unless stated differently, samples were harvested at 48 hours post infection.

Northern blot and β-elimination

Small RNA northern blot was performed as described previously (2). Briefly, total RNA was isolated using Isol-RNA Lysis Reagent (5 PRIME), size separated on a 15% PAGE gel, blotted to a nylon membrane (Hybond NX; Amersham) and cross-linked using 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC; Sigma). For NaIO₄ oxidation and β-elimination, total RNA (in 13.5µl water) was added to 4µl borate buffer (148mM borax, 148mM boric acid, pH 8.6) and 2.5µl 200mM NaIO₄. After 10min incubation at room temperature, unreacted NaIO₄ was quenched by adding 2µl glycerol. After an additional 10min incubation at room temperature, samples were dried by centrifugation under vacuum and resuspended in 50µl of borax buffer (30mM borax, 30mM boric acid, 50mM NaOH, pH 9.5). Samples were incubated at 45°C for 1.5h. Finally, RNA was ethanol-precipitated and reconstituted in 15µl water for further northern blot analysis. Hybridization with [³²P] labeled DNA oligonucleotides was performed overnight at 42°C. The membrane was washed in 0.1% SDS, 2x SSC, followed by two washing steps in 0.1% SDS, 1x SSC and 0.1% SDS, 0.1x SSC, respectively. All washes were performed at 42°C. For detection of the radioactive signal, the membrane was exposed to an X-ray film (Kodak). For northern blotting of high molecular weight RNA, total RNA was separated by denaturing agarose gel electrophoresis. The RNA was transferred to a nylon membrane using the turboblotter system (Whatman) according to the manufacturer’s recommendations and crosslinked to the membrane using UV irradiation. Probe hybridization, washing of the membrane, and detection of the radioactive signal was carried out as described for the small RNA northern blot. Sequences of northern blot probes were:

nSINV-7903+ GGTTGCTTCTTCTTCTTCTGCGTTT
nSINV-7940+ AGTGCCATGCGCTGTCTCTTTCCGGGTTTG
nSINV-7969+ TCGAACAATCTGTCGGCCTCCAACTTAA
nSINV-8040+ GCAGAGGTTTCATTACCTTTCCTTCCAT
nMir2940-3p AGTGATTATATCTCCCTGTCGAC
qRT-PCR for AGO/PIWI proteins

Total RNA was DNaseI-treated (Ambion) and reverse-transcribed using the Taqman Reverse transcription kit (Roche) and random primers following the manufacturer’s instructions. qPCR reactions were prepared using GoTaq qPCR SYBR Mastermix (Promega) and measured on a Light Cycler 480 (Roche). Expression of AGO/PIWI genes was internally normalized against the expression of Lysosomal Aspartic Protease (LAP) and the relative mRNA abundance was determined using to the ΔΔCt method (3). The following primers were used for qPCR.

<table>
<thead>
<tr>
<th>Forward Primer</th>
<th>Reverse Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>qFw-Piwi1/3</td>
<td>GGCGTATACGAGACCGTTCATT</td>
</tr>
<tr>
<td>qRe-Piwi1/3</td>
<td>GGCAGAACTTCTCGATGTAAG</td>
</tr>
<tr>
<td>qFw-Piwi2</td>
<td>CCGCGGTACACCCGCGTCAACTT</td>
</tr>
<tr>
<td>qRe-Piwi2</td>
<td>CGCTGTCGAACCTGATGCCCCG</td>
</tr>
<tr>
<td>qFw-Piwi4</td>
<td>TCTTCTTCACCCAGCACG</td>
</tr>
<tr>
<td>qRe-Piwi4</td>
<td>ATGGTGACCACCTCACAGTTAC</td>
</tr>
<tr>
<td>qFw-Piwi5</td>
<td>ACGGCATACATCGAGACTC</td>
</tr>
<tr>
<td>qRe-Piwi5</td>
<td>CGACCTCCAGCTGTCCTC</td>
</tr>
<tr>
<td>qFw-Piwi6</td>
<td>TTTCTTCACCCAGCACG</td>
</tr>
<tr>
<td>qRe-Piwi6</td>
<td>AATACATTTCGATGCCC</td>
</tr>
<tr>
<td>qFw-Piwi7</td>
<td>ATGGGACAAAATGTCCTC</td>
</tr>
<tr>
<td>qRe-Piwi7</td>
<td>CCAGCAGCAACGCGGATAAT</td>
</tr>
<tr>
<td>qFw-Ago3</td>
<td>CTCCAGACGACGGTTTGG</td>
</tr>
<tr>
<td>qRe-Ago3</td>
<td>GGCGTACGAAATGGCTG</td>
</tr>
<tr>
<td>qFw-Ago2</td>
<td>ATTTGCCAGATCAAGCG</td>
</tr>
<tr>
<td>qRe-Ago2</td>
<td>GAGATCGTATGAGCAGCC</td>
</tr>
<tr>
<td>qFw-Ago1</td>
<td>CGAACAGCATGAGTGG</td>
</tr>
<tr>
<td>qRe-Ago1</td>
<td>AAATGTATTGCGCTG</td>
</tr>
<tr>
<td>qFw-LAP</td>
<td>GTGCTCATTACCAACATC</td>
</tr>
<tr>
<td>qRe-LAP</td>
<td>AACTTGCCGCACAAATAC</td>
</tr>
</tbody>
</table>

Immunoprecipitation

Aag2 cells expressing V5-3xFlag-tagged PIWI proteins were lysed in lysis buffer (50mM Tris-HCl (pH7.8), 150mM NaCl, 1mM EDTA, 1mM DTT, 0.5% NP40, 1x Protease
The lysates were cleared by incubation with washed Protein G agarose beads (Thermo Scientific) at 4°C under constant rotation for 6 hours. For V5-IP, the cleared lysates were incubated with washed V5 agarose beads (Sigma) overnight under the same conditions. The beads were then washed 5 times in wash buffer I (50mM Tris-HCl (pH 7.8), 150mM NaCl, 1mM EDTA), followed by two wash steps in wash buffer II (25mM Tris-HCl (pH 7.8) 150mM). Finally, the bound RNA was isolated from the beads using Isol-RNA Lysis Reagent.

**Immunofluorescence and western blot analyses**

For subcellular localization of PIWI proteins, uninfected or SINV-infected Aag2 cells expressing 3xHA-tagged Piwi5 or Ago3 were fixed on coverslips using 4% paraformaldehyde. Cells were permeabilized in PBS/0.1% Triton and incubated with rabbit anti-HA (1:200 dilution; Abcam ab 9110), or mouse anti-dsRNA (1:1000 dilution; English & Scientific consulting JŘ mAb) antibodies. Subsequently, cells were washed in PBS/0.1% Triton and incubated with secondary antibodies (1:400 dilution, goat anti mouse-AlexaFluor594, or goat anti rabbit-AlexaFluor488; Life technologies). After washing, the nuclei were stained with Hoechst reagent and cover slips were fixed to microscope slides using Mowiol. Pictures were taken on an Olympus FV1000 confocal microscope.

For western blot, proteins were size separated on SDS-PAGE gels and transferred to a nitrocellulose membrane. Antibodies used to detect the proteins were: mouse anti-Flag M2 (1:1000 dilution, Sigma), rat anti-tubulin alpha (1:1000 dilution, Sanbio), and mouse anti-H3K9me2 (1:1000 dilution, Abcam ab1220). Secondary antibodies were IRdye680 or IRdye800 conjugated goat anti mouse or goat anti rat, respectively (both 1:15000 dilution; Li-cor).

**5’ RACE and Piwi5 RT-PCR**

5’RACE for Piwi5 was performed using the First Choice RNA Ligase Mediated RACE kit (Ambion) according to the manufacturer’s instructions. Briefly, total RNA was treated with Calf Intestine Alkaline Phosphatase (CIP) to remove free 5’ phosphate groups and Tobacco Acid Pyrophosphatase (TAP) to remove the cap of mRNAs. The RNA was then ligated to the 5’RACE RNA adapter, reverse transcribed and PCR amplified. The PCR product was sequenced by Sanger technology. Piwi5 RT-PCR was performed on Aag2 cDNA using Thermoperfect DNA Polymerase. The following primers were used:

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>pFw-Piwi5A</td>
<td>ACGGCATCACATCGAGACTC (=qFw-Piwi5)</td>
</tr>
<tr>
<td>pFw-Piwi5B</td>
<td>CAGCAACCGCAAAGGCCAGCGCCT</td>
</tr>
<tr>
<td>pRe-Piwi5C</td>
<td>GTGCTTCTCCGCCAGTGCCACCCC</td>
</tr>
<tr>
<td>pRe-Piwi5D</td>
<td>AAATGCTCCAAGCGCTGTAT</td>
</tr>
</tbody>
</table>
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Small RNA Profiling in Dengue Virus 2-Infected Aedes Mosquito Cells Reveals Viral piRNAs and Novel Host miRNAs.

Pascal Miesen, Alasdair Ivens, Amy H. Buck, Ronald P. van Rij

ABSTRACT
In *Aedes* mosquitoes, infections with arthropod-borne viruses (arboviruses) trigger or modulate the expression of various classes of viral and host-derived small RNAs, including small interfering RNAs (siRNAs), PIWI interacting RNAs (piRNAs), and microRNAs (miRNAs). Viral siRNAs are at the core of the antiviral RNA interference machinery, one of the key pathways that limit virus replication in invertebrates. Besides siRNAs, *Aedes* mosquitoes and cells derived from these insects produce arbovirus-derived piRNAs, the best studied examples being viruses from the *Togaviridae* or *Bunyaviridae* families. Host miRNAs modulate the expression of a large number of genes and their levels may change in response to viral infections. In addition, some viruses, mostly with a DNA genome, express their own miRNAs to regulate host and viral gene expression. Here, we perform a comprehensive analysis of both viral and host-derived small RNAs in *Aedes aegypti* Aag2 cells infected with dengue virus 2 (DENV), a member of the *Flaviviridae* family. Aag2 cells are competent in producing all three types of small RNAs and provide a powerful tool to explore the crosstalk between arboviral infection and the distinct RNA silencing pathways. Interestingly, besides the well-characterized DENV-derived siRNAs, a specific population of viral piRNAs was identified in infected Aag2 cells. Knockdown of Piwi5, Ago3 and, to a lesser extent, Piwi6 results in reduction of vpiRNA levels, providing the first genetic evidence that *Aedes* PIWI proteins produce DENV-derived small RNAs. In contrast, we do not find convincing evidence for the production of virus-derived miRNAs. Neither do we find that host miRNA expression is strongly changed upon DENV2 infection. Finally, our deep-sequencing analyses detect 30 novel *Aedes* miRNAs, complementing the repertoire of regulatory small RNAs in this important vector species.

AUTHOR SUMMARY
Mosquitoes of the *Aedes* family transmit many important viruses including dengue virus between their vertebrate hosts. In the mosquito, the growth of these viruses is limited by the antiviral RNA interference pathway. Key to this pathway is a class of small non-coding RNAs known as small interfering RNAs (siRNAs). In addition, two related but distinct small RNA pathways known as the microRNA (miRNA) and the PIWI-interacting RNA (piRNA) pathway are implicated in regulating virus replication in mosquitoes. Thus, since small RNAs may critically influence the transmission of dengue virus, we set out to analyze the populations of viral and mosquito small RNAs that are produced in infected *Aedes* mosquito cells. We found that besides the well-known viral siRNAs, dengue virus-derived piRNAs were produced in these cells and we identified the PIWI proteins that these small RNAs rely on. In addition, we found that viral miRNAs were not expressed from the dengue virus genome and that the levels of mosquito miRNAs were barely changed upon infection. Finally, our data allowed for the identification of novel *Aedes* miRNAs, complementing the repertoire of these important regulatory RNAs in vector mosquitoes.
INTRODUCTION

*Aedes* mosquitoes are essential vectors for the transmission of important arthropod-borne viruses (arboviruses), including dengue virus (DENV), yellow fever virus, and chikungunya virus (1). While several of these arboviral infections cause disease in humans, virus replication generally does not lead to severe pathology in vector mosquitoes. Infected mosquitoes thus serve as a persistent reservoir for arboviruses in the wild and they may transmit these viruses to vertebrate hosts throughout their entire lives (2).

After ingestion in a mosquito’s blood meal, arboviruses need to overcome a number of anatomical and immunological barriers to reach sufficiently high titres in the saliva. Only then can transmission to a naïve vertebrate host efficiently occur. One of the most important immune responses to arboviral infection is antiviral RNA interference (RNAi) (3-5). This pathway is triggered by the presence of double stranded RNA (dsRNA), which is produced during the replication of RNA and DNA viruses (6, 7). The dsRNA is recognized and cleaved by the RNase-III enzyme Dicer-2 (Dcr2) into 21 nucleotide (nt) small interfering RNA duplexes (viral siRNA; vsiRNA) (8, 9). One of the siRNA strands is incorporated in Argonaute-2 (Ago2), the core protein of the RNA induced silencing complex (RISC) (10). The siRNA-loaded RISC complex is guided to complementary viral RNA molecules and cleaves these target RNAs using the endonuclease (slicer) activity of Ago2 (11).

MicroRNAs (miRNAs) are a distinct class of small RNAs that are produced from genome-encoded stem loop-containing transcripts known as primary miRNA (pri-miRNAs). During the canonical miRNA biogenesis pathway, the stem loop structures, known as precursor miRNA (pre-miRNA), are released from the pri-miRNA by the microprocessor complex with at its core the RNase-III enzyme Drosha. After translocation into the cytoplasm, pre-miRNAs are cleaved by Dicer-1 (Dcr1) to produce a small RNA duplex comprised of the two mature miRNA strands. Usually, one of these strands is then preferentially incorporated into the Argonaute-1 (Ago1) containing miRNA-induced silencing complex (miRISC), whereas the other strand (the passenger or miRNA* strand) is usually discarded (12). Loaded miRISC complexes are able to bind to specific target sites within mRNAs. This miRNA-mRNA interaction is initiated by nucleotide two to seven of the miRNA, the so-called seed sequence (13). Stable binding of miRISC to an mRNA target, generally causes down-regulation of gene expression via translational inhibition and mRNA destabilization (14). Importantly, infecting viruses can directly or indirectly, as a consequence of the immune response, reshape the host miRNA expression landscape. While quite a number of studies have reported on this matter in mammalian systems (15), little is known about virus-induced changes in miRNA levels in mosquito vectors. In *Aedes* mosquitoes, miRNA levels or modifications have been reported to be changed upon infections with DENV, West Nile virus, and chikungunya virus (16-20). For most of these differentially expressed miRNAs, the biological relevance as well as the targeted mRNAs still await experimental validation.
Besides modulation of host miRNAs, some DNA and retroviruses encode their own miRNAs to regulate viral and host mRNAs (21). The expression of miRNAs from cytoplasmic RNA viruses has been controversial. However, functional introduction of artificial miRNAs into the genomes of Sindbis virus (SINV) and tick-borne encephalitis virus provides evidence that miRNA production from cytoplasmic RNA viruses may in principle be possible (22, 23). Yet, the presence and biological relevance of miRNAs encoded in the genomes of flaviviruses such as DENV is still an issue of debate (24-26).

The third, most enigmatic class of small RNAs are PIWI interacting RNAs (piRNAs). These are processed from long RNA precursors that are transcribed from genomic loci known as piRNA clusters. In sharp contrast to siRNAs and miRNAs, their biogenesis into mature piRNAs is Dicer-independent. In Drosophila, piRNA maturation involves endonucleolytic cleavage of precursor transcripts by the Zucchini nuclease and the three PIWI proteins Piwi, Aubergine (Aub) and Argonaute-3 (Ago3) (27-30). The primary function of the piRNA pathway in this model organism is the defence against transposable elements, mainly in germ-line tissues. Interestingly, piRNAs of viral origin (vpiRNA) have been found in somatic tissue of Aedes mosquitoes, suggesting that they contribute to the regulation of virus replication (31). At present, vpiRNAs have been discovered upon infection with a number of Alphaviruses, Bunyaviruses and Flaviviruses, including DENV (31-39). However, with the exception of SINV (Alphavirus), their molecular biogenesis has not been investigated (37).

Here, we make use of small RNA deep-sequencing in the siRNA, miRNA, and piRNA competent Aedes aegypti Aag2 cell line to investigate the production of small RNAs during DENV infection. We find that in addition to the well-characterized vsiRNAs, specific vpiRNAs are produced from DENV, which for their biogenesis in Aag2 cells rely on Piwi5 and Ago3 and, to a lesser extent, on Piwi6. We do not detect DENV-derived miRNAs, or prominent changes in host miRNA levels upon infection. Finally, we identify novel host miRNAs in our small RNA deep-sequencing libraries, complementing the currently annotated miRNA repertoire in Aedes aegypti vector mosquitoes.

MATERIALS AND METHODS

Cells and viruses
Aag2 cells were cultured at 25°C in Leibovitz L-15 medium (Gibco) supplemented with 10% heat inactivated fetal calf serum (FCS; PAA), 2% tryptose phosphate broth solution (Sigma), 1x MEM non-essential amino acids (Gibco), and 50 U/ml penicillin and 50 µg/ml streptomycin (pen/strep; Gibco). U4.4 and C6/36 were kept in the same culture medium at 28°C. BHK-21 cells were cultured at 37°C, 5% CO₂ in Dulbecco’s modified Eagles medium (DMEM) supplemented with 10% FCS and pen/strep. Stocks of DENV serotype 2 (DENV2), New Guinea C (NGC) and 16681 strains were grown on C6/36 cells and titred on BHK-15 cells as detailed in (40).
Infection of Aag2 cells with DENV2

Aag2 cells were seeded one day prior to infection and infected with DENV2 at a multiplicity of infection (MOI) of 0.5 by directly adding the virus to the culture medium. Three days post infection the culture medium was removed and cells were harvested for RNA and protein isolation as detailed below.

Western blot

For the detection of the DENV NS1 protein in samples used for small RNA deep-sequencing, 5% of the cells were harvested in 50 µl lysis buffer (50 mM Tris-HCl pH 7.8; 150 mM NaCl; 1 mM EDTA; 0.5% NP-40; 1x Protease inhibitor cocktail (Roche); 1 mM DTT). 12.5 µl of 5x Laemmli buffer was added to each sample, incubated at 95°C for 5 min, and 30 µl of each sample was loaded on a 12.5% polyacrylamide gel. After gel electrophoresis, proteins were transferred to a nitrocellulose membrane (Bio-Rad) using a semi-dry blotting system (Bio-Rad). The membrane was blocked in 5% non-fat dry milk (Bio-Rad) in 0.1% Tween20 in PBS (PBS-T) for 30 min at room temperature. Mouse anti DENV NS1 antibody was kindly provided by Dr. Peter Mason (41). The antibody was added to the membrane in a 1:1,000 dilution in 5% blocking buffer. After an incubation for 1.5 hours at room temperature, the membrane was washed three times in PBS-T. IRdye680 conjugated goat anti mouse antibody (1:15,000 dilution in PBS-T; Licor) was then added to the membrane and incubated at room temperature for 1.5 hours. After three washing steps, the membrane was imaged on an Odyssey infrared image system (Licor).

dsRNA production and transfection of Aag2 cells

dsRNAs targeting PIWI/AGO transcripts or luciferase as a negative control were produced by in vitro transcription from T7-promoter flanked PCR products as detailed in (37). Primers to produce T7-flanked PCR products are indicated in S1 Table. For dsRNA transfection, 7.5x10⁵ Aag2 cells were seeded in one well of a 24-well plate. For each condition, three wells were plated. The following day, transfection mixes containing 300 µl non-supplemented L-15 medium, 450 ng dsRNA and 1.8 µl X-tremeGENE HP (Roche) were prepared according to the manufacturer’s recommendations. 100 µl of the mix was added dropwise to one well. After 2-3 hours the medium was replaced with fully supplemented L-15 medium. 48 hours later, the transfection was repeated to enhance knockdown efficiencies. Where indicated, the cells were infected with DENV2 which was added to the L-15 medium used to replace the transfection medium as specified above.
RNA isolation
Aag2 cells were lysed in Isol-RNA Lysis reagent (5 PRIME) as described in the manufacturer’s instructions. Briefly, 200 µl of chloroform was added to 1 ml of Lysis reagent and mixed well. After centrifugation, the aqueous phase was collected and total RNA was purified using isopropanol precipitation. RNA was quantified on a Nanodrop spectrophotometer and RNA integrity was checked by ethidium bromide staining of ribosomal RNA bands after agarose gel electrophoresis.

DNaseI treatment, reverse transcription and (quantitative) PCR
For RT-(q)PCR, 1 µg of total RNA was DNaseI (Ambion) treated according to the manufacturer’s instructions. The RNA was subsequently reverse transcribed in a 20 µl reaction using the Taqman reverse transcription kit (Applied Biosystems). Complementary DNA (cDNA) was diluted 5-10 times before PCR amplification. Endpoint PCR was performed using Thermoperfect DNA Polymerase. Quantitative PCR (qPCR) analysis was performed using the GoTaq qPCR SYBR mastermix (Promega) on a LightCycler instrument (Roche). The relative changes in gene expression were calculated using the \( \Delta \Delta Ct \) method (42) using lysosomal aspartic protease (LAP) as an internal normalization control. Sequences of the PCR primers are indicated in S1 Table.

β-elimination
Sodium periodate (NaIO₄) oxidation and β-elimination of total RNA was performed as described previously (43). Total RNA (10 µg in 47.5 µl nuclease-free water) was mixed with 12.5 µl 200 mM NaIO₄ and 40 µl 5x borate buffer. As a control, RNA was treated with water instead of NaIO₄. The reaction was incubated at room temperature for 30 min and 10 µl glycerol was added to the reaction. The reaction was incubated for another 10 min before 10 µl of 500 mM sodium hydroxide (NaOH) was added to induce β-elimination. The reaction was incubated at 45°C for 90 min. After these treatments, total RNA was purified by ethanol precipitation in the presence of 300 mM NaCl and 5 µg of glycogen. Electrophoretic mobility of Aedes aegypti miR-2940-3p and DENV2 piRNAs was then analyzed by small RNA northern blotting as detailed below.

Small RNA northern blotting
Small RNA northern blot was performed as described in (44). Briefly, total RNA was size-separated on 0.5x TBE, 7 M Urea, 15% Polyacrylamide gels, transferred to Hybond NX nylon membranes (Amersham), and cross-linked using 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC; Sigma). Individual small RNAs were detected with DNA oligonucleotides that were 5’ end-labelled with \(^{32}P\) γ-adenosinetriphosphate (Perking Elmer) using T4 Polynucleotide kinase (Roche). Hybridization
to the oligo-probes was performed overnight at 42°C in Ultrahyb Oligo hybridization buffer (Ambion). Membranes were then washed three times at 42°C in 0.1% SDS with decreasing concentrations of SSC (2x, 1x, 0.1x). Membranes were exposed to X-ray films (Carestream) or Phosphorimager screens (BioRad). Sequences of DNA oligonucleotide probes are indicated in S1 Table. Quantification of northern blot panels was performed using ImageJ software. Bands were defined using the rectangular selection tool and the pixel density (area under the curve) was measured and normalized to uninfected dsLuc samples.

**Preparation of small RNA libraries**

Small RNA libraries were prepared as described previously (37, 45). Briefly, three 25 cm² flasks of Aag2 cells were infected in parallel with DENV2 NGC. Three additional flasks were left uninfected. Total RNA was then isolated from these six flasks as specified above and 30 µg of total RNA was size separated on a 15% Polyacrylamide, 7 M urea, 0.5x TBE gel. Subsequently, the small RNAs in the size range from 18 nt to 33 nt were excised from gel using radioactively-labelled RNA oligos, loaded in the adjacent lanes of the gel, as rulers. The gel was crushed and the small RNAs were eluted in 300 mM sodium acetate overnight at 4 °C under constant rotation. The RNA was recovered from the elution buffer using ethanol precipitation and eluted in 10 µl of nuclease-free water. 5 µl of the sample was directly used as input for small RNA deep-sequencing library preparation using the TruSeq small RNA library preparation kit (Illumina) following the manufacturer’s recommendations. The RNA was ligated to 3’ and 5’ adapters, reverse transcribed, and PCR amplified. The small RNA libraries were then size-purified from 1x TBE, 6% polyacrylamide gel using overnight elution in 300 mM sodium acetate followed by ethanol precipitation. The individual small RNA libraries were pooled and sequenced on a single sequencing lane on a HighSeq2500 by Baseclear (Leiden, The Netherlands).

**Viral small RNA profiling**

FASTQ sequence reads were generated using the Casava pipeline (v.1.8.3) and initial quality analysis was performed using the Illumina Chastity filter and an in-house filtering protocol by Baseclear. Subsequent quality assessment was based on the FASTQC quality control tool (v.1.10.0). The individual small RNA sequencing libraries were separated based on the TruSeq indices (no. 1 to 6) that were introduced during PCR amplification. The individual libraries were subsequently analyzed using the Galaxy bioinformatics tool shed (46, 47). For the analysis of viral small RNAs, reads were mapped to the DENV2 NGC genome (GenBank accession: KM204118.1) using Bowtie (v.1.1.2) (48). Size profiles were obtained from all reads that align to this reference sequence with a maximum of one mismatch. The genome distribution of 21 nt siRNAs, 22-24 nt small RNAs, or 25-30 nt piRNAs was obtained by plotting the number of 5’ ends of these reads at each
position of the genome. For the pileup plots of UTR-derived miRNA-like small RNAs, the 22-24 nt small RNAs were selected from the initial FASTQ files and mapped to the DENV-NGC genome. From the resulting SAM files the reads mapping to the (+) strand of the virus genome were selected and used as input for the ‘Generate pileup from BAM dataset’ tool (v.1.1.2). The values at the nucleotide positions of the DENV2 5’UTR (1-96) and 3’ UTR (10273-10723) were selected for display.

Re-analysis of the data published by Hess et al. (36) was performed on the dataset with the accession number SRR921363. The SOLiD-formatted dataset was groomed to fit the requirements for manipulation in Galaxy. After adapter clipping, reads were mapped to the DENV2-JAM1409 genome (GenBank accession: M20558) using Bowtie2 (49). Size and genome profiles were obtained as described above. Unless specified differently, all small RNA read counts were normalized against the size of the corresponding sequencing library and are expressed as ‘% of the library’ (i.e. reads per hundred).

**miRNA analysis and prediction**

Analysis of miRNA expression levels was performed using the miRDeep2 tool. Raw data were assessed for quality using FASTQC. Subsequently, adapters were removed from the raw reads, and the reads were quality trimmed using cutadapt software (http://dx.doi.org/10.14806/ej.17.1.200) with parameters -O 6 -m 17 -n 5 -q 20. Within each library, the resulting reads were collapsed to generate a non-redundant set of FASTA sequences, subsequently processed to the format required for miRNA prediction with miRDeep2 software (50). Collapsed reads longer than 17 nucleotides were aligned to the *Aedes* genome (assembly AaegL3, downloaded from vectorbase) and the DENV2 NGC genome using the mapper.pl component of miRDeep2 (parameters: -o 20 -l 19 -r 100 -c). The resulting outputs were parsed to remove alignments that were not full length and perfect match (FLPM). miRDeep2 predictions were generated from the FLPM aligned sequences, with miRBase v21 Arthropoda mature miRNA and pre-miRNA sequences as templates (51). The ‘miRNAs_expressed’ output from miRDeep2, which comprises tallies for each known miRNA in each sample, was further processed in the R/Bioconductor environment. Briefly, miRNA read counts were normalized to the number of *Aedes*-specific genome reads within each sample group, using the lowest number of reads aligning as the baseline. Subsequently, the counts were converted to abundances within each sample, converted to log2 equivalent counts, and all samples quantile normalized prior to linear model fitting with the limma package (52). MiRNA predictions from the miRDeep2 output were manually curated using the following criteria: i) high-confidence miRNA predictions have reads mapping to both a predicted mature and star sequence, ii) the mature sequences have a homogenous 5’ end (80% of reads start at same position), and iii) miRNA-miRNA* duplex should resemble a Dicer product on a genomically-encoded hairpin, having a two nt (+/-1 nt) overhang at the 3’ end. miRNA predictions
supported by >1000 reads as well as miRNA predictions with a seed match to known insect miRNAs were also kept. To be retained, these predictions required a homogenous 5’ end, but did not require the presence of reads mapping to the expected star strand. miRNA names and accession numbers were assigned by the miRBase repository.

All deep sequencing libraries have been submitted to NCBI Sequence Read Archive under the accession number SRA303329. All source data are available online in Dataset S1.

RESULTS

DENV2-derived small RNAs in infected Aag2 cells

DENV is a positive (+) strand RNA virus belonging to the Flavivirus genus in the Flaviviridae family. Its RNA genome is approximately 10.7 kilobases in size and encodes a single polypeptide that is processed by proteolytic cleavage events into three structural proteins and seven non-structural proteins (Figure 1A). Since various classes of small RNAs have been implicated in modulating DENV infections in its mosquito vectors, we aimed to characterize the repertoire of virus and host-derived small RNAs in Aedes aegypti Aag2 cells. To this end, we prepared three independent small RNA deep-sequencing libraries from uninfected and DENV2 (NGC strain) infected cells, each. The efficiency of the three infections was comparable as assessed by western blot for the DENV2 NS1 protein (Figure 1B). As expected, DENV2-derived viral small RNAs showed a clear population of 21 nt vsiRNAs mapping to both the viral positive (+) strand and the negative (-) strand in roughly equal numbers (Figure 1C). Interestingly, besides siRNAs, a second population of viral small RNAs was produced that resembled vpiRNAs. These were 25-30 nt in length and almost exclusively derived from the viral (+) strand (Figure 1C). In contrast to vsiRNA, which were distributed along the entire length of the viral genome, these putative vpiRNAs were produced only from few specific positions (Figure 1D). In fact, 85% of all the 25-30 nt reads were derived from four individual vpiRNA sequences, present in the NS5 gene at positions 9180 and 9985, 9989 and 9990 of the DENV2 NGC genome. To test whether these small RNA profiles reflect those from adult mosquitoes, we re-analyzed deep sequencing data from DENV2 infected Aedes aegypti mosquitoes published by Hess et al. (36). We analyzed the 9 days post infection sample, which showed the highest number of viral siRNAs and piRNAs. Whereas normalized vsiRNA levels were only 2.2-fold lower in these libraries than in our Aag2 data, vpiRNAs were about forty times lower. Yet, the viral small RNA profiles were strikingly similar, with 21 nt reads being scattered throughout the entire viral genome and piRNA-sized reads being predominantly produced from few positions located towards the 3’ end of the viral genome (Figure S1). These data suggest that similar mechanisms might produce viral piRNAs in Aag2 cells and adult mosquitoes.
Figure 1. Small RNA production in DENV infected Aag2 cells. (A) Schematic representation of the DENV NGC genome (accession KM204118; 10723 bp). Structural proteins are indicated in grey scale, non-structural proteins are displayed in blue to green scale. (B) Western blot against the DENV2 NS1 protein in the three infected and uninfected samples used for small RNA library preparation. (C) Size profile of small RNAs mapping to the DENV2 genome with a maximum of one mismatch. Black bars represent reads mapping to the + strand of the genome, grey bars depict reads from the - strand. The read counts have been normalized to the size of the small RNA library and the mean +/- standard error of the mean (SEM) is presented (n=3). (D) Distribution of 21 nt vsiRNAs (left panel) or 25-30 nt small RNAs (right panel) across the DENV genome. Reads from the (+) and (-) strands are depicted in red and blue, respectively. The read counts have been normalized as described in C, the mean read count of the three libraries is shown. Numbers in red indicate genome positions of the vpiRNA spikes.

vpiRNA production from DENV2 RNA

To exclude the possibility that the piRNA-like molecules are sequencing artefacts and to characterize this small RNA population in more detail, we performed small RNA northern blotting for the highly-abundant small RNAs starting at DENV2 genome positions 9180 or 9985-9990. Indeed, small RNAs in the expected size range could readily be detected specifically in DENV2 infected Aag2 cells (Figure 2A). In addition, these sequences were also present in DENV2-infected U4.4 and C6/36 cells derived from Aedes albopictus mosquitoes, which we have previously shown to be competent in producing SINV-derived vpiRNAs (32, 37) (Figure 2B). The levels of vpiRNAs did not correlate with the expression of viral genomic RNA. Whereas viral RNA levels were roughly
eighteen to nineteen fold higher in U4.4 and C6/36 cells than in Aag2 cells, vpiRNAs were most abundant in Aag2 cells (Figure 2B). These data suggest that the composition of host factors required for their biogenesis is most favourable in Aag2 cells. As expected, mammalian BHK21 cells, which lack an active piRNA pathway, did not produce vpiRNAs.

**Figure 2. vpiRNA production in Aag2 cells.** (**A**) Northern blot of highly abundant vpiRNAs. Two individual DNA oligonucleotide probes (left panels), or a combination of these probes (right panel) were used to detect the small RNAs. The combination of probes was used in all subsequent small RNA blots. (**B**) Upper panel: Small RNA northern blot of vpiRNAs in the indicated cell lines after infection with DENV2. Lower panel: RT-PCR for DENV genomic RNA in the same samples used for the northern blot. Numbers on top indicate DENV genomic RNA levels (relative to Aag2 cells) as determined by RT-qPCR (n=1). (**C**) Northern blot of DENV2 piRNAs in Aag2 cells infected with the DENV2 NGC or 16681 strain, both at an MOI of 0.5. (**D**) Northern blot of DENV2 piRNAs and Aedes miR-2940-3p in uninfected or DENV2 infected Aag2 cells. Where indicated, total RNA was subjected to β-elimination. (**E**) RT-qPCR for the indicated PIWI proteins after gene-specific knockdown (KD) in Aag2 cells normalized to a control KD (dsLuc). Bars represent the mean of three experiments +/- SEM. Statistical significance was determined using two tailed, unpaired student t-test. * p<0.05; **p<0.01. (**F**) Upper panel: Small RNA northern blot of vpiRNAs upon KD of the indicated PIWI proteins. RNA samples analyzed in E were pooled for this blot. Lower panel: Quantification of two independent blots including the one shown in the upper panel using ImageJ software. For the other blot, see S1 Dataset. Ethidium bromide staining of ribosomal RNA was used as loading control in panel A, B, C, and F.
To exclude that viral piRNA production is an artefact of the use of the specific DENV2 strain, we analyzed piRNA accumulation in Aag2 cells infected with either the DENV NGC or DENV 16681 strain. Small RNA northern blotting revealed that infection with either strain resulted in the production of those viral piRNA sequences that we had found by deep-sequencing (Figure 2C). Next, we aimed to test whether DENV2-derived piRNAs are methylated at their 3’ end. To this end, we performed sodium periodate oxidation followed by beta-elimination, which reveals modifications of the 3’ terminal nucleotide of RNA molecules. Unmodified small RNAs, such as animal miRNAs, are susceptible to this treatment and will be shortened by one nucleoside resulting in increased electrophoretic mobility. In contrast to miRNAs, piRNAs are protected against this treatment by methylation of the 2’OH on the ribose of the 3’ terminal nucleotide. Indeed, beta-elimination resulted in increased electric mobility of miR-2940-3p. Yet, the migration of DENV2 piRNA bands was not affected by beta-elimination, indicating that their 3’ terminal nucleotides are modified, most likely methylated (Figure 2D). Since piRNA methylation occurs after loading into PIWI protein complexes, these data suggest that the identified DENV2 piRNAs are mature piRNAs associated with a PIWI protein.

To identify which PIWI proteins are required for the biogenesis of DENV2 piRNAs in Aag2 cells, we individually knocked down expression of all the eight Aedes PIWI proteins and analyzed the production of vpiRNAs by northern blot. We confirmed knockdown efficiency of roughly 90% for the four PIWI proteins that are detectable by RT-qPCR in Aag2 cells (i.e. Piwi4, Piwi5, Piwi6, Ago3; Figure 2E). Expression levels of Piwi1-3 and Piwi7 were too low to allow reliable quantification. DENV2 piRNAs were almost undetectable upon knockdown of Piwi5 and Ago3 and clearly reduced upon knockdown of Piwi6 (Figure 2F). These data confirm that the 25-30 nt population of DENV2-derived small RNAs are bona fide piRNAs that require host PIWI proteins for their biogenesis. To test whether knockdown of PIWI expression results in enhanced DENV2 replication, we performed RT-qPCR to compare viral RNA levels in the different knockdown conditions. We found that none of the knockdowns resulted in a significant change in viral RNA levels (Figure S2A). Yet, also knockdown of the well-established antiviral factor Ago2 (53) only resulted in a minor, statistically not-significant, increase of viral RNA replication although knockdown efficiency was higher than 90% (Figure S2B). This suggests that, in our hands, knockdown of small silencing pathway components in Aag2 cells is not suited to uncover robust antiviral activity against DENV2.

**DENV2 miRNA-like small RNAs are not expressed in Aag2 cells**

The significance of viral miRNA production from DENV genomic RNA is heavily debated (24-26, 54). To investigate whether viral miRNA-like molecules are produced in DENV2 infected Aag2 cells, we filtered 22-24 nt small RNA reads that map to the DENV2 genome with a maximum of one mismatch. In general, the number of 22 to 24 nt reads
was rather low (~5% of all DENV2 mapping reads) when compared to 21 nt siRNAs (~28%) and 25-30nt piRNAs (~40%). Furthermore, there were only four outstanding peaks that gave rise to a somewhat higher number of small RNAs (Figure 3A). All of them coincided with the position of a vpiRNA peaks (Figure 1D), suggesting that these small RNAs were by-products of vpiRNA production. Parallel analysis of the virus-derived reads using miRDeep2 did not identify convincing miRNA-like candidates: some reads mapped to two predicted hairpin sequences (genome positions: 9542 (+) strand; 4888 (-) strand), however the mapping patterns showed heterogeneity of the 5’ start sites and did not suggest Dicer processing (Figure S3A).

Recently, eight miRNA-like small RNAs were computationally predicted based on hairpin structures in the DENV2 genome, but they were not experimentally validated (54). We specifically looked for small RNA reads in our sequencing data mapping in the proximity of these predicted viral miRNAs, allowing a margin of 3nt around the start site. For each of the predicted miRNAs, we identified only very few (<20) reads in the combined set of DENV2-infected small RNA libraries (total of >3.7x10^7 reads of which >3.6x10^5 are DENV specific). In another publication, several ‘miRNA-like’ RNAs

**Figure 3.** DENV miRNA-like small RNAs are not produced in infected Aag2 cells. (A) Distribution of 22-24 nt RNA reads across the DENV genome. Red bars indicate the number of 5’ ends of small RNAs that map to the (+) strand of the genome, blue bars represent the small RNAs mapping to the (-) strand. Read counts were normalized to the size of the corresponding library and the mean of the three libraries is plotted. (B) Pile-up of 22-24 nt small RNAs mapping to the (+) strand of DENV2 5’ (left panel) and 3’ UTRs (right panel), respectively. The mean of the three libraries is shown. Grey shadings highlight the boundaries of the mature DENV2 vsRNA sequences as reported in (24).
(termed vsRNA-1 to 6) were proposed to be produced from the 5’ and 3’ UTRs of the DENV2 RNA, based on the analysis of small RNA sequencing data (24). The DENV UTRs are indeed prone to form RNA structures and hairpins, which were suggested to be processed by the miRNA machinery into specific small RNA species (24). We specifically looked for the proposed vsRNA sequences in our dataset but could only identify a small RNA population that resembled vsRNA-2 located at the terminal hairpin of the DENV2 genome (Figure 3B). However, small RNAs mapping in that region showed a broad size distribution with the majority ranging in size from 26 to 28 nt, arguing against vsRNA-2 small RNAs being bona fide Dicer products (Figure S3B and S3C). These data suggest that the proposed DENV2 vsRNAs are not an abundant class of small RNAs.

**Host miRNA levels are only mildly affected by DENV2 infection**

Host miRNAs function as key regulators of gene expression and changes in miRNA expression have been reported during virus infections in various animal hosts, including mosquitoes. To assess host miRNA expression in response to DENV2 infection, we made use of the miRDeep2 toolkit to quantify miRNAs in the uninfected and DENV2-infected Aag2 small RNA libraries. DENV2 infection caused only minimal changes in miRNA levels (Figure 4). The expression of three and seven miRNAs was changed more than 2-fold up or down, respectively in response to DENV infection. Yet, the majority of differentially regulated miRNAs, including all up-regulated miRNAs, were poorly expressed (mean expression levels below twenty reads) making it hard to discriminate these expression changes from experimental noise due to low read counts. Collectively, these data suggest that miRNA expression in Aag2 cells is not heavily affected by DENV infection.

![Figure 4. Host miRNA levels are not affected by DENV2 infection.](image)

Correlation of expression levels (log2-transformed) of known *Aedes aegypti* miRNAs in uninfected (x-axis) and DENV2 infected (y-axis) Aag2 cells. Mean expression of miRNAs across the three small RNA library replicates was determined using miRDeep2. Highlighted miRNAs are changed >2 fold. After p-value correction for multiple testing, no change in miRNA expression is statistically significant.
**Novel *Aedes aegypti* miRNAs**

The most recent version of miRBase (version 21) contains 101 *Aedes aegypti* miRNAs, which is considerably less than for other insect species including *Drosophila melanogaster* (fruitfly; 256 miRNAs), *Apis mellifera* (honey bee; 254 miRNAs) or *Bombyx mori* (silkworm; 487 miRNAs). We therefore suspected that the repertoire of published mosquito miRNAs is not yet complete and we set out to identify novel *Aedes aegypti* miRNAs in our small RNA sequencing data using miRDeep2. We obtained a list of 399 miRNA predictions (S2 Table), 73 of which were known miRNAs annotated in miRBase (51, 55, 56). We also confirmed 16 miRNAs that were recently reported by Akbari *et al.* or Hu *et al.*, but were not yet available in miRBase (57, 58) (Figure S4). The remaining 310 predictions of miRNA hairpins were manually inspected for novel miRNAs using a similar approach as described in (59, 60), based on three criteria. First, only hairpin predictions that were supported by at least 1000 mature miRNA reads or those with at least one predicted miRNA* strand were retained. If a miRNA had an identical seed to a known insect miRNA, it was also retained irrespectively of read count or the presence of a miRNA*. In total 140 predictions met these criteria. Second, mature miRNAs were inspected for a homogeneous 5’ end of the supporting small RNA reads, defined as having at least 80% of the miRNA reads starting at the same nucleotide. 68 miRNA hairpin predictions met this requirement. Third, the predicted miRNA duplex was checked to resemble a (near) perfect Dicer product, defined as mapping to the stem of a stem-loop structure with one, two or three nucleotide overhangs at the 3’ end. Using this approach, we identified 31 unique mature miRNAs sequences mapping to 39 predicted miRNA hairpins. Nine of the 31 mature miRNA predictions did not have reads mapping to the star strand, but were supported by a homogeneous 5’ end in combination with a seed-match to an insect miRNA or having >1000 reads (Table 1, Figure 5). Further inspection identified one of these predictions to be derived from a tRNA which has therefore been removed from the list of predicted miRNAs.

**miRNA offset RNAs in Aag2 cells**

During the analysis of miRNA predictions, we noted the expression of specific small RNAs adjacent to the mature miRNA and miRNA* star strands. These miRNA offset RNAs (moRs) have been detected in small RNA deep-sequencing data from invertebrates, simple chordates, vertebrates and even viruses (61-68). In total, we identified moRs for 27% (24/89) of previously reported miRNA hairpins. In many of these cases (nine out of 24), the number of moRs per hairpin is below one thousandth of the number of mature miRNA reads. Others were more abundant, with moR reads accumulating up to 3.6% of the number of mature miRNAs. In a single instance, miR-11894b-1, the number of moRs reached 10.8% of the number of mature miRNA reads. In agreement with previous findings in *Drosophila* (63) 5’ moRs were more abundant.
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Figure 5. Novel Aedes aegypti pre-miRNAs. Hairpin structures of novel pre-miRNAs, as predicted using the RNAfold algorithm. Red letters indicate the position of the predicted mature miRNA sequence. Blue letters indicate the miRNA* strand. No miR* strand was found for ten predictions, representing eight mature miRNAs; these predictions are supported either by a seed-sequence known in insects or by high read counts. The mature miRNA sequences of aae-miR11908, aae-miR-11909 and aae-miR-11926 map to multiple different hairpins in the Aedes genome. For aae-miR-11914 and aae-miR-11920, the entire hairpin is encoded at multiple locations in the Aedes genome, as specified in table 1.
### Table 1. Novel *Aedes aegypti* microRNAs

<table>
<thead>
<tr>
<th>Name</th>
<th>ID</th>
<th>Position of the hairpin(s)</th>
<th>Mature miRNA mean read count*</th>
<th>Sequence of the mature miRNA</th>
<th>length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Uninf.</td>
<td>DENV2</td>
<td></td>
</tr>
<tr>
<td>aae-miR-11900†</td>
<td>M0037941</td>
<td>supercont1.245 [-]: 1561005-1561086</td>
<td>79.7</td>
<td>31.9</td>
<td>auuuuuugcuguaauuuuaug</td>
</tr>
<tr>
<td>aae-miR-11901</td>
<td>M0037942</td>
<td>supercont1.885 [+]: 342921-342978</td>
<td>6.5</td>
<td>4.1</td>
<td>caucacagaaguguaauuuacg</td>
</tr>
<tr>
<td>aae-miR-11902†</td>
<td>M0037943</td>
<td>supercont1.71 [+]: 1610981-1611037</td>
<td>2.6</td>
<td>5.0</td>
<td>aaacucacagauccagugguccu</td>
</tr>
<tr>
<td>aae-miR-11903a</td>
<td>M0037944</td>
<td>supercont1.484 [-]: 464269-464333</td>
<td>2.4</td>
<td>1.8</td>
<td>aaaguuaacaauccaguggucc</td>
</tr>
<tr>
<td>aae-miR-11904†</td>
<td>M0037945</td>
<td>supercont1.379 [+]: 580338-580393</td>
<td>0.6</td>
<td>1.4</td>
<td>ugcacacagauccagguccau</td>
</tr>
<tr>
<td>aae-miR-11905</td>
<td>M0037946</td>
<td>supercont1.14 [-]: 906240-906306</td>
<td>1.3</td>
<td>0.6</td>
<td>uaggacagauccacaccucacc</td>
</tr>
<tr>
<td>aae-miR-11906†</td>
<td>M0037947</td>
<td>supercont1.517 [-]: 1335655-1335712</td>
<td>0.5</td>
<td>0.4</td>
<td>uuuuuggagcagaaauuuacg</td>
</tr>
<tr>
<td>aae-miR-11907</td>
<td>M0037948</td>
<td>supercont1.160 [+]: 1335655-1335712</td>
<td>0.5</td>
<td>0.4</td>
<td>uuuuuggagcagaaauuuacg</td>
</tr>
<tr>
<td>aae-miR-11908-1/2†</td>
<td>M0037949</td>
<td>supercont1.70 [-]: 443560-443626</td>
<td>0.7</td>
<td>0.4</td>
<td>agcuuuuuuacacucagggc</td>
</tr>
<tr>
<td></td>
<td>M0037950</td>
<td>supercont1.369 [-]: 1123285-1123351</td>
<td>2.1</td>
<td>1.6</td>
<td>acgcucacagauccagguccu</td>
</tr>
<tr>
<td>aae-miR-11909-1/2†</td>
<td>M0037951</td>
<td>supercont1.8 [-]: 934642-934718</td>
<td>0.5</td>
<td>0.3</td>
<td>accguuacgcgcauauaauu</td>
</tr>
<tr>
<td></td>
<td>M0037952</td>
<td>supercont1.41 [-]: 1367904-1367977</td>
<td>2.6</td>
<td>1.2</td>
<td>guacuacacagauccaggucc</td>
</tr>
<tr>
<td>aae-miR-11910†</td>
<td>M0037953</td>
<td>supercont1.5 [+]: 2047651-2047726</td>
<td>0.3</td>
<td>0.3</td>
<td>aauuugacugauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11911</td>
<td>M0037954</td>
<td>supercont1.89 [+]: 2726022-2726075</td>
<td>2.1</td>
<td>2.2</td>
<td>agguauaucaacacucacuc</td>
</tr>
<tr>
<td>aae-miR-11912</td>
<td>M0037955</td>
<td>supercont1.48 [-]: 2566398-2566441</td>
<td>2.6</td>
<td>3.1</td>
<td>guagcucacagauccaggucc</td>
</tr>
<tr>
<td>aae-miR-11913</td>
<td>M0037956</td>
<td>supercont1.136 [+]: 85845-85922</td>
<td>2.0</td>
<td>2.9</td>
<td>auuacucagauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11914-1/2/3</td>
<td>M0037957</td>
<td>supercont1.1893 [-]: 19601-19653</td>
<td>1.5</td>
<td>2.3</td>
<td>ucuucacucacucaggguc</td>
</tr>
<tr>
<td></td>
<td>M0037958</td>
<td>supercont1.224 [-]: 1335173-1335225</td>
<td>1.5</td>
<td>2.3</td>
<td>ucuucacucacucaggguc</td>
</tr>
<tr>
<td></td>
<td>M0037959</td>
<td>supercont1.222 [-]: 1778752-1778804</td>
<td>2.2</td>
<td>2.8</td>
<td>guacuacacagauccaggucc</td>
</tr>
<tr>
<td>aae-miR-11903b</td>
<td>M0037960</td>
<td>supercont1.701 [+]: 403301-403361</td>
<td>1.8</td>
<td>0.7</td>
<td>cgcuacacagauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11915</td>
<td>M0037961</td>
<td>supercont1.123 [+]: 1296986-1297043</td>
<td>0.5</td>
<td>0.6</td>
<td>cgacucacagauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11916†</td>
<td>M0037962</td>
<td>supercont1.916 [-]: 285767-285846</td>
<td>22.0</td>
<td>28.1</td>
<td>gaugcucacagauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11917</td>
<td>M0037963</td>
<td>supercont1.135 [+]: 1523348-1523407</td>
<td>3.1</td>
<td>4.0</td>
<td>cuagcucacagauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11918</td>
<td>M0037964</td>
<td>supercont1.151 [-]: 1291075-1291138</td>
<td>3.1</td>
<td>2.4</td>
<td>cuagcucacagauccacaccuc</td>
</tr>
<tr>
<td>aae-miR-11919</td>
<td>M0037965</td>
<td>supercont1.235 [-]: 964754-964810</td>
<td>3.3</td>
<td>3.0</td>
<td>uguagcucacagauccacaccuc</td>
</tr>
</tbody>
</table>

miRNA predictions above the first thick line have a seed sequence that is present in an insect species, miRNAs between the two thick lines have a seed sequence that is present in a metazoan species, and miRNAs below the second thick line have seed sequences that are not present in any metazoan miRNA.

* The mean read count is normalized to the size of the corresponding small RNA sequencing library and presented as reads per million.

† miRNA prediction is supported by a seed match to known insect miRNAs or >1000 reads (equivalent to appr. 80 rpm), but not by the presence of a star strand.
than 3’ moRs (Figure 6A). moRs have been proposed to be the by-products of Drosha cleavage and in line with this suggestion, we found the 3’ end of 5’ moRs and the 5’ end of 3’ moRs to be fixed, reflecting potential Drosha cleavage sites (Figure 6B and 6C). In contrast, the ends of moRs facing the termini of the miRNA stemloop were less well defined, suggesting that they are processed by exonuclease activity (Figure 6B). Why certain miRNA hairpins are prone to accumulation of moRs remains unclear.

**DISCUSSION**

Small RNA pathways critically influence the outcome of virus infections in many host organisms, including plants, fungi, invertebrates, and vertebrates (3-5, 15, 69). In plants and invertebrates, siRNA-mediated antiviral immunity is key to the defence against a broad range of virus infections. In *Aedes* mosquitoes, viral siRNAs were detected from several virus families, including *Togaviridae*, *Flaviviridae*, *Bunyaviridae*, and *Reoviridae* (5). In line with previous reports, our analysis identified viral siRNAs derived from the entire genomic RNA of DENV2 in *Aedes aegypti* cells (35, 36). These vsiRNAs are produced in roughly equal amounts from the (+) strand and the (-) strand of the virus, indicating that the dsRNA replication intermediates serve as substrate for Dcr2. Upon knockdown of either Dcr2 or Ago2 in whole *Aedes* mosquitoes, DENV2 titres and transmission are enhanced, underlining the pivotal role of RNA interference in limiting DENV2 replication (53).

Besides siRNAs, our DENV2 infected small RNA libraries contained a substantial number of virus-mapping reads in the size range of piRNAs. Their expression was confirmed using small RNA northern blotting, validating that these small RNA reads were no sequencing artefacts. Only very few DENV2 genomic locations near the 3’ end of the DENV genome give rise to these vpiRNAs but the origin of this spiky pattern remains obscure. We hypothesized that perhaps endogenous, transposon-derived piRNAs would loosely bind the DENV2 genome at these positions triggering the production of secondary vpiRNAs. A similar mechanism has been suggested to initiate piRNA production from specific mRNAs in *Drosophila* (28). However, various mapping strategies allowing small RNA alignment with up to six mismatches did not uncover endogenous piRNAs that could trigger vpiRNA production at the observed positions.

![Figure 6. miRNA offset RNAs in AagŘ cells.](image) 
(A) List of miRNA hairpins that give rise to moRs (sorted by the total moR count). The combined miRNA and moR read count from all six deep-sequencing libraries is shown. Highlighted miRNAs are described in more detail in panel B. (B) Three examples of mature miRNAs and moRs mapping to miRNA hairpins. The height of the bar (on log scale) reflects the number of reads covering the corresponding nucleotide position. The total amount of miRNA/moR reads is indicated below each bar stack. The most abundant miRNA/moR sequence is highlighted using the following color coding: orange, 5’ moR; red, mature miRNA; blue, miRNA*; green, 3’ moR. The dashed vertical line marked with a ‘d’ reflects the putative Drosha cleavage site. (C) miR-283 hairpin with 5’ and 3’ miRNA/moR sequences highlighted with colored nucleotide letters (see panel B). The sites of Dcr1 and Drosha cleavage are indicated by the dashed lines.
Previous analyses of DENV2-derived small RNAs identified vpiRNAs in Aedes aegypti mosquitoes or Aag2 cells (35, 36). Also in the viral small RNA population reported by Scott and colleagues (35), a major small RNA spike is located near the 3’ end of the DENV genome. Since the entire population of viral RNA is analyzed in this study, it is however hard to assess which type of small RNA contributes to the spike. Interestingly, the spiky genome distribution of vpiRNAs is also recapitulated in adult Aedes mosquitoes. Although in this study the exact location of vpiRNA spikes differs from the positions we found in Aag2 cells, these data suggest that similar mechanisms may be responsible for piRNA biogenesis in Aag2 cells and adult mosquitoes. Yet, genetic evidence for the PIWI protein dependency of vpiRNA production in vivo is lacking. Of note, piRNAs are far less abundant in the small RNA libraries reported by Scott et al. (35) and Hess et al. (36) compared to our data from Aag2 cells. These differences might be due to different experimental conditions, including the chosen MOI, the time point of sampling, or to differences in small RNA library preparation and sequencing methodology. In addition, the specific viral strains may critically influence the accumulation of vpiRNAs. We have tested two laboratory-adapted DENV2 strains which both give rise to vpiRNAs, and it would be interesting to test if pathogenic strains from DENV2 endemic areas would show similar phenotypes.

Using knockdown of PIWI proteins, we identified Piwi5, Ago3 and, to a lesser extent, Piwi6 as responsible for the production of vpiRNAs in Aag2 cells. Therefore, DENV2 vpiRNA biogenesis in Aag2 cells relies on a similar set of PIWI proteins as SINV vpiRNAs, which also depend on Piwi5 and Ago3 (37). We have recently proposed that Aedes PIWI proteins are specialized in producing piRNAs from various sources. Whereas in mosquito cells piRNA biogenesis from transposons directly and indirectly depends on Piwi4-6 and Ago3, piRNA biogenesis from SINV predominantly requires Piwi5 and Ago3 only (37). The additional involvement of Piwi6 for piRNA production from DENV2 suggests that Aedes PIWI proteins are even further specialized towards RNA substrates from different viruses. This may be caused by virus-specific sequence elements or structures that are preferentially recognized by certain PIWI proteins. Alternatively, but not mutually exclusive, differences in replication strategies or replication sites might favour recognition of viral RNA by distinct sets of PIWI proteins.

The almost complete loss of DENV2 piRNAs upon knockdown of Piwi5 and Ago3 indicates that both proteins are equally important for vpiRNA biogenesis in Aag2 cells, similar to piRNA biogenesis during SINV infection (37). SINV piRNAs are produced by a two-step amplification mechanism that resembles ping-pong amplification of transposon piRNAs in Drosophila (27, 29). During this process, a piRNA-loaded PIWI protein (Piwi5 in Aedes or Aubergine in Drosophila) slices a complementary target RNA and transfers the 3’ slicer products as the new piRNA precursor to a second PIWI protein (Ago3 in Aedes and Drosophila). From this precursor, an Ago3-bound secondary piRNA is
produced that in turn is able to slice a target RNA, giving rise to a new piRNA precursor. This precursor will be matured to generate the same primary piRNA sequence that initiated the amplification. Therefore, this model predicts the presence of piRNAs derived from both strands. Although also during SINV infection (-) strand derived piRNAs are only a minor fraction, they can be identified as the primary piRNAs by a nucleotide bias that is characteristic for Piwi5/Aub bound piRNAs (uridine at position one). During DENV2 infection, 25-30 nt reads from the (-) strand are extremely scarce and they do not have the nucleotide bias that would classify them as primary piRNAs. Therefore, exactly how the production of the secondary, (+) strand vpiRNAs is triggered or whether a different, amplification-independent mechanism is responsible for their production, remains unclear.

The expression of miRNAs from DENV2 genomic RNA is still debated. Based on small RNA sequencing data, Hussain and Asgari have described a set of six viral small RNAs that have miRNA-like properties (24). Inhibition of one of them, vsRNA-5, by complementary RNA molecules strongly enhances DENV virus replication (24). However, expression of these viral small RNAs is generally not high and the relevance of such a lowly abundant small RNA during the exponential growth of a virus was therefore questioned (25). In our dataset, we find a high number of specific vsRNA reads for only vsRNA-2. For all the other predicted vsRNAs we find no or very low numbers of reads. vsRNA-2 is located on a hairpin at the very end of the DENV2 genome. This strongly resembles KUN-miRNA1, a viral small RNA expressed in mosquito cells infected with West Nile virus, a related flavivirus (70). KUN-miR1 is 21nt in size and its expression is Dcr1-dependent. In contrast, our data demonstrate that vsRNA-2 has a broad size distribution of primarily 26-28 nt, arguing against it being a canonical Dicer-dependent miRNA. Altogether, these data support the notion that miRNA-like small RNAs from DENV2 are extremely lowly abundant, with a questionable role in the regulation of viral replication.

Modulation of host miRNAs after virus infection may be a mechanism that coordinates gene expression during the course of the immune response. Alternatively, it may be a consequence of a viral strategy to manipulate host gene expression. Comparing uninfected with DENV2-infected Aag2 cells showed that the expression of almost all miRNAs was unchanged upon infection. Only a handful of miRNAs were up or down-regulated after exposure to DENV2. The fold changes ranged from approximately 4 fold up to 4 fold down. In whole Aedes aegypti mosquitoes, a total of 31 miRNAs were recently shown to be differentially regulated following infection at three different time points (17). The set of differentially expressed miRNAs is inconsistent between the different analyzed time points (2, 4 and 9 days post infection, dpi), but the number of differentially expressed miRNAs was higher at nine dpi than at two or four dpi. These data suggest that changes in miRNA expression may be more prominent in a long-term
infection and we thus cannot exclude the possibility that prolonged infection of Aag2 cells may result in more pronounced changes in miRNA expression. Alternatively, the observed miRNA changes in adult mosquitoes might not directly happen in infected cells per se, but could reflect an indirect effect of homeostatic or metabolic responses during the infection. It should be remembered that miRNA expression can be highly cell-type specific; if miRNA levels are responsive to DENV2-infection only in selected cell types within the entire mosquito, we may miss those in our Aag2 cell-based assays.

In summary, here we provide an in-depth analysis of small RNAs in DENV2 infected Aag2 cells in comparison to uninfected cells. Aag2 cells provide a powerful model system for studying biochemical details of small RNA biogenesis pathways, as they are fully competent in producing siRNAs, miRNAs and piRNAs originating from both virus and host. Our analyses add both DENV-derived piRNAs and novel Aedes aegypti miRNAs to the small RNA repertoire in this medically important virus-host interaction.
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Figure S1. DENV small RNAs in *Aedes* mosquitoes. Re-analysis of small RNA sequencing data from DENV2-JAM1409 infected *Aedes* mosquitoes (9 days post infection) published by Hess et al. (1). (A) Size profile of small RNA reads mapping to the sense strand (black) or antisense strand (grey) of the DENV2 JAM1409 genome. Inlay shows reads of 23 to 32 nt in size, with a different scale for the y-axis. (B) Peaks indicate the number of 5' ends of small RNAs of 21 nt (left panel) or 25-30 nt (right panel) across the sense (red) or antisense (blue) strand of the viral genome. Read counts have been normalized to the depth of the library. Red numbers in B indicate the genome position of the 5' end of the small RNA peaks.

Figure S2. Effect of PIWI knockdown on DENV RNA levels. (A) Quantification of DENV RNA levels by RT-qPCR in the samples used for figure 2E and 2F. (B) Knockdown (KD) efficiency of Piwi5 and Ago2 (left panel) and the corresponding levels of DENV RNA (right panel) as assessed by RT-qPCR. Bars indicate mean +/- SEM of three independent experiments. Statistical significance was determined using two tailed, unpaired student t-test. * P<0.05; **P<0.01.
A

DENV 9542 (+)

DENV 4888 (-)

Figure S3. DENV miRNAs are not expressed in Aag2 cells. (A) miRNA predictions using miRDeep2 on the DENV2-NGC genome. The read counts of the individual sequences, combined from all the six sequencing libraries, that support the predictions are shown to the left. The predicted mature miRNA and the expected miRNA* sequences are indicated in red and blue, respectively. (B) Genome coverage of small RNAs mapping to the DENV2-NGC 3′ UTR. Bars represent the mean of the normalized coverage at each nucleotide position (n=3). Green bars show all small RNA reads mapping to the region. Red bars show the 22-24 nt reads derived from the viral (+) strand only. (C) Size distribution of (+) strand-derived small RNA reads that end at the 3′ terminus of the DENV2-NGC genome. Bars represent the average read count and SEM of the three deep-sequencing libraries normalized to their corresponding size (displayed as % of library).
Figure S4. New Aedes miRNAs reported by Hu et al. or Akbari et al. Folding of miRNA hairpins that have been published by Hu et al. or Akbari et al. (2, 3), and have also been recovered by the miRDeep2 analyses of our libraries. These miRNAs were not yet published in the most recent version of miRBase. The folding of the hairpin was predicted using RNAfold. Red and blue letters indicate the position of the predicted, mature miRNA and miRNA* sequences, respectively. The shown miRNA names have been assigned by miRBase; the previous names given by the authors of the indicated studies are presented between brackets. The mature aae-miR-11893 sequence maps to two identical hairpins in the genome. Similarly, the mature aae-miR-11899 sequence maps to two identical hairpins in the genome.
Table S1. Oligonucleotides used in this study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primers used for the production of T7-flanked PCR products</strong></td>
<td></td>
</tr>
<tr>
<td>T7F-Luc</td>
<td>taatacgactcatagggagaTATGAAGAGATACGCCCTGGTT</td>
</tr>
<tr>
<td>T7R-Luc</td>
<td>taatacgactcatagggagaATAAACCCGGGAAGTAGATGAGA</td>
</tr>
<tr>
<td>T7F-Piwi1/3</td>
<td>taatacgactcatagggagaCCACGCCCATCGTTCGAA</td>
</tr>
<tr>
<td>T7R-Piwi1/3</td>
<td>taatacgactcatagggagaCCTCAGTTTGTCCAACCATA</td>
</tr>
<tr>
<td>T7F-Piwi2</td>
<td>taatacgactcatagggagaCCACGCCCATCGTTCGAA</td>
</tr>
<tr>
<td>T7R-Piwi2</td>
<td>taatacgactcatagggagaCCACGCCCATCGTTCGAA</td>
</tr>
<tr>
<td>T7F-Piwi4</td>
<td>taatacgactcatagggagaCGTGGAAGATCGTTTCTTCA</td>
</tr>
<tr>
<td>T7R-Piwi4</td>
<td>taatacgactcatagggagaCGTGGAAGATCGTTTCTTCA</td>
</tr>
<tr>
<td>T7F-Piwi5</td>
<td>taatacgactcatagggagaGCCCATTACACCGGTCAAAT</td>
</tr>
<tr>
<td>T7R-Piwi5</td>
<td>taatacgactcatagggagaGCCCATTACACCGGTCAAAT</td>
</tr>
<tr>
<td>T7F-Piwi6</td>
<td>taatacgactcatagggagaAACGGGAGGATCTTCAACG</td>
</tr>
<tr>
<td>T7R-Piwi6</td>
<td>taatacgactcatagggagaAACGGGAGGATCTTCAACG</td>
</tr>
<tr>
<td>T7F-Piwi7</td>
<td>taatacgactcatagggagaATGCGGAGGTCGTTGAGGTAAC</td>
</tr>
<tr>
<td>T7R-Piwi7</td>
<td>taatacgactcatagggagaATGCGGAGGTCGTTGAGGTAAC</td>
</tr>
<tr>
<td>T7F-Ago3</td>
<td>taatacgactcatagggagaTGCTAATCGTGCGGTAGGA</td>
</tr>
<tr>
<td>T7R-Ago3</td>
<td>taatacgactcatagggagaTGCTAATCGTGCGGTAGGA</td>
</tr>
<tr>
<td>(quantitative PCR primers)</td>
<td></td>
</tr>
<tr>
<td>F-Piwi4</td>
<td>TCTTCTTCTCCACCACAGCC</td>
</tr>
<tr>
<td>R-Piwi4</td>
<td>ATGGTGAACACCTCACAGTTAC</td>
</tr>
<tr>
<td>F-Piwi5</td>
<td>ACGGCAATCACATCGAGACTC</td>
</tr>
<tr>
<td>R-Piwi5</td>
<td>CGACCTCCACGCTTCCTC</td>
</tr>
<tr>
<td>F-Piwi6</td>
<td>TTTTCTTCCACCCCCAGCAG</td>
</tr>
<tr>
<td>R-Piwi6</td>
<td>AATACATTTCGGATGCGGCC</td>
</tr>
<tr>
<td>F-Ago3</td>
<td>CTCCAGACGCGGTTTGGGA</td>
</tr>
<tr>
<td>R-Ago3</td>
<td>GCAGGTACGAAGATTGGCTGC</td>
</tr>
<tr>
<td>F-Ago2</td>
<td>ATTTGCGCTCAGATCAACG</td>
</tr>
<tr>
<td>R-Ago2</td>
<td>GAGATCGTATGAGAAGCGGCC</td>
</tr>
<tr>
<td>F-LAP</td>
<td>GTGCTCATTCACCACAATCG</td>
</tr>
<tr>
<td>R-LAP</td>
<td>AACTTGCCCGCAACAAATAC</td>
</tr>
<tr>
<td>F-DV2-NS1</td>
<td>AGAAGTGGACTGGGACACG</td>
</tr>
<tr>
<td>R-DV2-NS1</td>
<td>TGCCCTTCTGAGCTTTTCAGA</td>
</tr>
<tr>
<td><strong>Northern blot probes</strong></td>
<td></td>
</tr>
<tr>
<td>nDV2-9180+</td>
<td>GGTCCTTCTAGTGATTTGCTTGTGCTCCCT</td>
</tr>
<tr>
<td>nDV2-9985+</td>
<td>CCCTGTTCCACGACTGTACGCTACATGCTTTCCCT</td>
</tr>
<tr>
<td>nMiR-2940-3p</td>
<td>AGTGATTTATCTCCTTGTCAC</td>
</tr>
</tbody>
</table>
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Available online:

- **Table S2.** Spreadsheet of raw miRDeep2 output. Sheet 1 provides an overview of the selection procedure to reach the final miRNA predictions. Sheets 2 to 6 show the unfiltered miRNA predictions and the filtered miRNA predictions after the individual rounds of selection.
- **Dataset S1.** Data related to Figure 1C, 1D, 2E, 2F, 3, 4, S1, S2, S3B and S3C.

The data can be downloaded from:
http://journals.plos.org/plosntds/article?id=10.1371/journal.pntd.0004452#sec022
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Histone-Derived piRNA Biogenesis Depends on the Ping-pong Partners Piwi5 and Ago3 in Aedes aegypti.
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ABSTRACT

The piRNA pathway is of key importance in controlling transposable elements in most animal species. In the vector mosquito *Aedes aegypti*, the presence of eight PIWI proteins and the accumulation of viral piRNAs upon arbovirus infection suggest additional functions of the piRNA pathway beyond genome defense. To better understand the regulatory potential of this pathway, we analyzed in detail host-derived piRNAs in *Ae. aegypti* Aag2 cells. We show that a large repertoire of protein-coding genes and non-retroviral integrated RNA virus elements are processed into genic piRNAs by different combinations of PIWI proteins. Among these, we identify a class of genes that produces piRNAs from coding sequences in an Ago3- and Piwi5-dependent fashion. We demonstrate that the replication-dependent histone gene family is a genic source of ping-pong dependent piRNAs and that histone-derived piRNAs are dynamically expressed throughout the cycle, suggesting a role for the piRNA pathway in the regulation of histone gene expression. Moreover, our results establish the Aag2 cell line as an accessible experimental model to study gene-derived piRNAs.

INTRODUCTION

Small RNA-guided gene regulation has come to light as a major, widely conserved mechanism across almost all eukaryotes (1). PIWI-interacting RNAs (piRNAs) are a class of ~25 to 30 nt small RNAs that associate with the PIWI subclass of Argonaute proteins to form gene regulatory piRNA induced silencing complexes (piRISCs). Specificity of piRISC is mediated by base-pairing between the piRNA sequence and a target RNA (2). In flies, primary piRNAs are processed from long single-stranded RNA precursors and are loaded into the PIWI proteins Piwi and Aubergine. These piRNAs show a strong bias for uridine at their 5’ end (1U). In the presence of target RNA, piRNA amplification by the so-called ping-pong loop is initiated: antisense primary piRNAs mediate cleavage of the target and the 3’ cleavage fragment is processed into secondary piRNAs, which are loaded into a different PIWI protein, called Argonaute 3 (Ago3). This mechanism is at the origin of the ping-pong signature of piRNAs: a 1U bias for antisense piRNAs and a bias for adenosine at position 10 (10A) for sense piRNAs (2-4).

The piRNA pathway has been defined as an RNA-based defense system against transposon activity and many studies have addressed its role in maintaining genome stability in the germline (5). Despite this conserved function across species, increasing evidence suggests the presence of piRNAs and PIWI proteins in non-germline tissues (6,7). Expression of PIWI proteins in somatic tissues has been linked to stem cell renewal, maintenance, and regeneration in several primitive organisms (1, 8-12). Somatic piRNAs have been cloned from *Drosophila* (2, 13, 14), rhesus macaque and mouse tissues (2-4, 15, 16). Moreover, accumulation of piRNAs and PIWI proteins has been detected in human
somatic and cancer cells (5, 17, 18). However, the biogenesis and functions of somatic PIWI proteins and their associated piRNAs remain largely unexplored.

Previously, we and others identified an additional class of somatic piRNAs: virus-derived piRNAs in *Aedes* mosquitoes (6, 7,19-24). As the vector for several pathogenic human viruses, including dengue virus, Zika virus, and chikungunya virus, *Ae. aegypti* is one of the most medically important mosquito species. Its genome encodes eight PIWI family members (Piwi1–7 and Ago3), of which Ago3 clusters with *Drosophila* Ago3, whereas Piwi1-7 form clades distinct from *Drosophila* Piwi and Aubergine (25). We recently used the piRNA competent Aag2 cell line to investigate viral and transposon-derived piRNA biogenesis. Aag2 cells express the same PIWI genes present in adult mosquitoes and are fully competent in producing piRNAs via the ping-pong amplification mechanism (18). We demonstrated that Piwi5 and Ago3 are the core proteins of the viral piRNA ping-pong amplification loop, whereas additional PIWI proteins are involved in transposon-derived piRNA biogenesis (20).

*Ae. aegypti* has a large genome size (~1.4 Gb) of which half is composed of transposable elements (26). However, only 19% of the sequenced piRNAs map to transposable elements (TEs), suggesting that the remainder of small RNAs could arise from other genomic loci (27). Indeed, an increasing number of studies indicate that piRNAs may also arise from cellular non-coding and protein-coding genes studies in different animal species (5, 27-30). Gene-derived piRNAs generally derive from the 3’ untranslated regions (UTRs) and are produced in a ping-pong independent fashion in *Drosophila* ovaries, murine testes, *Xenopus* eggs, and *Anopheles gambiae* germline (3, 31-33).

Core histone proteins (H2A, H2B, H3, H4) are highly conserved proteins that play essential structural and functional roles in genome packaging and gene regulation in all eukaryotes. The organization of histone genes in one or more clusters is conserved from yeast to human. Although clustering is important for their transcriptional activation at the G1/S phase transition, histone transcripts are also regulated post-transcriptionally (34). Devoid of a poly(A) tail, replication-dependent histone mRNAs end in a highly conserved stem-loop (SL) structure that is responsible for their cell cycle regulated degradation at the end of the S phase. The conserved cis regulatory elements in mRNA, such as the SL motif and the purine-rich histone downstream element (HDE), and the machinery for histone mRNA 3’end processing are conserved in *Ae. aegypti* (35).

Here, we present evidence that specific PIWI proteins produce genic piRNAs in *Ae. aegypti* Aag2 cells. We show that coding sequences of replication-dependent histone genes are a major source of 3’end-modified piRNAs, which accumulate in an Ago3-Piwi5 and ping-pong dependent fashion. Our results imply a new link between the piRNA pathway and histone gene expression and establish the Aag2 cell line as an experimental model to study genic piRNAs.
MATERIALS AND METHODS

Transfection of Aag2 cells

For immunoprecipitation (IP) analyses, Aag2 cells were transfected with expression plasmids encoding individual PIWI proteins (see Supplemental data). For knockdown experiments, Aag2 were transfected with dsRNA using X-tremeGENE HP (Roche) according to the manufacturer’s instructions. To increase knockdown efficiency, Aag2 cells were re-transfected at 48 h after the first transfection. Where indicated, cells were infected with a Sindbis virus recombinant expressing GFP from a second subgenomic promoter (SINV-GFP). Unless stated differently, samples were harvested at 48 h post infection.

RNA and protein detection

For a detailed description of the experimental procedures for northern blot, RT-qPCR, strand specific RT-PCR, immunoprecipitation, western blot and and small RNA deep-sequencing, see Supplemental data. Oligonucleotide sequences are presented in Table S1.

Cell cycle analysis by flow cytometry

Sub-confluent Aag2 cells were treated with 0.2 mM Hydroxyurea (HU, Sigma) for 24 h and subsequently released by changing the medium. At 0, 2, 4, 6 and 8 hours post release (hpr), cells were harvested, washed with PBS, fixed overnight with ice-cold 70% ethanol at 4°C and stained in Staining buffer (50 μg/ml propidium iodide, 50 μg/ml Ribonuclease A, 3.8 mM tri-sodium citrate dehydrate, 0.1% Triton X-100) overnight at 4°C in the dark. Intracellular DNA content was then analyzed by flow cytometry on a BD FACSCalibur. FlowJo software was used for the analyses.

Statistical analysis

Experiments were repeated as biological replicate as indicated in the figure legends and data are expressed as mean ± standard deviation (SD). Unpaired two-tailed student’s t-tests were used to determine statistical significance. A P-value of <0.05 was considered statistically significant. Graphs were plotted and statistical analyses were performed using GraphPad Prism (version 6.00 for Mac, GraphPad Software, La Jolla CA, USA).

RESULTS

Ae. aegypti coding genes are a source of piRNA-sized small RNAs

We have previously shown that different combinations of PIWI proteins can generate either transposon-derived or viral piRNAs in the Ae. aegypti Aag2 cell line (20, 21). Although it has been proposed that protein-coding genes may also be sources of piRNAs
in *Ae. aegypti* (27), the biogenesis mechanism and the PIWI proteins involved in this pathway remained to be defined.

To characterize the piRNA repertoire in Aag2 cells and explore its dependency on specific PIWI proteins, we analyzed our previous small RNA sequencing data from Sindbis virus (SINV)-infected Aag2 cells, upon RNAi-mediated knockdown or immunoprecipitation (IP) of Ago3, Piwi4, 5 and 6 proteins (20). In addition to the expected siRNA and miRNA populations (21-23 nt), a piRNA-sized population of small RNAs (25-30 nt) accumulated in control knockdown libraries (Figure S1A).

We mapped small RNA reads to the SINV genome and to the genomes of viruses known to persistently infect Aag2 cells and to the *Ae. aegypti* genome (AaegL3) and 25-30 nt reads were assigned to different categories of transcripts (Table 1). Most reads mapped to unannotated regions of the *Ae. aegypti* genome (40%). As previously indicated (27), TE-derived piRNAs represented only a modest fraction (~24%) of the piRNA-like reads. Approximately 26% of reads mapped to other repeated regions in the *Ae. aegypti* genome. Among the remaining 25-30 nt piRNA-like reads, ~8% mapped to annotated *Ae aegypti* coding genes (Table 1) and were selected for further analyses. Mapping to individual transcripts, a total of 339 protein-coding genes produced at least ten piRNA-sized reads per million mapped reads.

### Table 1. Annotation of 25-30 nt small RNA reads in Aag2 cells.

Small RNA reads from control SINV-GFP infected Aag2 cells (luciferase dsRNA treated) were mapped to the indicated viral genomes and the *Ae. aegypti* genome. *Ae. aegypti* specific 25-30 nt RNAs were assigned to different categories of transcripts (Transposable Elements, TEs; other repeats; protein-coding or non-coding genes). SINV, Sindbis virus; AaDV2, Aedes aegypti densovirus; MXV, mosquito X virus; CFAV, cell fusing agent virus.

<table>
<thead>
<tr>
<th>Mapping</th>
<th>Annotation</th>
<th>Number of reads (three libraries)</th>
<th>Percentage of total reads</th>
<th>Percentage of AaegL3 mapping reads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>--</td>
<td>11,717,519</td>
<td>100</td>
<td>--</td>
</tr>
<tr>
<td>SINV</td>
<td>--</td>
<td>166,152</td>
<td>1.42</td>
<td>--</td>
</tr>
<tr>
<td>AaDV2</td>
<td>--</td>
<td>12</td>
<td>0.0001</td>
<td>--</td>
</tr>
<tr>
<td>MXV</td>
<td>--</td>
<td>5,839</td>
<td>0.05</td>
<td>--</td>
</tr>
<tr>
<td>CFAV</td>
<td>--</td>
<td>5,284</td>
<td>0.05</td>
<td>--</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>Total</strong></td>
<td><strong>8,945,062</strong></td>
<td><strong>76.34</strong></td>
<td><strong>100</strong></td>
</tr>
<tr>
<td><strong>Ae. aegypti genome</strong> (AaegL3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non repeated</td>
<td>Protein-coding genes</td>
<td>701,882</td>
<td>5.99</td>
<td>7.85</td>
</tr>
<tr>
<td></td>
<td>Non-coding genes</td>
<td>153,705</td>
<td>1.31</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>Shared</td>
<td>34,075</td>
<td>0.29</td>
<td>0.38</td>
</tr>
<tr>
<td>Unannotated</td>
<td>--</td>
<td>3,578,059</td>
<td>30.54</td>
<td>40.00</td>
</tr>
<tr>
<td>Unmapped</td>
<td>--</td>
<td>2,595,170</td>
<td>22.15</td>
<td>--</td>
</tr>
</tbody>
</table>
Different combinations of PIWI proteins produce distinct sets of genic piRNAs

We next investigated genic piRNA dependence on and association with specific PIWI proteins. To this end, fold changes of piRNA-sized reads in sense or antisense orientation from individual PIWI knockdown or IP libraries were compared to the control libraries (dsLuc or GFP-IP, respectively). The global levels of sense, genic 25-30 nt RNA reads were specifically reduced in Ago3 knockdown (Figure S1B) and enriched in Ago3 IP (Figure S1C), whereas the antisense reads were reduced by both Ago3 and Piwi5 knockdowns (Figure S1B) and enriched in Piwi5 and Piwi6 IP (Figure S1C).

To better characterize genic piRNA-like reads based on their PIWI protein dependency, we analyzed the changes in small RNA levels for individual coding genes upon PIWI knockdown and immunoprecipitation. We performed hierarchical clustering of the top 50 piRNA producing coding genes and we classified them into six groups based on their dependency on specific PIWI proteins (Figure 1A, left panel and 1B). In addition, we calculated the sense or antisense bias of the reads relative to the annotated transcriptional orientation of the locus (Figure 1A, central panel). Furthermore, we evaluated the nucleotide bias at each position of small RNA sequences within the six defined groups to determine if genic piRNA-like reads contained the characteristic 1U/10A ping-pong signature (Figure 1A, right panel).

A large number of genes fall in group II and III, which contained piRNA-like reads that were dependent on and enriched in Piwi5 and Piwi6, indicating that these PIWI proteins are directly responsible for their production, classifying these small RNAs as bona fide genic piRNAs. BLAST analyses of the predicted gene products identified eight loci that seem to be of viral origin (group II: AAEL007844, AAEL007866, AAEL009873, AAEL017001; group III: AAEL000976, AAEL00991, AAEL00997, AAEL001003, and AAEL009870). Such non-retroviral integrated RNA virus elements (NIRVS) are likely integrated into the host genome by spurious reverse transcription and integration events by retrotransposons and have been proposed to be a catalogue of previous viral encounters in the mosquito genome (36, 37). These Piwi5/Piwi6 dependent viral-like piRNAs were 1U-biased and in antisense orientation to the annotated gene. The viral-like piRNAs from group II have previously been identified as a source of piRNAs in adult *Ae. aegypti* (27). Strikingly, four out of five viral-like loci of group III (AAEL000976, AAEL00991, AAEL00997, and AAEL001003) are clustered on the *Ae. aegypti* genome in a 6,761 bp window.
Figure 1. Genic piRNAs depend on different combinations of *Ae. aegypti* PIWI proteins. (A) Relative changes in piRNA abundance of the top-50 piRNA producing protein-coding genes upon PIWI knockdown. Left panel: heat map showing the relative piRNA abundance in the indicated knockdown libraries compared to the control knockdown (dsLuc). These data were used to generate the hierarchical clustering and assign individual genes to specific groups (I to VI). The virus symbol indicates annotated.
Group IV and V included genic piRNA-like reads that depend on the ping-pong partners Ago3 and Piwi5. Accordingly, these genes predominantly produced piRNAs from the sense strand, which were enriched in Ago3 and showed a 10A bias (Figure 1A-B). These features resemble *Ae. aegypti* viral piRNAs that are produced in a ping-pong dependent manner (20, 21). Like group II and III, group IV piRNA levels were reduced upon Piwi4 knockdown, but they were depleted in Piwi4 IP. This pattern resembled our previous observations for TE-derived piRNAs (20), suggesting an indirect role for Piwi4 in piRNA biogenesis also in genic piRNA production.

Group I comprised three genes characterized by an increase in piRNA expression upon Piwi4 knockdown and a depletion in Piwi4 IP, suggesting an indirect effect of Piwi4 on piRNA accumulation. Group VI consisted of a heterogeneous group of six genes, overall distinguished by a loss of piRNAs upon Piwi4 and Ago3 knockdown and an association with Ago3. The strong nucleotide bias for group I (sense and antisense) and VI (antisense) members was caused by the predominance of individual sequences. Together, these results suggest that different combinations of PIWI proteins mediate the biogenesis of genic piRNAs from subsets of protein-coding genes.

**Sense and antisense histone 4-derived piRNAs accumulate in an Ago3/Piwi5 ping-pong dependent fashion**

We have previously shown that Ago3 and Piwi5 process viral RNA substrates in a ping-pong dependent manner to generate antisense, U1 biased, Piwi5-bound piRNAs and sense, 10A biased, Ago3-bound piRNAs (20). To further study the role of the ping-pong partners Ago3 and Piwi5 in control of host gene expression, we first analyzed representative genes from group IV (AAEL012272, AAEL007690, AAEL003743) and group V (AAEL011197, AAEL14915, AAEL006582) (Figure S2). Interestingly, for all genes a similar small RNA distribution was observed: piRNA-sized reads accumulated as hotspots in exons, almost exclusively in a sense orientation to the host transcript (Figure S2A and B). Despite the absence of antisense piRNA sized reads accumulating from those loci, low levels of minus strand-derived 21 nt reads were detected, suggesting the existence of antisense transcripts (Figure S2B). Nonetheless, RT-qPCR analyses indicate that mRNA steady-state levels remained largely unchanged in Ago3 and Piwi5 knockdown, despite the associated decrease in piRNA levels (Figure 1A and S2C).

Among the genes that produce Ago3/Piwi5-dependent piRNAs in group V, we found nine members of the histone 4 (H4) gene family (AAEL000517, AAEL000490, AAEL000501, AAEL000513, AAEL003838, AAEL003866, AAEL003846, AAEL003823 and AAEL003863). H4 forms the central core nucleosome with histone 3 (H3) and interacts with DNA and all other core histones (34). In addition to coding an evolutionarily conserved protein, H4 genes display a strikingly high conservation at the nucleotide level (38). The *Ae. aegypti* genome encodes fifteen almost identical H4 genes. Among
those, thirteen display the unique features of replication-dependent histone genes in metazoans (Figure S3A). They encode mRNAs ending in a conserved stem-loop sequence, rather than a poly(A) tail, their 3' end formation is directed by a purine-rich sequence known as histone downstream element (HDE), they lack introns, and they are clustered with the other core histone genes (H2A, 2B and 3) in the genome (Figure S3B). All replication-dependent H4 genes can be a source of genic piRNAs (Figure S3A). The remaining two H4 genes (AAEL011999 and AAEL013709) are not clustered and possess

Figure 2. H4piRNA biogenesis depends on Ago3 and Piwi5 dependent ping-pong amplification. (A) Distribution of 25-30 nt sense (red) or antisense (blue) RNA reads across the H4 open reading frame (ORF). The average count (three control libraries) of 5' ends of reads at each nucleotide position are shown. (B) Size profile of small RNA reads derived from H4 genes. Black and grey bars indicate sense and antisense reads, respectively. (C) Nucleotide bias at each position of the 25-30 nt small RNA reads mapping to H4 genes in sense (upper panel) and antisense (lower panel) orientation. All reads of three independent libraries were combined to generate the sequence logo; \( n \), number of reads; \( u \), number of unique sequences. (D,E) Relative abundance of 25-30 nt sense (black) and antisense (grey) H4piRNA reads in the indicated (D) PIWI knockdown or (E) PIWI IP libraries. Bars are the mean +/- SD of three independent small RNA libraries. Two-tailed student’s t-test was used to determine statistical significance (*\( P < 0.05 \); **\( P < 0.01 \); ***\( P < 0.001 \)).
a canonical polyadenylation signal at the 3'end, typical of replication-independent H4 replacement variants (39).

We mapped small RNA reads to the H4 genes and analyzed their size profile and distribution across the open reading frame (ORF) (Figure 2A-B). Both sense and antisense small RNAs ranged in size from 25 to 30 nt, resembling the size distribution of piRNAs. The vast majority of H4 small RNA reads derived from the sense strand of the gene (Figure 2A-B) and displayed a 10A nucleotide bias (Figure 2C).

To confirm our data, we compared our dataset to a publicly available small RNA sequence dataset from dsGFP transfected Aag2 cells (40) (Figure S4) and found a strong correlation in abundance of gene-derived piRNAs in both datasets ($r_s=0.75; P < 0.001$, Figure S4A). Moreover, in the Haac et al. dataset, H4-derived piRNAs accumulate with a similar size profile and ping-pong signature as in our dataset (Figure S4B and C).

H4 piRNAs predominantly derived from the sense strand in the second half of the H4 ORF and were dominated by a few, highly abundant sequences (Figure 2A, in red). Nonetheless, antisense 29 nt small RNA reads were also detectable (Figure 2A, in blue). Moreover, the 10-nt overlap between small RNAs that mapped to opposite strands suggests that the ping-pong amplification loop mediates biogenesis of these small RNAs (Figure S5A). In agreement, both sense and antisense piRNAs were reduced in Ago3 or Piwi5 depleted cells (Figure 2D). Moreover, sense piRNAs were specifically enriched in Ago3, whereas antisense reads were preferentially bound by Piwi5 (Figure 2E). These results indicate that H4-derived 25-30 nt small RNAs are ping-pong dependent piRNAs (H4piRNAs).

**Sense histone 4-derived piRNAs are 3'end-modified and associate with Ago3**

To confirm these findings in a sequencing-independent manner, we extracted total RNA from mock and SINV-infected Aag2 cells in different PIWI knockdown conditions and analyzed H4 sense piRNA accumulation levels by northern blot using a mix of four DNA probes (Figure 3A). The presence of individually cloned H4 sense piRNAs was verified using each of the four DNA probes separately (Figure S5B). Consistent with the sequencing results (Figure 1A, group V and Figure 2D), Ago3 and Piwi5 knockdown specifically reduced H4piRNA levels (Figure 3A, S5B and C). As expected, H4piRNAs are independent of Ago1 and Ago2, which are the effector proteins in the microRNA and siRNA pathways, respectively (Figure S5C). Our results showed that H4piRNAs accumulate as abundant and discrete RNA molecules independently of virus infection. For this reason, further analyses have been performed in uninfected Aag2 cells. In agreement with the sequencing data (Figure 1B, group V and Figure 3B), we confirmed that sense H4piRNAs are specifically enriched in Ago3 upon GFP-Trap immunoprecipitation of a GFP-Ago3 fusion protein (Figure 3B-C and S5D).

The PAZ domain of PIWI proteins is known to recognize the 3' end of piRNAs (41, 42),
Figure 3. H4-derived sense piRNAs associate with Ago3. (A) Northern blot analysis of sense H4piRNAs upon knockdown of the indicated PIWI/AGO transcripts in mock and SINV-GFP infected Aag2 cells. H4piRNAs were detected using a pool of four probes. U6 snRNA serves as loading control. (B) GFP-trap immunoprecipitation (IP) on Aag2 cells expressing GFP-Ago3, GFP-Piwi5, or, as a negative control, GFP. Immunoprecipitates and total lysates were analyzed by western blot using anti-GFP antibodies. The complete western blot is shown in Figure S5. NT, non transfected. (C) Northern blot analysis of sense H4piRNAs in RNA isolated from IPs of the indicated GFP-tagged proteins, using a strand-specific riboprobe complementary to the H4 mRNA. (D) Beta-elimination on total RNA of Aag2 cells followed by northern blot of H4piRNAs and miR-2940-3p. H4piRNAs were detected using a pool of four DNA oligonucleotide probes. (E) Northern blot for antisense (left) and sense (right) H4piRNAs in total RNA extracted from Aag2 cells. Strand-specific riboprobes complementary to either the sense or antisense strand of H4 gene sequence were used. U6 snRNA serves as loading control. All RNA samples were analyzed on high resolution 17.5% polyacrylamide gel. (F) Northern blot analyses of H4-piRNAs in male, female, and blood-fed (BF) female Ae. aegypti mosquitoes. A pool of four DNA oligonucleotide probes was used to detect H4-piRNAs. U6 snRNA serves as a loading control.
which invariantly carries a 2'-O-methyl group (1). Also, in vitro studies in silkworm BmN4 cells established that the 3' end modification takes place on piRNA precursors that are loaded into PIWI proteins (43). We thus performed a beta elimination assay on total RNA extracted from Aag2 cells and confirmed the presence of a modification at the H4piRNA 3' terminus, consistent with 2’O-methylation (Figure 3D).

The ping-pong cycle predicts that antisense piRNAs are produced from antisense transcripts. Although their accumulation was low compared to sense piRNAs, we could also detect antisense H4piRNAs by northern blot (Figure 3E). We reasoned that a transcript that is antisense to the H4 mRNA could serve as a potential precursor for these antisense H4piRNA. We therefore established a strand-specific RT-PCR to specifically detect sense and antisense RNAs (Figure S6A). As expected, we readily amplified cDNA from the sense strand, which corresponds to the H4 mRNA. In addition, we detected specific RT-PCR products from the antisense strand, indicating that antisense H4 transcripts accumulate in Aag2 cells (Figure S6B).

Although not ranking among the top-50 piRNA producing genes, the other core histone genes, H2A, H2B, and H3, were also a source of Ago3 and Piwi5-dependent piRNAs in Aag2 cells (Figure S7A-C). In addition to piRNAs, these core histone genes produced low levels of 21 nt sense and antisense reads, indicating that these genes also produced antisense transcripts.

To analyze whether histone-derived piRNAs are produced in vivo, we analyzed H4-derived small RNAs from adult mosquitoes by northern blot (Figure 3F) and observed that H4piRNA accumulate in adult mosquitoes and that their levels were higher in blood-fed female mosquitoes than in non-blood-fed ones (Figure 3F). Moreover, small RNA sequence data from adult mosquitoes contained histone-derived small RNAs in the size range of 26-29 nt, which were predominantly sense to histone transcripts and derived from the second half of the ORF (Figure S8A-D).

Together, our results show that sense H4piRNAs are highly abundant molecules and that they are 3' end modified, 10A biased, loaded in Ago3 and expressed in an Ago3 and Piwi5-dependent manner. An H4 antisense transcript is the likely source of Piwi5-dependent, 1U biased, antisense H4piRNAs that initiates the ping-pong amplification loop.

Histone-derived piRNAs accumulate during the cell cycle

High expression of the intronless, non-polyadenylated, replication-dependent histone genes is specifically required when DNA is being synthesized. Highly cell cycle-regulated activation of transcription, coupled with tight control of mRNA stability, causes a rapid increase in histone mRNA abundance as cells enter S phase and a rapid decrease at the end of the S phase (34). H4piRNAs specifically derive from the replication-dependent H4 genes in class I and II (Figure S3A) rather than from the constitutively expressed
H4 replacement variants (class IV). For this reason, we hypothesized that H4piRNAs production and function was linked with DNA replication and the cell cycle.

Cell cycle progression can be arrested at the transition step between G1 and S phase (G1/S) using hydroxyurea (HU), which reversibly induces replication stalling by nucleotide depletion and inhibition of DNA synthesis. To test our hypothesis, Aag2 cells were synchronized with 0.2 mM HU for 24 hours and the cell cycle was subsequently reinitiated by the removal of the drug. The cells were harvested at different time points post-release and their cell cycle distribution was assessed by flow cytometry based on DNA content (Figure 4A-B). As expected, H4 mRNA levels increased upon entry into S phase at 2 hours post

Figure 4. H4piRNAs accumulate during the cell cycle in synchronized Aag2 cells. (A) Schematic representation of the synchronization protocol. Aag2 cells at 50% confluency were treated with 0.2 mM hydroxyurea (HU) for 24 hours to induce cell cycle arrest at the G1/S phase. Once released, cells were collected every 2 hours, stained with propidium iodide (PI) and quantified for cell cycle distribution by flow cytometry. An example is shown (lower panel). (B) The relative percentage of cells in G1, S or G2/M phase cell cycle was assessed in three independent experiments. Data are presented as means +/- SD. (C) RT-qPCR analysis of H4 mRNA levels in synchronized cells. Expression is normalized to Lysosomal Aspartic Protease (LAP) levels and is expressed relative to asynchronous cells. Bars represent means +/- SD of three biological replicates. (D) Stem-loop (SL) RT-qPCR analyses of individual H4-piRNAs (shown in Figure S5B) in non-synchronized cells and in HU treated, synchronized cells at the indicate time points. Expression is normalized to aae-bantam-3p and presented relative to 0 hpr. Bars represent means +/- SD of three biological replicates. hpr, hours post release.
release (hpr) and rapidly dropped when cells progressed through the G2/M phase (Figure 4C). Likewise, the other core histone mRNAs showed the same dynamics (Figure S9A).

To quantify h4piRNA accumulation, we set up stem loop (SL) qPCR assays for four individual H4piRNAs (A-D, Figure S5B). The previously observed H4piRNA reduction upon Ago3 and Piwi5 knockdown (Figure 3A) was recapitulated by the SL-qPCR assay (Figure S9B), thus validating the approach. We then analyzed H4piRNA accumulation in asynchronous and synchronized cells and found that H4piRNAs are dynamically expressed throughout the cycle with a peak in expression at 4 hpr, with a slight delay compared to the peak of H4 mRNA expression (Figure 4C-D). Together, our results indicate that Piwi5 and Ago3 produce histone-derived piRNAs and suggest that piRNAs contribute to histone mRNA turnover during the cell cycle.

DISCUSSION

Ten years have passed since the first identification of piRNAs by several independent laboratories (44-48). In addition to the canonical function in protecting germline integrity, recent evidence imply broader roles for PIWI/piRNAs as regulators of gene expression in both germline and somatic tissues (6,7). Aedes mosquitoes display an expansion of the PIWI gene family, several of which are expressed in the soma (25, 49). In this study, we characterized the biogenesis of gene-derived piRNAs in the Ae. aegypti Aag2 cell line, which express the same PIWI genes as are expressed in somatic tissues of adult mosquitoes. We find that replication-dependent histone genes produce piRNAs in a ping-pong dependent manner, suggesting that piRNAs can be involved in dynamic regulation of mRNA expression in the soma. Moreover, since cell culture has a higher experimental amenability than adult mosquitoes, our work establishes Aag2 cells as an accessible and relevant model to study gene-derived piRNAs.

We identified several classes of genic piRNAs that depend on different combinations of PIWI proteins. Among these, class IV and V genic piRNAs are dependent on the ping-pong proteins Ago3 and Piwi5 and accumulate as hotspots in exonic sequences along the gene body. This distinguishes them from gene-derived piRNAs reported before in other species, which generally derive from the 3’ UTRs and are generated in a ping-pong independent fashion (3, 31-33). Class IV and V genes do not seem to share biological and molecular functions, nor do they share structural similarities. For example, group IV and V included canonical spliced host genes that are expressed as polyadenylated transcripts, as well as replication-dependent histone genes that produce unspliced, non-polyadenylated mRNAs.

Among the core histone genes, H4 produced the most abundant piRNAs. Sense and antisense H4piRNAs are specifically enriched in Ago3 and Piwi5, respectively. This reflects their nucleotide bias: 10A for sense H4piRNAs and 1U for the antisense ones. As a consequence, sense H4piRNA biogenesis seems to rely on the feed-forward ping-pong
amplification loop, most likely initiated by cleavage of H4 mRNAs by antisense piRNAs. Although ping-pong-dependent production of genic piRNAs initiated by transposon-derived piRNAs has recently been reported (50, 51), to our knowledge H4piRNAs are the first example of genic piRNAs that are produced in an autonomous ping-pong amplification loop.

In metazoans, expression of replication-dependent histone gene is tightly controlled to ensure their massive production as cells enter S phase and their reduction to baseline between the end of the S phase and mitosis. An intriguing possibility would thus be that piRNA-PIWI complexes are regulated by or have a role in the cell cycle. We found that histone mRNAs and histone piRNAs are dynamically expressed during the cell cycle, with the peak of H4piRNA abundance lagging ~2 h behind the peak of histone mRNA expression, suggesting that histone-derived piRNAs are processing products of histone mRNAs. The factors involved in cell cycle-dependent histone mRNA expression and degradation are conserved during evolution, and it is likely that the canonical mechanisms for histone mRNA metabolism are responsible for the major changes in histone mRNA levels in Ae. aegypti. However, our results indicate that the piRNA pathway may add an additional layer of dynamic histone mRNA regulation in a narrow window of the cell cycle.

Previous studies have indirectly shown a connection between piRNAs and histone genes in different organisms. For instance, Hiwi2 IP analyses in human somatic cells identified several genes involved in cell growth and proliferation among the piRNA-producing loci (30). Moreover, sense 1U biased piRNA-like molecules from histone mRNAs have been identified by deep sequencing in the cnidarian Hydra magnipapillata. During regeneration, down-regulation of these piRNA-like molecules leads to a small, but consistent, up-regulation of histone transcripts (52). Support for a role of PIWI proteins in the regulation of histone mRNA levels have also been suggested in other species. For example, expression of the histone variant H3.3 during macronuclear differentiation is impaired after PIWI knockdown in the ciliate Stylonychia lemmæ (53). In the parasitic protozoan Leishmania, histone transcripts are upregulated in PIWI null mutants. As PIWI in this species is unable to bind piRNAs due to lack of a typical PAZ domain, this result suggests a role in the stability of histone transcripts independently of piRNAs (54). In fly ovaries, H2B mRNA expression levels are upregulated upon nuclear PIWI elimination (55).

Our analyses indicate that, although all core histone genes produce piRNAs, the majority derive from H4 genes. This is unexpected given that replication dependent histone mRNAs are produced at the same time during the cell cycle. We hypothesize that H4piRNA production not only depends on relative transcript abundance, but also on other specific features. Compared to other histone genes, H4 genes show the highest level of conservation at the nucleotide level during evolution, suggesting an important
role for sequence or structure of their mRNA (38). Indeed, the secondary structure of murine H4 mRNA is crucial for its non-canonical translational initiation mechanism (56). Of note, *Ae. aegypti* H4piRNAs originate from a region in the mRNA that corresponds to the structural element that is critical for internal translation initiation on the murine transcript. This raises the intriguing possibility that histone mRNA structure or sequence enhances recognition or processing by the piRNA pathway.

Among the most abundant genic piRNAs, we retrieved piRNAs from annotated genes consisting of sequences of RNA viruses that are integrated in the *Ae. aegypti* genome. Virus-like genic piRNAs are in antisense orientation to the annotated host gene, show a clear 1U nucleotide bias, and associate with Piwi5 and Piwi6. We noticed that four of the virus-like loci in group III (AAEL001003, AAEL000976, AAEL00997 and AAEL00991 which are reminiscent of rhabdoviral nucleoprotein sequences) are clustered in the *Ae. aegypti* genome and may represent something akin to a piRNA cluster.

Sequences with similarity to non-retroviral RNA viruses have been detected in the genome of both *Ae. aegypti* (27) and *Ae. albopictus* and have been referred to as non-retroviral integrated RNA virus sequences (NIRVS) (36, 37). Interestingly, vertebrate genomes also contain sequences corresponding to viral fragments. For instance, Endogenous Bornavirus-Like Nucleoprotein elements (EBLNs) are the result of reverse transcription and integration of ancient bornaviral nucleoprotein mRNA in the genome of primates and rodents. A recent study proposed that EBLN-derived piRNAs explains the resistance to bornaviral infections in these host species (57). The majority of these piRNAs are antisense to viral sequences, which would render the primary piRNA pathway capable of slicing viral gene transcripts. Similarly, as virus-like piRNAs are antisense and Piwi5 and Piwi6 associated in *Aedes*, one can envision that piRNAs confer heritable immunity to infection. An invading cognate virus may thus be targeted directly by the host-encoded piRNA, initiating a ping-pong amplification cycle, and inducing the production of phased piRNAs to diversify the viral piRNA population, as was recently proposed for transposon-derived piRNAs in *Drosophila* (50, 58).

Even though PIWI proteins are well conserved across different organisms, piRNA sequences are generally not conserved during evolution (2). However, given recent examples of piRNA that regulate coding genes in the soma (29, 51, 59-61), sequence constraints between piRNAs and their RNA targets may be expected. For example, a recent study has identified Eutherian-Conserved piRNA cluster (ECpiC) loci, which most likely have a functional relevance (62). The high conservation and essential function of the histone genes in all eukaryotes suggest that histone piRNAs have key functions not only in *Ae. aegypti* but also in other species.
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**SUPPLEMENTAL FIGURES**

**Figure S1. Accumulation of genic PIWI-dependent small RNAs in Aag2 cells.** (A) Length distribution of small RNA reads in control libraries (luciferase dsRNA treated, SINV-GFP infected Aag2 cells) before mapping. Reads were normalized to total library size. Bars are the means +/- SEM of three independent small RNA libraries. (B,C) Relative abundance of 25-30 nt reads derived from *Ae. aegypti* protein-coding genes in the indicated (B) PIWI knockdown and (C) PIWI IP libraries compared to control libraries (dsLuc and GFP IP, respectively). Black and grey bars indicate, respectively, sense and antisense reads relative to the annotated host transcript. Bars are the means +/- SD of three independent small RNA libraries (IP libraries represent one single experiment). Two-tailed student’s t-test was used to determine statistical significance (*P* < 0.05; **P* < 0.01; ***P* < 0.001).
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Figure S2
Figure S2. Examples of Ago3 and Piwi5 dependent piRNAs from class IV and V genes. (A) UCSC genome browser views of piRNA producing genes with the distribution of sense 25-30 nt RNAs across the indicated host transcript. The relative position of exons (blue boxes) and introns (grey lines) is schematically represented. Black arrows indicate the direction of transcription. (B) Size profiles of all small RNA reads derived from sense (black) or antisense (grey) transcripts. Bars are the mean +/- SD of three independent small RNA libraries. AAEL012272, fks06 binding protein; AAEL007690, RPTOR-like protein; AAEL003743, vacuolar protein ATPase; AAEL011197, actin; AAEL14915, 26S proteasome; AAEL006582, calcium transporting ATPase sarcoplasmic/endoplasmic reticulum type. Group IV and V are defined in Figure 1. (C) RT-qPCR analysis on group IV and V mRNAs upon transfection of the indicated dsRNAs in mock and SINV-GFP infected Aag2 cells. Expression is normalized to Lysosomal Aspartic Protease (LAP) levels and presented relative to dsLuc. Bars represent means of two biological replicates +/- SD.

Figure S3. piRNAs originate from replication-dependent, clustered histone 4 genes in Ae. aegypti. (A) Phylogeny of annotated Histone 4 genes. The H3 gene AAEL000492 was used as outgroup. Different classes (I to IV) were defined based on nucleic acid sequence similarity. For each H4 gene, the presence of a canonical polyadenylation signal (AAUAAA), conserved stem loop (SL) (AANGGNNNNNNNNGNGCC), purine-rich Histone downstream element (HDE), localization in genomic histone clusters, and processing into piRNAs is indicated. Sub-canonical polyadenylation signals, stem loop and HDE sequences are indicated in orange. (B) VectorBase genome view of the three major Ae. aegypti histone clusters. The relative position and direction of transcription of the annotated histone genes in these regions are indicated. H4 genes are indicated in dark blue. H2A, H2B and H3 are indicated in red. Pseudogenes and other protein-coding genes are indicated in grey and light-blue, respectively.
piRNA Biogenesis from Canonical mRNAs and Histone Transcripts

**SuperContig 1.9:**
- **3,650,652-3,695,658**
- **2,272,257-2,305,414**
- **727,922-885,801**

**A**
- AAEL000517
- AAEL000490
- AAEL000513
- AAEL003814
- AAEL000501
- AAEL003846
- AAEL003838
- AAEL003866
- AAEL003823
- AAEL003863
- AAEL003833
- AAEL003673
- AAEL003689
- AAEL011999
- AAEL013709 (Histone H3 - outgroup)

**B**
- AAEL003823
- AAEL003861
- AAEL003846
- AAEL003862
- AAEL003863
- AAEL003851
- AAEL003852
- AAEL015678
- AAEL015679
- AAEL015680
- AAEL003856
- AAEL003833
- AAEL003673
- AAEL003689
- AAEL011999
- AAEL013709

**Histones**
- Histone 2A, 2B and 3 genes
- Histone 4 genes
- Pseudogene
- Other genes

**PolyA-signal**
- SL HDE

**CLUSTER**
- piRNA production

**Position**
- 750kb 800kb 850kb 900kb

**Length**
- 189.62 kb
- 68.59 kb
- 50.67 kb
Figure S4. Comparison of genic piRNAs between two independent datasets. (A) The top-1000 piRNA expressing genes from three dsLuc libraries (our dataset) were selected and mean piRNA counts in these datasets were compared to the mean piRNA count from three small RNA libraries generated independently by Haac and colleagues (1). piRNA counts were normalized to the corresponding library sizes. One gene was excluded from display on the logarithmic graph since it does not produce piRNAs in the Haac et al dataset. The correlation is statistically significant as determined by Spearman’s correlation coefficient ($r_s = 0.75; P < 0.001$; two-tailed). (B) Size distribution of small RNAs mapping to *Ae. aegypti* histone 4 genes. Bars show the mean and SEM of three libraries generated by Haac et al. (C) Sequence logo of 25-30 nt reads mapping in sense (upper panel) or antisense orientation (lower panel) to histone 4. The reads of three libraries were combined. $n$ indicates the number of reads used to generate the logo, $u$ indicates the number of unique sequences.
H4piRNAs upon knockdown of the indicated PIWI/AGO genes in mock and SINV-GFP infected Aag2 cells. (C) Northern blot analysis of sense H4piRNAs upon knockdown of the indicated PIWI/AGO genes in SINV-GFP infected and mock-infected Aag2 cells. An RNA marker (10 to 150 nt) was loaded to define H4piRNA size. H4 piRNAs were detected using a pool of the four DNA oligonucleotide probes. U6 snRNA serves as loading control. All RNA samples have been analyzed on high resolution 17.5% polyacrylamide gel. (D) Full image of Ago3 and Piwi5 immunoprecipitation (IP) shown in Figure 3. Aag2 cells were transfected with expression plasmids for GFP (negative control), GFP-Ago3, or GFP-Piwi5 for 48 hours, harvested, and subjected to immunoprecipitation using GFP-trap beads. Immunoprecipitates and total lysates were analyzed by western blot using anti-GFP antibodies. NT, non transfected. Asterisks indicate the position of GFP-Ago3 (*), GFP-Piwi5 (**), and GFP (***)

Figure S5. Ago3 and Piwi5 dependent H4piRNAs accumulate in Aag2 cells. (A) Ping-pong signature of H4piRNAs. Upper panel: the probability for 5' overlaps between H4piRNAs from opposite strands in three control libraries. Lower panel: examples of H4piRNA ping-pong couples. (B) Accumulation of individual H4piRNAs. Upper panel: the positions of individual sense H4piRNAs on the H4 ORF. H4piRNA A is the most abundant piRNA in the small RNA data of Akbari et al. (2) available on the Aedes UCSC genome browser. Lower panels: northern blot analysis of individual sense
Figure S6. Detection of H4 antisense transcripts in Aag2 cells. (A) Schematic representation of strand-specific RT-PCR assay for the detection of sense and antisense histone 4 transcripts. Sense (red arrow) or antisense (blue arrow) strand-specific RT primer with a tag sequence (green line) were used for cDNA synthesis from Aag2 total RNA. Following cDNA synthesis, PCR was performed using a combination of a H4 and a tag-specific primer. As control, a 195 bp region on H4 cDNA (red) was amplified using primer Fw (black arrow) and primer Tag (green arrow). The presence of an antisense transcript (light blue) was analyzed by PCR amplification with primer Rv (black arrow) and primer Tag (green arrow). (B) PCR was performed using the indicated primer combinations on sense and antisense RTs. +RT correspond to the reverse transcribed sample. Reaction without reverse transcriptase (-RT) and PCR amplification without cDNA template (H2O) were performed to verify the absence of contaminating DNA in RNA preparations and PCR reagents, respectively. PCR amplicons were separated on a 2% agarose gel, stained with ethidium bromide. (*) and (**) indicate the expected amplicons.
Figure S7. Histone 2A, 2B and 3-derived piRNAs in Aag2 cells. (A) Size profile of small RNA reads derived from H2A, H2B and H3 histone genes in Aag2 cells. Black and grey bars indicate sense and antisense reads, respectively. (B) Nucleotide bias at each position of the 25-30 nt small RNA reads mapping to the sense (upper panels) and antisense histone sequence (lower panels). All reads of three independent experiments were combined to generate the sequence logo. n, number of reads; u, number of unique sequences. (C) Relative abundance of the 25-30 nt sense (black) and antisense (grey) histone reads in the indicated PIWI knockdown libraries. Bars are the means +/- SD of three independent small RNA libraries. Two-tailed student’s t-test was used to determine statistical significance (*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001).
Figure S8. Histone-derived piRNAs in adult *Ae. aegypti* mosquitoes. (A) Distribution of 25-30 nt sense (red) or antisense (blue) RNA reads across the H4 open reading frame (ORF). The counts of 5’ ends of small RNA reads at each nucleotide position are shown. (B) Size profile of small RNA reads derived from the H4 gene. Black and grey bars indicate sense and antisense reads, respectively. (C) Size profile of small RNA reads derived from H2A, H2B and H3 histone genes in *Ae. aegypti* mosquitoes. Black and grey bars indicate sense and antisense reads, respectively. (D) Nucleotide bias at each position of the 25–30 nt small RNA reads mapping to the sense (upper panels) and antisense histone sequence (lower panels). $n$, number of reads; $u$, number of unique sequences. The size distribution of histone piRNAs in adult mosquitoes is broader than in Aag2 cells, likely reflecting the accumulation of non-specific degradation products, which were also seen in the northern blot (Figure 3F). Maybe for this reason, the piRNA-sized reads do not show a strong nucleotide bias.
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![Graph A: H2A, H2B, and H3 mRNA accumulation during cell cycle progression and validation of stemloop qPCR assay for H4piRNA quantification.](image)

![Graph B: H4piRNAs (A-D) upon knockdown of the indicated PIWI/AGO transcripts.](image)

**Available online:**
- Table S1. Oligonucleotides used in this study
- Table S2. VectorBase accession numbers for annotated *Ae. aegypti* histone genes analyzed in this study

The data can be downloaded from: https://academic.oup.com/nar/article-lookup/doi/10.1093/nar/gkw1368

**SUPPLEMENTAL MATERIALS AND METHODS**

**Cells and virus infection**

Aag2 cells were cultured at 25°C in Leibovitz’s L-15 medium (Invitrogen) supplemented with 10% heat inactivated fetal calf serum (PAA), 2% tryptose Phosphate Broth Solution (Sigma), 1x MEM Non-Essential Amino Acids (Invitrogen) and 50 U/ml penicillin and 50 µg/ml streptomycin (Invitrogen). The virus used throughout this study is a Sindbis virus recombinant expressing GFP from a duplicated sub-genomic promoter (pTE-3’2J-GFP, SINV-GFP), which was produced in BHK-21 cells as previously described (3). Aag2 cells were infected with SINV-GFP at a multiplicity of infection (MOI) of 1 for 48 hours.
Mosquito manipulation for small RNA libraries

For small RNA library preparation, field-derived *Aedes aegypti* mosquitoes originally collected in Nakhon Chum, Muang District, Kamphaeng Phet, Thailand were used within 3 generations of laboratory colonization. Seven-day-old female mosquitoes were allowed to feed on pre-washed rabbit blood meals for 30 minutes at 37°C. After blood feeding, engorged females were incubated at 28°C with 70% humidity for 7 days. Total RNA from a pool of five mosquitoes was isolated with TRIzol (Invitrogen). Size fractionation of small RNAs of 19-33 nt in length was performed as described in (4). Purified RNA was used for library preparation using the NEBNext Multiplex Small RNA Library Prep kit for Illumina (E7300L). Libraries were diluted to 4 nM and sequenced using NextSeq 500 High Output Kit v2 (75 cycles) on a NextSeq 500 (Illumina, San Diego, CA, USA).

Generation of plasmids and dsRNA production

Insect expression vectors based on the *Drosophila* Gateway Vector pAGW (kindly provided by the Carnegie Institution for Science) were constructed for N-terminal tagging of proteins with GFP. The full-length coding sequence of Ago3 and Piwi3 was amplified from Aag2 complementary DNA (cDNA) and cloned by recombination downstream of the tag sequences according to the Gateway manufacturer’s instructions (Invitrogen).

For dsRNA production, *in vitro* transcription using T7 RNA polymerase was performed on T7 promoter-flanked PCR products. To allow the formation of double-stranded RNA, the reaction products were heated to 80°C and then gradually cooled to room temperature. Subsequently, the RNA was purified using the GenElute Mammalian Total RNA Miniprep Kit (Sigma) following the manufacturer’s instructions. Primers used for construction of plasmids and dsRNA production are indicated in Table S1.

Northern blotting and qPCR

Small RNA northern blot was performed as described previously (5). Briefly, total RNA was isolated using Isol-RNA Lysis Reagent (5 PRIME) and 5 μg of RNA was separated on a 17.5% PAGE gel, blotted to a nylon membrane (Hybond NX; Amersham) and cross-linked using 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC; Sigma). For detection of antisense H4piRNAs, 15 μg of total RNA was used. NaIO4 oxidation and β-elimination were performed as described in (5). For northern blot analyses on adult *Ae. aegypti*, total RNA from ten male, female, or blood-fed female mosquitoes was used (kindly provided by In2Care, Wageningen, The Netherlands). Hybridization with 32P-labeled DNA oligonucleotides or *in vitro*-transcribed riboprobes was performed overnight at 42°C. The membrane was washed in 0.1% SDS, 2x SSC, followed by two washing steps in 0.1% SDS, 1x SSC and 0.1% SDS, 0.1x SSC, respectively. All washes were performed at 42°C. For detection of the radioactive signal, the membrane was exposed to a Carestream Kodak Biomax XAR film (Sigma Aldrich). Sequences of northern blot
probes are indicated in Table S1.

For quantitative RT-PCR (RT-qPCR), 1 μg of total RNA was DNasel-treated (Ambion) and reverse-transcribed using the Taqman Reverse transcription kit (Roche) with random primers following the manufacturer’s instructions. qPCR reactions were prepared using GoTaq qPCR SYBR Mastermix (Promega) and measured on a LightCycler 480 (Roche). Expression was internally normalized against the expression of Lysosomal Aspartic Protease (LAP) and the relative mRNA abundance was determined using to the ΔΔCt method (3). The primers used for qPCR are indicated in Table S1.

**Stem-Loop RT-qPCR for piRNA quantification**

For Stem-Loop RT-qPCR assays, 100 ng of total RNA was reverse transcribed in a final volume of 7.5 μl, in the presence of 0.5 μl of each Stem-Loop oligonucleotide (SL_Aae_H4piRNA_A to D, and SL-bantam-3p; 0.75 μM), 1.5 μl 5x First Strand buffer (Invitrogen), 1 μl dNTPs (0.25 mM; Qiagen), 0.125 μl Superscript II Reverse Transcriptase (200 U/μl; Invitrogen) and 0.1 μl RNase Inhibitor (20 U/μl; Applied Biosystems). Reactions were incubated for 30 minutes at 60°C, for 30 minutes at 42°C, and for 5 minutes at 85°C. Samples were placed on ice and were adjusted to 40 μl. Quantification was done by qPCR on a LightCycler 480 (Roche). Briefly, 0.6 μl forward primer (Fw_Aae_H4piRNA_A to D, F-bantam-3p; 10 μM) and 0.6 μl universal reverse primer R-univ-sRNAqPCR (10 μM), 3.8 μl MilliQ water and 10 μl GoTaq qPCR Master Mix (2x; Promega) were added to 5 μl RT reaction mix. After an incubation of 5 minutes at 95°C, 40 amplification cycles were performed (10 seconds at 95°C, 20 seconds at 60°C, and 10 seconds at 72°C). Primer sequences are provided in Table S1.

**Strand specific RT-PCR**

For strand-specific RT-PCR assays, cDNA synthesis was performed on 1 μg of DNase I-treated RNA using TaqMan Reverse Transcription Reagents in a 20 μl reaction according to the manufacturer’s instructions (Applied Biosystems), using strand-specific primers tagged with a 5’ T7 promoter sequence (Table S1). Following cDNA synthesis, PCR analysis was performed using a combination of a H4-specific primer and a primer specific for the T7 promoter sequence (Table S1). The following control reactions were run in parallel to each sample: cDNA synthesis without reverse transcriptase was performed to verify the absence of contaminating DNA in RNA preparations; PCR amplification without cDNA template was used to exclude contaminations in PCR reagents.

**Immunoprecipitation**

Lysates from Aag2 cells expressing GFP-tagged PIWI proteins were incubated with GFP-Trap magnetic beads (Chromotek) according to the manufacturer’s instructions. The immunoprecipitates were washed twice in wash buffer (10 mM Tris-HCl pH 7.5, 150
mM NaCl, 0.5 mM EDTA) and split for either RNA or protein analyses. The bound RNA was isolated from the beads using Isol-RNA Lysis Reagent, extracted, and analyzed by small RNA northern blot. The bound proteins were isolated from the beads using 2x SDS sample buffer (120 mM Tris-HCl pH 6.8, 20% glycerol, 4% SDS, 0.04% bromophenol blue, 10% beta-mercaptoethanol) and analyzed by western blot. Rabbit anti-GFP antibody (1:10,000) and secondary IRdye800 conjugated goat anti-rabbit (1:10,000, LI-COR) were used to detect the proteins of interest. Odyssey CLx Imaging System was used to acquire images.

Bioinformatic analyses of small RNA libraries

Characterization of control (dsLuc) small RNA libraries

The small RNA libraries from SINV-infected Aag2 cells have been characterized previously (5). Small RNA sequences from *Ae. aegypti* mosquitoes have been deposited in NCBI Sequence Reads Archive (accession SRA291268).

Small RNA reads were mapped to the *Ae. aegypti* genome (AaegL3, downloaded from VectorBase) using Bowtie (Galaxy tool version 1.1.2), allowing no mismatches in the first 28 nt of each read. For mapping to the genomes of persistently infecting viruses (Aedes aegypti densovirus, GenBank accession M37899.1; mosquito X virus segment A and B, GenBank JX403941.1 and JX403942; cell fusing agent virus, GenBank NC_001564.1) one mismatch in the first 28 nt was permitted. Before *Ae. aegypti* genome-derived piRNAs were analyzed, reads mapping to SINV-GFP or to the persistently infecting viruses were removed from the libraries. Subsequently, reads in the size range of 25-30 nt were selected.

The genome positions of the piRNA-sized reads were overlapped with the genome locations of repetitive elements present in the *Ae. aegypti* genome (‘AaegL3 repeatfeatures’ downloaded from VectorBase). To determine the number of piRNAs that derive from transposable elements, reads that overlap ‘TEfam elements’ within the repeatfeatures library were counted. All piRNA reads that overlapped repeat features other than TEfam elements were designated as ‘other repeats’.

For the subsequent analysis of piRNA reads that overlap (non-)coding genes, reads that intersected with any type of repetitive element were excluded. To identify piRNA-sized reads that map to coding RNAs, the ‘mRNA’ elements from the ‘AaegL3 basefeatures library’ (downloaded from VectorBase) were extracted and the transcript IDs from VectorBase were replaced with the corresponding gene ID. Next, the genomic positions were overlapped with the small RNAs using the ‘intersect genomic intervals’ tool in Galaxy. From these intersected datasets, the number of overlapping piRNAs was determined. Non-coding RNAs were defined as the collection of tRNAs, miRNAs, rRNA, snRNAs, snoRNAs, misc RNA, pseudogenes, RNase MRP RNA, RNase P RNA, SRP RNA, and antisense RNAs. Their genomic positions were extracted from the basefeatures
library, intersected with the position of piRNAs, and the number of overlapping piRNAs was determined.

**Comparison of piRNA levels in PIWI knockdown or IP libraries**

25-30 nt piRNA reads that mapped to the *Ae. aegypti* genome and did not overlap with repeated elements were selected from the individual PIWI knockdown or IP libraries described in Miesen et al (5). The genomic positions of piRNAs were joined to mRNA positions using the ‘join’ tool of the ‘operate on genomic intervals’ section in Galaxy. In the joined datasets the occurrence of individual mRNA names was counted to obtain piRNA counts, which were subsequently normalized to the total number of reads in the corresponding library. Finally, the fold change of normalized piRNA levels was calculated for every PIWI knockdown or IP library compared to the control libraries (dsLuc or GFP-IP, respectively).

**Characterization of piRNAs mapping to individual/small groups of transcripts**

Small RNA libraries were mapped to FASTA-formatted *Ae. aegypti* transcripts available from VectorBase. Small RNA sequencing data for individual or groups of transcripts (for instance all H2A, H2B, H3 or H4 genes) were selected from the mapped reads file. Small RNA size profiles were generated from all reads that map to the transcript in sense or antisense orientation with a maximum of one nucleotide mismatch in the first 28 nt. The small RNA distribution along the transcript was plotted as the number of 5’ ends starting at the individual nucleotide position of the transcripts. Nucleotide biases were determined with the WebLogo3 program (Sequence logo generator Galaxy tool version 0.4). For presentation of the genome distribution of H4 piRNAs on the total collection of histone 4 genes, the ORFs of the individual histone transcripts were aligned from start codon to stop codon irrespective of few single nucleotide polymorphisms. Subsequently, the combined count of small RNA 5’ ends was plotted for every nucleotide position on the ORF. The VectorBase accession numbers for the histone H2A, H2B H3 and H4 families analyzed in this study are shown in Table S2.

**Comparison of Girardi et al. and Haac et al. datasets**

To compare our dataset with independently generated small RNA libraries from Aag2 cells, publically available data (1) were imported into Galaxy (SRA submissions SRR1765315, SRR1765316 and SRR1765317). These libraries have been generated from size-purified small RNAs from Aag2 cells transfected with dsRNA targeting EGFP using Illumina’s small RNA Truseq sample prep kit. They have been sequenced on a HiSeq2500 and have a combined sequencing depth of more than 84 million reads. Gene-derived piRNAs were analyzed as described above and the correlation between our data and the Haac *et al.* data was analyzed using a Spearman’s correlation analysis.
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ABSTRACT

Background

Arthropod-borne viruses (arboviruses) transmitted by mosquito vectors cause many important emerging or resurging infectious diseases in humans including dengue, chikungunya and Zika. Understanding the co-evolutionary processes among viruses and vectors is essential for the development of novel transmission-blocking strategies. Arboviruses form episomal viral DNA fragments upon infection of mosquito cells and adults. Additionally, sequences from insect-specific viruses and arboviruses have been found integrated into mosquito genomes.

Results

We used a bioinformatic approach to analyze the presence, abundance, distribution, and transcriptional activity of integrations from 425 non-retroviral viruses, including 133 arboviruses, across the presently available 22 mosquito genome sequences. Large differences in abundance and types of viral integrations were observed in mosquito species from the same region. Viral integrations are unexpectedly abundant in the arboviral vector species *Aedes aegypti* and *Ae. albopictus,* but are ~10-fold less abundant in all other mosquitoes analyzed. Additionally, viral integrations are enriched in piRNA clusters of both the *Ae. aegypti* and *Ae. albopictus* genomes and, accordingly, they express piRNAs, but not siRNAs.

Conclusions

Differences in number of viral integrations in the genomes of mosquito species from the same geographic area support the conclusion that integrations of viral sequences is not dependent on viral exposure, but that lineage-specific interactions exits. Viral integrations are abundant in *Ae. aegypti* and *Ae. albopictus,* and represent a thus far unappreciated component of their genomes. Additionally, the genome locations of viral integrations and their production of piRNAs indicate a functional link between viral integrations and the piRNA pathway. These results greatly expand the breadth and complexity of small RNA-mediated regulation and suggest a role for viral integrations in antiviral defense in these two mosquito species.

INTRODUCTION

Nearly one-quarter of emerging or resurging infectious diseases in humans are vector-borne (1). Hematophagous mosquitoes of the Culicidae family are the most serious vectors in terms of their worldwide geographic distribution and the public health impact of the pathogens they transmit. The Culicidae is a large family whose members separated between 180 to 257 million years ago into the Culicinae and Anophelinae subfamilies (2). Mosquitoes of the *Aedes* and *Culex* genera within the Culicinae subfamily are the primary vectors of RNA viruses. These viruses include taxa with different RNA genomic structures and replication strategies, but all are non-retroviral viruses (3). Collectively,
these viruses are referred to as arthropod-borne (arbo-) viruses. Within the *Aedes* genus, *Aedes aegypti* and *Aedes albopictus* are the main arboviral vectors due to their broad geographic distribution, adaptation to breed in human habitats, and the wide number of viral species from different genera that they can vector (4,5). These two mosquito species are able to efficiently transmit arboviruses of the genera Flavivirus (e.g. dengue viruses [DENV], Zika virus [ZKV], Usutu, Japanese encephalitis and yellow fever viruses), Alphavirus (e.g. chikungunya virus [CHIKV]), viruses of the Venezuelan equine encephalitis [VEE] and eastern equine encephalitis [EEE] complexes), Orthobunyavirus (e.g. Potosi, Cache Valley and La Crosse virus [LACV]), Phlebovirus (e.g. Rift Valley fever virus [RVFV]) and Orbivirus (e.g. Orungo Virus) (5-7). Mosquitoes of the *Culex pipiens* complex, such as *Cx. pipiens pipiens* and *Cx. quinquefasciatus*, are the most prominent *Culex* vectors because of their wide distribution and close association with humans (7). These mosquito species are primary vectors of encephalitic flaviviruses, such as West Nile virus (WNV) and Japanese encephalitis virus, and they can also vector RVFV (7,8). The only arbovirus know to be transmitted by *Anophelinae* is the alphavirus O’nyong-nyong (9). Recently, additional RNA viruses have been identified from wild mosquitoes, but their virulence to humans and their impact on vector competence is still uncertain (9-11).

Mosquito competence for arboviruses is a complex and evolving phenotype because it depends on the interaction of genetic factors from both mutation-prone RNA viruses and mosquito vectors with environmental variables (12-15). Not surprisingly, large variation exists in vector competence not only among mosquito species, but also across geographic populations within a species (16,17). Understanding the genetic components of vector competence and how these genetic elements are distributed in natural populations and interact with environmental factors is essential for predicting the risk of arboviral diseases and for developing new transmission-blocking strategies (12). Genomic and functional studies, primarily in *Drosophila melanogaster* and *Aedes* mosquitoes, have shown that RNA interference (RNAi) is the main antiviral mechanism in insects (18-20). In this pathway, small RNAs are used to guide a protein-effector complex to target RNA based on sequence-complementarity. Three RNA silencing mechanisms exist: the microRNA, small interfering RNA (siRNA) and PIWI-interacting RNA (piRNA) pathways. They can be distinguished based on the mechanism of small RNA biogenesis and the effector protein complex to which these small RNAs associate (18,19). While the role of the siRNA pathway in restricting arboviral infection has been widely studied and appears universal across mosquitoes, recent studies highlight the contribution of the piRNA pathway in antiviral immunity of *Aedes* mosquitoes (21). Although important aspects of piRNA biogenesis and function in mosquitoes remains to be elucidated, it is clear that endogenous piRNAs arise from specific genomic loci called piRNA clusters, as was originally observed in *D. melanogaster* (22). These piRNA clusters contain repetitive sequences, remnants of transposable elements and, in *Ae. aegypti*, virus-derived sequences (23).
Recent studies have shown that the genomes of some eukaryotic species, including mosquitoes, carry integrations from non-retroviral RNA viruses (24-32). Viral integrations are generally referred to as Endogenous Viral Elements (EVEs) (33) or, if they derive from non-retroviral RNA viruses, as Non-Retroviral Integrated RNA Viruses Sequences (NIRVS) (29,34). Integration of non-retroviral sequences into host genomes is considered a rare event because it requires reverse transcription by an endogenous reverse transcriptase, nuclear import and genomic insertion of virus-derived DNA (vDNA) (35). During infection with DENV, WNV, Sindbis virus, CHIKV and LACV, fragments of RNA virus genomes are converted into vDNA by the reverse transcriptase activity of endogenous transposable elements (TEs) in cell lines derived from *D. melanogaster, Culex tarsalis, Ae. aegypti,* and *Ae. albopictus,* as well as in adult mosquitoes. The episomal vDNA forms produced by this mechanism reside in the nucleus and it has been proposed that they contribute to the establishment of persistent infections through the RNAi machinery (20,36,37). These recent studies not only show that reverse transcription of RNA viruses occurs in *Culicinae,* they also suggest the functional involvement of RNAi.

Here we used a bioinformatics approach to analyze the presence, abundance, distribution, and transcriptional activity of NIRVS across the currently available 22 mosquito genome sequences. We probed these genomes for integrations from 425 non-retroviral viruses, including 133 arboviruses. We observed a ten-fold difference in the number of NIRVS between *Aedes* and the other tested mosquitoes. NIRVS were not evenly distributed across *Aedes* genomes, but occurred preferentially in piRNA clusters and, accordingly, they produced piRNAs. Among the viral species tested, integrations had the highest similarities to rhabdoviruses, flaviviruses and bunyaviruses, viruses that share the same evolutionary origin (38). The larger number of NIRVS identified in *Ae. aegypti* and *Ae. albopictus,* their genome locations and their production of piRNAs show that in these species genomic integrations of viral sequences is a more pervasive process than previously thought and we propose that viral integrations contributes to shape vector competence.

**MATERIALS AND METHODS**

*In silico* screening of viral integrations

Genome assemblies of *D. melanogaster* and 22 currently available mosquito species were screened in silico using tBLASTx and a library consisting of genome sequences of 424 non-retroviral RNA viruses and one DNA arbovirus (Table S1).

Tested mosquito species were classified in arboviral (*Aedes aegypti, Aedes albopictus, Culex quinquefasciatus*) and protozoan (*Anopheles gambiae, Anopheles albimanus, Anopheles arabiensis, Anopheles darling, Anopheles stephensi, Anopheles funestus, Anopheles atroparous, Anopheles coluzzii, Anopheles culicifacies, Anopheles dirus, Anopheles epiroticus, Anopheles farauti, Anopheles maculatus, Anopheles melas, Anopheles merus, Anopheles minimus, Anopheles
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sinensis) vectors depending on whether they most efficiently transmit arboviruses or protozoans to humans, respectively (Table S2). The non-vector Anopheles christyi and Anopheles quadriannulatus were also included in the analyses (59).

Host genome sequences of at least 100 bp and with high identity (e-values <0.0001) to viral queries were extracted from the respective insect genomes using custom scripts. When several queries mapped to the same genomic region, only the query with the highest score was retained. Blast hits were considered different when they mapped to genomic positions at least 100 bp apart from each other, otherwise they were included in the same NIRVS-locus.

All putative viral integrations were subjected to a three-step filtering process before being retained for further analyses to reduce the chance of false positives and ensure that the identified sequences are from non-retroviral RNA viruses (25). Filtering steps included 1) a reverse-search against all nucleotide sequences in the NCBI database using the BLAST algorithm, 2) a search for ORFs encompassing viral proteins based on NCBI ORFinder and 3) a functional annotation based on Argot² (60).

Although our search expanded the range of viral integrations identified in Ae. albopictus and Ae. aegypti (2,26,28), we cannot exclude that refinements of the current genome annotations of the species analyzed, especially in repeat regions, the application of alternative bioinformatic pipelines and the identification of novel viral species could lead to the characterization of additional integrations. Additionally, to reduce chance of false positives, our bioinformatic pipeline focused on sequences in which we could unambiguously identify viral ORFs, thus excluding viral sequences coming from UTRs or sub-genomic regions.

Genomic data from 16 Ae. albopictus mosquitoes

Mosquitoes of the Ae. albopictus Foshan strain were used in this study. The strain was received from Dr. Chen of the Southern Medical University of Guangzhou (China) in 2013. Since 2013, the Foshan strain has been reared in an insectary of the University of Pavia at 70-80% relative humidity, 28°C and with a 12-12 h light–dark photoperiod. Larvae are fed on a finely ground fish food (Tetramin, Tetra Werke, Germany). A membrane feeding apparatus and commercially available mutton blood is used for blood-feeding females.

DNA was extracted from single mosquitoes using the DNeasy Blood and Tissue Kit (Qiagen, Hilden Germany) following manufacturer’s protocol. DNA was shipped to the Polo D’Innovazione Genomica, Genetica e Biologia (Siena, Italy) for quality control, DNA-seq library preparation and sequencing on an Illumina HiSeq 2500. After quality control, retrieved sequences were aligned to the genome of Ae. albopictus reference Foshan strain (AaloF1 assembly) using the Burrows-Wheeler Aligner (BWA) (61) and marking identical read copies. The resulting indexed BAM files were used to calculate the counts of alignments, with mapping quality score above 10, which overlapped
intervals of *Ae. albopictus* NIRVS using BEDTools (62). Alignment files were visualized using the Integrative Genomics Viewer (63).

**Phylogenetic analyses**

Deduced NIRVS protein sequences were aligned with subsets of corresponding proteins from Flavivirus, Rhabdovirus, Reovirus and Bunyavirus genomes using MUSCLE. Maximum likelihood (ML) phylogenies were estimated in MEGA6 (64), implementing in each case the best fitting substitution model. Statistical support for inferred tree nodes was assessed with 1000 bootstrap replicates. Figures were generated using FIGTREE (v.1.4) (http://tree.bio.ed.ac.uk/software/figtree/).

**Bioinformatic analyses of integration sites**

Clustering of viral integrations in piRNA loci was estimated using cumulative binomial distribution, where the probability of integration was assumed to equal the fraction of the genome occupied by the respective genomic region. Genomic regions considered were piRNA clusters, coding regions and intergenic regions as previously defined (2,23,44). A value of \( P < 0.05 \) suggests a statistically significant enrichment of these events in the corresponding genomic region (Table 2).

Analyses of TE enrichment in all non-retroviral integration sites as well as region 1 and region 2 of *Ae. aegypti* were based on RepeatMasker (version open-4.0.3, default parameters) using *Ae. aegypti* TEs retrieved from TEFam (http://tefam.biochem.vt.edu/tefam/), which was manually annotated. We used percent TE occupancy (percent of bases in the genomic sequence that match TEs) as an indication for possible enrichment of certain TEs. We did not use TE copy number as indications for TE enrichment because it is likely that some TEs can be broken into multiple fragments and be counted multiple times. We retrieved sequences of the viral integration sites plus 5 kb sequences flanking each side of the integration for the analysis. In addition, to identify potentially full-length TEs, 10 kb sequences flanking each side of the viral integration were analyzed by RepeatMasker (version open-4.0.3). Presence of full-length TEs was verified by comparing the length of masked sequences with the length of the annotated TEs.

**Analyses of piRNAs production from NIRVS**

Small RNA deep-sequencing data of female *Ae. aegypti* (methoprene treated; SRX397102) (65) or *Ae. albopictus* mosquitoes (sugar-fed; SRX201600) (66) as well as PIWIs knockdown and IP libraries in Aag2 cells (SRA188616) (45) were downloaded from the European Nucleotide Archive. Subsequently, small RNA datasets were manipulated using the programs available in the Galaxy toolshed (67). After removal of the 3’ adapter sequences, small RNAs were mapped to NIRVS sequences that were oriented in the direction of the predicted ORF, using Bowtie permitting one mismatch in a 32 nt seed (68). From the
mapped reads, size profiles were generated. For the analysis of nucleotide biases, the 25-30 nt reads were selected and separated based on the strand. The FASTA-converted sequences of small RNA reads were then trimmed to 25 nt and used as input for the Sequence-Logo generator (Galaxy version 0.4 based on Weblogo 3.3 (69)). piRNA counts on individual NIRVS were generated by mapping to NIRVS sequence after collapsing (near-) identical sequences (Table S5). Bowtie was used to map the small RNAs allowing one mismatch in a 32 nt seed. Only uniquely mapping reads were considered and the --best and the --strata options were enabled. From the mapped reads, 25-30 nt small RNAs were selected. To identify secondary piRNAs, reads in sense orientation to viral ORFs that had an adenine at position 10 were selected. To avoid taking piRNAs into consideration that coincidentally contain a 10A, the population of 10A sense piRNAs was required to make up at least 50% of all sense piRNAs derived from the NIRVS. If this criterion was not met, sense reads from the corresponding NIRVS did not qualify as secondary piRNAs. Total piRNA counts and secondary piRNA counts were determined for F-NIRVS, R-NIRVS and Reovirus NIRVS and normalized to the corresponding library size. The size of the Ring-graph was scaled to reflect the total normalized read counts. piRNA counts on individual NIRVS was also determined from acetone treated female *Ae. aegypti*, male *Ae. aegypti*, blood-fed *Ae. albopictus* and male *Ae. albopictus* mosquitoes. The data was obtained from the same studies as described above.

To identify the PIWI dependency of NIRVS-derived piRNAs, we analyzed libraries from Aag2 cells transfected with double stranded RNA (dsRNA) targeting the somatic PIWI genes (Piwi4-6, Ago3) and a non-targeting control (dsRNA targeting luciferase, dsLuc) (45). These datasets were mapped against the collapsed NIRVS dataset as described above. Since small RNA profiles were dominated by piRNA-sized reads, no further size selection was performed. The mean fold change in small RNA read counts was calculated for each PIWI knockdown condition compared to the negative control. To identify the PIWI proteins that NIRVS piRNAs associate with, we analyzed the IP libraries of PIWI proteins in Aag2 cells previously published in the same study. For the different PIWI IPs the enrichment of small RNA counts compared to a control GFP-IP was determined. Hierarchical clustering of NIRVS based on the combined fold changes of PIWI knockdowns and IPs was performed using multiple experiment viewer (Tm4). Clustering was based on Pearson correlation and performed independently for F-NIRVS and R-NIRVS.

**NIRVS transcriptional activity**

RNA deep-sequencing data of *Ae. albopictus* and *Ae. aegypti* mosquitoes, including both DENV-infected and non-infected mosquitoes were downloaded from NCBI’s SRA. Libraries analyzed correspond to data SRA438038 for *Ae. albopictus*, and SRA058076, SRX253218, SRX253219 and SRX253220 for *Ae. aegypti*. RNA-seq reads were mapped
using BWA (61) to NIRVS, after collapsing identical sequences (Table S5), and read counts were converted into RPKM using custom scripts.

To analyze AlbFlavi34 expression in different *Ae. albopictus* developmental stages, total RNA was extracted using Trizol (Life Technologies) from 3 pools of 5 entities for each condition (eggs, larvae, adult males, blood-fed and sugar-fed females). From each pool, a total of 100 ng of RNA was used for reverse transcription using the qScript cDNA SuperMix following manufacturer’s protocol (Quanta Biosciences). AlbFlavi34 expression was quantified in a 20 μL final reaction volume containing 10 μL of QuantiNova SYBR Green PCR Master Mix (Qiagen), 700 nM each forward (5’-CTTGCGACCCATGGTCTTCT-3’) and reverse (5’-GTCCCTCGCGCTGAATCATA-3’) primers and 5.0 μL cDNA sample on an Eppendorf RealPlex Real-Time PCR Detection System (Eppendorf). We used a two-step amplification protocol consisting of 40 cycles of amplification (95°C for 5 s, 60°C for 10 s) after an initial denaturation of 2 minutes at 95°C. AlbFlavi34 expression values were normalized to mRNA abundance levels of the *Ae. albopictus* Ribosomal Protein L34 (RPL34) gene (70). QBASE+ software was used to visualise data and compare expression profiles across samples. Absence of *Flavivirus* infection was verified using a published protocol (24) on all samples before qRT-PCR.

Figure 1. Pipeline for NIRVS identification. The currently available 22 mosquito genomes and the genome of *Drosophila melanogaster* were probed bioinformatically using tblastx and 425 viral species (424 non-retroviral RNA viruses and 1 DNA arbovirus). Tested insect and viral RNA genomes are shown in the context of their phylogeny (1, 38). Identified blast hits were parsed based on gene ontology and the presence of partial or complete viral ORFs. In *Ae. albopictus*, bioinformatic analyses was extended to whole-genome sequencing data from 16 individual mosquitoes of the Foshan strain. This stringent pipeline led to the characterization of 242 loci with NIRVS. Viral families for which NIRVS were characterized are shown in red.
RESULTS

NIRVS are unevenly distributed across mosquito species

25 genome assemblies currently available for 22 Culicinace species, along with the genome of D. melanogaster, were searched bioinformatically for sequence integrations derived from all 424 non-retroviral RNA viruses for which a complete genome sequence is currently available. Additionally, we tested the genome of African Swine Fever Virus, the only known DNA arbovirus (3), giving a total of 133 arboviruses (Figure 1, Table S1,S2). The genomes of 16 individual Ae. albopictus Foshan mosquitoes were sequenced to further validate NIRVS in this species. Retrieved sequences longer than 100 base pairs (bp) were filtered based on gene ontology and the presence of partial or complete open reading frames (ORFs) of viral proteins. This stringent pipeline led to the characterization of a total of 242 loci harboring NIRVS across the genome of 15 mosquito species.

Table 1. Number of viral integrations (NIRVS) detected for each of the viral families tested across the 22 mosquito genomes. A total of 424 non-retroviral RNA viruses with complete genomes were analyzed. The genome of African swine fever virus, the only known DNA arbovirus was also included in the analyses, but no NIRVS were found for this virus.

<table>
<thead>
<tr>
<th>Mosquito species</th>
<th>Families of tested non-retroviral RNA viruses (N. species)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Togaviruses* (24) Bu lyravirus* (59) Bunyaviruses* (70) Reo*-Myxoviruses* (4) Rhabdoviruses* (93) Bornaviruses (6) Filoviruses (8) Nyamoviruses (4) Paramyxoviruses (64)</td>
</tr>
<tr>
<td>Aedes aegypti</td>
<td>- 32 1 1 1 88 - - - -</td>
</tr>
<tr>
<td>Aedes albopictus</td>
<td>- 30 - - - 42 - - - -</td>
</tr>
<tr>
<td>Culex quinquefasciatus</td>
<td>- - - - - 1 - - - -</td>
</tr>
<tr>
<td>Anopheles christy</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles gambiia</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles colazzi</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles arabiensis</td>
<td>- - 1 - - 4 - - - -</td>
</tr>
<tr>
<td>Anopheles melas</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles merus</td>
<td>- - - 2 - - - - - -</td>
</tr>
<tr>
<td>Anopheles quadriannulatus</td>
<td>- - - - - 2 - - - -</td>
</tr>
<tr>
<td>Anopheles epiroticus</td>
<td>- - - - - 7 - - - -</td>
</tr>
<tr>
<td>Anopheles stephensi</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles maculatus</td>
<td>- - - - - 2 - - - -</td>
</tr>
<tr>
<td>Anopheles culicifacies</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles minimus</td>
<td>- 1 - - 1 - - - -</td>
</tr>
<tr>
<td>Anopheles funestus</td>
<td>- - - - 1 - 7 - - - -</td>
</tr>
<tr>
<td>Anopheles dirus</td>
<td>- - - - 4 - - - -</td>
</tr>
<tr>
<td>Anopheles farautii</td>
<td>- - - - 7 - - - -</td>
</tr>
<tr>
<td>Anopheles atroparvus</td>
<td>- - - - - 3 - - - -</td>
</tr>
<tr>
<td>Anopheles sinensis</td>
<td>- 1 - - - 1 - - - -</td>
</tr>
<tr>
<td>Anopheles albinus</td>
<td>- - - - - - - - - -</td>
</tr>
<tr>
<td>Anopheles darlingi</td>
<td>- - - - - - - - - -</td>
</tr>
</tbody>
</table>

*Virus families that contain arboviruses.
mosquitoes (Table 1, Figure 2). NIRVS loci were unevenly distributed across species. Anophelinae species had a maximum of 7 NIRVS-loci, one NIRVS-locus was found in Cx. quinquefasciatus, 122 NIRVS were detected in Ae. aegypti, and 72 were found in Ae. albopictus. The NIRVS landscape was highly variable across the 16 Ae. albopictus sequenced genomes with extensive differences in the number of NIRVS and in their length, suggesting that NIRVS are frequently rearranged (Figure 3). No read coverage was observed in any of the 16 sequenced genomes for a total of 10 integrations that had been identified bioinformatically from the genome assembly of the Foshan strain (Table S3). The percentage of mapped reads and coverage was comparable across libraries excluding insufficient sequence depth as an explanation for the differential presence of NIRVS (Table S4). It is currently unclear if these 10 NIRVS are rare integrations or result from mis-assembly of the reference genome. Among the 11 viral families tested, NIRVS had sequence similarities exclusively with viruses of the Rhabdoviridae, Flaviviridae, Bunyaviridae and Reoviridae families, including currently circulating viruses (Table 1). Reoviridae- and Bunyaviridae-like integrations were similar to recently characterized viruses (39,40) and were rare, with no more than one integration per species (Figure 2). Phylogenetic analyses showed that viral integrations from Reoviridae were separated from currently known viral species in this family (Figure 4A,B). Integrations from Bunyaviridae were at the base of the phylogenetic tree and clustered with newly identified viruses such as Imjin virus and Wutai mosquito virus (40,41) (Figure 4C).

<table>
<thead>
<tr>
<th>Virus Family</th>
<th>Species</th>
<th>Integrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhabdoviridae</td>
<td>Ae. aegypti</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Ae. albopictus</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>An. arabiensis</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>An. merus</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>An. quadriannulatus</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>An. epiroticus</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>An. maculatus</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>An. minimus</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>An. funestus</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>An. dirus</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>An. farauti</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>An. atroparvus</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>An. sinensis</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Cx. quinquefasciatus</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2. Different abundance of NIRVS across virus genera, genes and host species. (A-D) Schematic representation of the genome structures of Rhabdoviridae (A) and the genera Flavivirus (family Flaviviridae) (B), Orbivirus (family Reoviridae) (C) and Hantavirus (Family Bunyaviridae) (D). Numbers within each box represent the number of NIRVS loci spanning the corresponding viral gene per mosquito species. When a NIRVS locus encompassed more than one viral gene, the viral gene with the longest support was considered. Mosquitoes of the Culicinae and Anophelinae subfamilies are in black and blue, respectively. Dotted lines indicate viral integrations were not contiguous in the host genomes.
In contrast, we observed numerous integrations from viruses of different genera within the Rhabdoviridae family and from viruses of the Flavivirus genus in multiple mosquito species, predominantly in \textit{Ae. aegypti} and \textit{Ae. albopictus} (Figure 2). Rhabdoviridae-like NIRVS (R-NIRVS) had similarities to genes encoding Nucleoprotein (N), Glycoprotein (G) and the RNA-dependent RNA polymerase (L), the relative abundance of which differed across mosquito species. We did not detect integrations corresponding to the matrix (M) or phosphoprotein (P) genes, consistent with observations in other arthropods (28). R-NIRVS from \textit{Culicinae} and \textit{Anophelinae} formed separate clades in phylogenetic trees, supporting the conclusion that independent integrations occurred in the two mosquito lineages (Figure 4E). Flavivirus-like NIRVS (F-NIRVS) with similarities to structural genes (envelope [E], membrane [prM] and capsid [C]) were less frequent.
Figure 4. Phylogenetic analyses of Reoviridae, Bunyaaviridae, Flavivirus, and Rhabdoviridae-like integrations. (A-E) Phylogenetic relationships of NIRVS with similarity to the Reoviridae VP5 (A), Reoviridae VP1 (B), Bunyaviridae G (C), Flavivirus NS3 (D), and Rhabdoviridae N (E) genes. The evolutionary history was inferred using the Maximum Likelihood method. The trees with the highest log likelihood are shown. Support for tree nodes was established after 1000 bootstraps.
than integrations corresponding to non-structural genes (Figure 2). Some R-NIRVS or F-NIRVS sequences within one mosquito genome were highly similar to each other (nucleotide identity > 90%, (Table S5), which suggest that these were duplicated in the genome after a single integration event. This interpretation is also supported by the genomic proximity of several of these NIRVS (Figure 5). Surprisingly, identical NIRVS in Ae. aegypti were found not only adjacent to one another, but also at locations that are physically unlinked (i.e. AeRha138, AeRha110 and AeRha111). Thus, we cannot determine whether these identical NIRVS represent recent independent integration events or arose from duplication or ectopic recombination after integration.

Generally, NIRVS were most similar to insect-specific viruses (ISVs), which replicate exclusively in arthropods, but are phylogenetically-related to arboviruses (10,42) (Figure 4D). However, we observed integrations that were most similar to arboviruses of the Vesiculovirus genus (Rhabdoviridae) in both Ae. aegypti and Ae. albopictus (Table S3).
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**Figure 5. Enrichment of NIRVS in two regions of the Ae. aegypti genome.** One fourth of the identified NIRVS in Ae. aegypti map to two genomic regions. (A) Region 1 (supercontig1.286:1316885-1429979) includes piRNA cluster 3 (23) and is enriched in the LTR transposons LTR/Pao_Bel and LTR/Ty3_gypsy, which occupy 16.33 and 14.98% of the region, respectively. (B) Region 2 (supercontig1.1:1160748-1472976) includes piRNA clusters 2 and 30 and is also enriched for LTR transposons. LTR/Ty3_gypsy occupancy in region 2 is 24.18%. NIRVS are color-coded based on their sequence identity (Table S5).
NIRVS produce piRNAs and map in piRNA clusters more frequently than expected by chance

To better understand the mechanisms of integration, we analyzed in greater detail the genomic context of NIRVS in *Ae. aegypti* and *Ae. albopictus*, the mosquitoes with the largest number of identified NIRVS. Previously, uncharacterized viral sequences were identified as piRNA producing loci in *Ae. aegypti* (23,43), and these observations prompted us to analyze whether NIRVS are enriched in piRNA clusters. Currently annotated piRNA clusters represent 1.24% and 0.61% of the *Ae. aegypti* and *Ae. albopictus* genomes, respectively (23,44). Remarkably, 44% and 12.5% of all NIRVS map to these genomic loci, and these frequencies are significantly higher than expected by chance (Table 2). Enrichment of NIRVS in piRNA clusters in *Ae. aegypti* was driven by two regions that harbored one fourth of all NIRVS loci (region1: scaffold 1.286: 1316885-1429979; region 2: scaffold 1.1: 1160748-1472976), which includes piRNA cluster 3 and piRNA clusters 2 and 30, respectively (23). In these two regions, NIRVS span partial ORFs with similarities to different *Rhabdovirus* and *Flavivirus* genes, with instances of duplications as well as unique viral integrations (Figure 5). NIRVS also were enriched in regions annotated as exons in *Ae. albopictus*, but not in *Ae. aegypti* (Table 2).

The presence of NIRVS in piRNA clusters prompted us to analyze the expression of NIRVS-derived small RNAs. Therefore we used deep-sequencing data from published resources and mapped small RNAs on NIRVS sequences after collapsing those elements that shared identical sequences (Table S5). Small RNAs in the size range of piRNAs (25-30 nucleotides), but not siRNAs (21-nucleotides) mapped to NIRVS in both *Ae. aegypti* and *Ae. albopictus*, independently of genomic localization and corresponding viral ORFs, (Figure 6A,B). Generally, piRNAs derived from individual NIRVS sequences are not highly abundant. Of all tested NIRVS, 43% (*n=33*) and 11% (*n=6*) had at least 10 piRNA reads per million genome-mapped reads in *Ae. aegypti* and *Ae. albopictus*, respectively. In *Ae. aegypti*, the highest piRNA counts were a few hundred reads per million genome-mapped reads. In *Ae. albopictus* the maximum piRNA counts per NIRVS were about 10 fold lower, suggesting that NIRVS piRNA are less efficiently produced or retained in this species. In both mosquito species, R-NIRVS showed higher coverage than F-NIRVS (Figure 6E). These piRNAs were biased for uridine at position 1 and primarily in antisense orientation to the predicted viral ORF, establishing the potential to target viral mRNA (Figure 6A-D). Yet, a 10A bias of sense piRNAs, particularly in *Ae. albopictus* indicates some NIRVS produce piRNAs through ping-pong amplification. Interestingly, ping-pong dependent secondary piRNAs seem to be almost exclusively (100% in *Ae. aegypti* and >99.5% in *Ae. albopictus*) derived from R-NIRVS (Figure 6E). The nature of this specific induction of secondary piRNAs biogenesis from rhabdoviral sequences is currently unknown.
We next analyzed the dependency on and association with PIWI proteins of NIRVS-derived small RNAs in Aag2 cells and found that small RNA expression was reduced by knockdown of Piwi and, to a lesser extent, Piwi and Piwi (Figure 6F), with only few exceptions. Consistent with this finding, NIRVS-derived small RNAs were most enriched in immunoprecipitations (IP) of Piwi and Piwi (Figure 6F). Together, these data indicate that NIRVS produce piRNAs, the majority of which have the characteristics of primary piRNAs. Yet, secondary piRNA biogenesis as indicated by a 10A bias and association with Ago3, seems to occur specifically from R-NIRVS.

Figure 6. NIRVS produce 25-30 nt piRNAs, but not 21 nt siRNAs. (A,B) Size distribution of small RNAs from published resources mapping to NIRVS in the *Ae. aegypti* (A) and *Ae. albopictus* (B) genomes. NIRVS-derived piRNAs are biased for sequences that are antisense to viral mRNAs, suggesting potential to target viral RNA. NIRVS-derived piRNAs are biased for uridine at position 1, in both *Ae. aegypti* (C) and *Ae. albopictus* (D). (E) Number of all piRNAs and secondary piRNAs expressed in *Ae. aegypti* or *Ae. albopictus*. Ring charts are drawn to scale and numbers indicate the normalized piRNA counts of F-NIRVS (red), R-NIRVS (blue), and NIRVS from Reovirus that have been found only in *Ae. aegypti* (yellow). (F) Left panel, heat map of the relative abundance of NIRVS-derived small RNAs in Aag2 cells in which PIWI expression was silenced using RNAi (dsPiwi, dsPiwi, and dsAgo), compared to control dsRNA treatment. Right panel, heatmap of small RNA enrichment in immunoprecipitations (IP) of the indicated PIWI proteins over a control GFP IP.
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NIRVS and transposable elements

piRNA clusters in *D. melanogaster* are enriched for remnants of TE sequences, and it is likely that vDNA is produced by the reverse transcriptase activity of TEs (36,37). Moreover, NIRVS-derived piRNAs resembled the characteristics of TE-derived piRNAs in their antisense 1U bias and enrichment in Piwi5 and Piwi6 protein complexes. We analyzed the transposon landscape of NIRVS loci by systematically identifying all annotated TEs in the 5 and 10 kb genomic regions flanking each side of the NIRVS integration. We observed that NIRVS were predominantly associated with long terminal repeat (LTR) retrotransposons. Within LTR-retrotransposons, we observed enrichment of members of the Ty3_gypsy families (Table 3). Such enrichments were even more pronounced in the two regions in *Ae. aegypti* where 40% of NIRVS reside (Figure 5). While LTR retrotransposon occupancy was 12.34% across the entire *Ae. aegypti* genome, it reached 23.60-25.88%, 31.35%, and 30.55% in regions flanking all NIRVS-loci, region 1, and region 2, respectively. More strikingly, while the Ty3_gypsy families of LTR retrotransposon occupancy was 2.58% across the entire *Ae. aegypti* genome, it reached 14.7-17.5%, 14.98% and 24.18% in regions flanking all NIRVS-loci, region 1, and region 2, respectively (Table 3). Nine full-length TEs were found flanking NIRVS-loci, seven of which are Ty3_gypsy retrotransposons. For example, 3 copies and 1 copy of the full-length Ty_gypsy_Ele58 (TF000321) were found in regions 1 and 2, respectively. Moreover, one viral integration in *Ae. aegypti* (i.e. AeBunya1) was found embedded within a full-length TE of the Pao-Bel family.

NIRVS transcriptional activity

All NIRVS encompassed partial viral ORFs, with the exception of AlbFlavi34. AlbFlavi34 corresponds to a portion of the first *Flavivirus*-like sequence characterized in mosquitoes.

---

Table 2. Clustering of viral integrations (NIRVS) in piRNA loci of the *Ae. aegypti* (A) and *Ae. albopictus* (B) genomes. The probability (*P*) of observing k NIRVS loci in piRNA clusters, coding genes and intergenic regions. *P* was estimated using cumulative binomial distribution; a value of *P* < 0.05 indicates a statistically significant enrichment of NIRVS in the corresponding genomic region.

<table>
<thead>
<tr>
<th>Host</th>
<th>Genomic region</th>
<th>Length (bp)</th>
<th>% genome</th>
<th>k integrations*</th>
<th><em>P</em></th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Ae. aegypti</em></td>
<td>piRNA cluster</td>
<td>17,000,000</td>
<td>1.24</td>
<td>54</td>
<td>&lt; 10^{-10}</td>
</tr>
<tr>
<td></td>
<td>Coding genes</td>
<td>286,538,182</td>
<td>20.82</td>
<td>24</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>Intergenic regions</td>
<td>1,072,461,818</td>
<td>77.94</td>
<td>44</td>
<td>1</td>
</tr>
<tr>
<td><em>Ae. albopictus</em></td>
<td>piRNA cluster</td>
<td>1,926,670</td>
<td>0.61</td>
<td>9</td>
<td>&lt; 10^{-10}</td>
</tr>
<tr>
<td></td>
<td>Coding genes</td>
<td>163,407,667</td>
<td>8.26</td>
<td>14</td>
<td>2.08 \times 10^{-3}</td>
</tr>
<tr>
<td></td>
<td>Intergenic regions</td>
<td>1,803,592,333</td>
<td>91.14</td>
<td>49</td>
<td>1</td>
</tr>
</tbody>
</table>

*Six integrations in the *Ae. aegypti* genome were in exons of genes within piRNA clusters; in this analyses they were attributed to piRNA clusters. Statistical significance did not change when these integrations were assigned to coding genes (*P* changed from 0.66 to 0.180).
and includes a complete ORF for NS3 (24). Two alleles of different lengths were seen for AlbFlavi34 in the 16 sequenced Ae. albopictus genomes (Figure 3). The short allele, which interrupts the NS3 ORF, had a frequency of 53% (Supplemental file 1). Based on recent experimental data showing that NIRVS are transcriptionally active even if they do not encode a complete ORF (24,28,32,46) we analyzed NIRVS expression using published RNA-seq data from poly(A) selection protocols. Expression levels were < 5 reads per kilobase per million mapped reads (RPKM) for > 92% of all tested NIRVS, including NIRVS that produce piRNAs (Table S6). Similar to small RNA profiles, expression levels of R-NIRVS were higher than those of F-NIRVS (Table S6).

Despite RNA-seq data showing limited transcriptional activity for AlbFlavi34 (RPKM values ranging from 0.009 to 0.013), we analyzed its expression in different developmental stages by RT-qPCR using primers that amplify both the short and long alleles. Cycle threshold (Ct) values ranged from 27 (found in pupae) to 39.34 (detected

Table 3. NIRVS and transposable elements (TEs). Analyses of TE enrichment throughout the Ae. aegypti genome (AaegL3), in regions harboring NIRVS (NIRVS), in region1 and in region 2, respectively.

<table>
<thead>
<tr>
<th>TE group</th>
<th>AaegL3</th>
<th>NIRVS</th>
<th>Region 1</th>
<th>Region 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTR retrotransposons</td>
<td>12.34</td>
<td>23.06</td>
<td>31.35</td>
<td>30.56</td>
</tr>
<tr>
<td>LTR/Pao_Bel</td>
<td>4.42</td>
<td>6.9</td>
<td>16.33</td>
<td>4.15</td>
</tr>
<tr>
<td>LTR/Ty1_copia</td>
<td>5.34</td>
<td>1.46</td>
<td>0.04</td>
<td>2.22</td>
</tr>
<tr>
<td>LTR/Ty3_gypsy</td>
<td>2.58</td>
<td>14.7</td>
<td>14.98</td>
<td>24.18</td>
</tr>
<tr>
<td>non-LTR retrotransposons</td>
<td>12.81</td>
<td>3.91</td>
<td>0</td>
<td>3.43</td>
</tr>
<tr>
<td>SINEs</td>
<td>1.14</td>
<td>0.16</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DNA transposons</td>
<td>6.96</td>
<td>3.29</td>
<td>3.38</td>
<td>2.72</td>
</tr>
<tr>
<td>MITEs</td>
<td>12.81</td>
<td>8.03</td>
<td>0.26</td>
<td>2.34</td>
</tr>
<tr>
<td>Helitrons</td>
<td>1.2</td>
<td>2.01</td>
<td>0</td>
<td>2.04</td>
</tr>
<tr>
<td>Penelope</td>
<td>0.42</td>
<td>0.2</td>
<td>0.26</td>
<td>0.8</td>
</tr>
</tbody>
</table>

1 For consistency with previous publications and for clear classification, only TEs annotated in TEfam are used. We used TE occupancy (number of bases in the genomic sequence that match TEs) as an indication for possible TE enrichment. TE copy number was not used to prevent that TEs that are broken into multiple fragments are counted multiple times.

2 The genome assembly described in Nene et al. (2007) is slightly different from AaegL3 (Aedes-aegypti-Liverpool_SCAFFOLDS_AaegL3.fa), which is used in this analysis. For better comparison with viral integration sites, a new RepeatMasker analysis was performed using the AaegL3 assembly under the same default parameters.

3 In addition to the integration site, 5 kb or 10 kb (in brackets) sequences flanking each side of the NIRVS were retrieved for the analysis. Because the NIRVS sequences are also included in the analyses, these results may be an under-estimate of the actual TE occupancy.

4 TE analysis of viral integration sites (plus 5kb flanking each side) in Supercontig 1.26 between positions 1316885 bp and 1429979 bp.

5 TE analysis of viral integration sites (plus 5kb flanking each side) in Supercontig 1.1 between positions 1160748 bp and 1472976 bp.
in ovaries of blood fed-females) and 60% of the samples having Ct> 30, confirming low AlbFlavi34 expression. AlbFlavi34 expression was highest in the pupae and adult males in comparison to expression in larvae (Figure S1). These data support the conclusions that steady-state RNA levels of most NIRVS are rather low or even undetectable. Yet, the production of piRNAs indicates that they must be transcriptionally active. Whether their precursor transcripts are non-polyadenylated or rapidly processed into piRNAs remains to be established.

DISCUSSION

The genomes of mosquitoes and several eukaryotic species carry integrations from non-retroviral RNA viruses, including arboviruses. To shed light on the widespread and biological significance of this phenomenon, we analyzed the presence, distribution and transcriptional activity of integrations from 424 non-retroviral RNA viruses, and one DNA arbovirus, in 22 mosquito genomes, in the context of both their phylogeny and mosquito vector competence. We showed that the arboviral vector species Ae. aegypti and Ae. albopictus have ten-fold more integrations than all other tested mosquitoes. Moreover, we found that viral integrations produce piRNAs and occur predominantly in piRNA clusters. Our results support the conclusion that the abundance of viral integrations is not dependent on viral exposure, but seems to correlate with the TE landscape and piRNA pathway of the mosquito.

NIRVS viral origin

Across all 425 viral species tested, viral integrations had similarities primarily to ISVs of the Bunyaviridae, Reoviridae and, predominantly, Rhabdoviridae and Flaviviridae families. Notably, although the Togaviridae family contains mosquito-borne members as well as insect specific viruses, we identified no integrations from viruses of in this family. Further studies are required to clarify whether this result is due to a sampling bias or to the different evolutionary history of Alphavirus-like versus Flavivirus-like viruses (38). For instance, Eilat virus and the Tai Forest alphavirus are the only insect-specific alphaviruses (family Togaviridae) identified and a large screen suggests that mosquito-specific viruses may not be abundant among alphaviruses (47) unlike the Bunyaviridae, Reoviridae, Rhabdoviridae and Flaviviridae families in which many ISVs have been identified (42). An alternative explanation may be based on the interactions of these viruses with the piRNA machinery. For example, while both alphaviruses and flaviviruses produce vpiRNAs in Aedes, the distribution of piRNAs on the viral genomes are not comparable between these genera, suggesting that piRNA biogenesis might be different (21). Both alphaviruses (Sindbis and CHIK viruses) and flaviviruses (DENV, WNV) have been shown to produce episomal vDNA forms that locate to the nucleus after infection of mosquitoes (20,36,37). These vDNA forms do not arise uniformly from
the whole viral genome and their profile may be different between alphaviruses and flaviviruses (37). If these episomal vDNA are integrated into the genome, a different vDNA profile will result in a different NIRVS landscape.

ISVs of the families *Bunyaviridae*, *Flaviviridae* and *Rhabdoviridae* families are ancient and diversified within their hosts, and they seem to be maintained in mosquitoes through transovarial transmission (10,42). Additionally, mounting phylogenetic evidence implicate ISVs as precursors of arboviruses (48), for which vertical transmission occurs at a lower frequency than horizontal transmission through a vertebrate host (49). Vertical transmission provides access to the mosquito germ-line, a mechanism through which NIRVS could be maintained within vector populations. Thus, the observed higher incidence of NIRVS from ISVs than arbovirus may be linked to differences in their transovarial transmission.

NIRVS from *Bunyaviridae* and *Rhabdoviridae* have been identified in insects other than mosquitoes, including different *Drosophila* species and the tick *Ixodes scapularis* (26-28). In contrast, NIRVS from Flaviviruses have been found only in mosquitoes, predominantly in *Ae. aegypti* and *Ae. albopictus* (2,26,32). Interestingly, vertebrates that may be part of the arbovirus transmission cycle do not have integrations from arboviruses, but a low number (<10) of integrations from *Bornaviruses* and/or *Filoviruses* have been identified in humans, squirrel, microbat, opossum, lemur, wallaby and medaka (25-27). Finally, several *Anophelinae* mosquitoes analyzed here were sampled in the same geographic area as *Ae. albopictus*, but showed 10 times fewer NIRVS than *Ae. albopictus* and *Ae. aegypti*. Overall, these data indicate that viral exposure is not a determinant of NIRVS, but that virus-host lineage-specific interactions play a crucial role in how their genomes co-evolve. Additionally, our comparative analysis shows that *Aedes* mosquitoes acquire and retain fragments of infecting non-retroviral RNA viruses primarily the *Flaviviridae* and *Rhabdoviridae* families, more frequently than other tested arthropods and vertebrates. A deeper understanding of the evolution of viruses within these large and diverse families, especially their recently characterized ISVs, along with insights into the variability of the genomes of mosquito populations are warranted to elucidate the dynamic species-specific interactions between RNA viruses and *Aedes* mosquitoes.

### NIRVS genomic context

NIRVS are significantly enriched in piRNA clusters in both *Ae. aegypti* and *Ae. albopictus*, which could be the result of positive selection favoring the retention of those NIRVS that integrated by chance in these genomic loci (50). However, we also observed NIRVS in intergenic and coding sequences and found that NIRVS expressed piRNAs independently of their genomic localization. These observations suggest that additional piRNA clusters exist (23,44) or that other features in these NIRVS loci prime piRNAs production. For example, a piRNA trigger sequence (PTS) was recently
found to drive piRNA production from a major piRNA cluster (named *Flamenco*) in *Drosophila* (51). We analyzed the mosquito genome sequences, but we did not find PTS orthologous sequences in either *Ae. aegypti* nor *Ae. albopictus*. It remains to be established whether other PTS sequences exist that may explain piRNA production from non-cluster associated NIRVS.

Analyses of the integration sites showed that NIRVS are primarily associated with LTR transposons of the Gypsy and Pao families, which are the most abundant TE families in both *Ae. aegypti* and *Ae. albopictus* genomes (2). Additionally, full-length TEs, primarily Ty3_gypsy retrotransposons, were found to flank NIRVS-loci. This organization is compatible with recent experimental data showing that vDNA forms are produced by retrotransposon-derived reverse transcriptase, likely by template switching (20,37). This arrangement also is favorable for ectopic recombination, a mechanism proposed for both NIRVS biogenesis and piRNA cluster evolution (52). Ectopic recombination would be a more parsimonious explanation than independent integrations from the same viral source for our finding of several not physically-linked, but identical *Ae. aegypti* NIRVS. Despite many remaining uncertainties due to the highly repetitive and complex structure of the regions in which NIRVS map, these data confirm a functional link among NIRVS, TEs, and the piRNA pathway.

**NIRVS and mosquito immunity**

Our data indicate that in *Ae. aegypti* and *Ae. albopictus* NIRVS do not encode proteins that interfere in trans with viral products as was observed in bornavirus-derived NIRVS in vertebrates (53). Rather our data suggest that NIRVS may be part of a piRNA-based antiviral response. Only one of the characterized NIRVS had a complete viral ORF, which showed two alleles of different length within the 16 individuals of the Foshan strain that we sequenced. The short variant interrupted the NS3 ORF. We cannot exclude that this is due to lack of purifying selective pressure as the *Ae. albopictus* Foshan strain has been reared under standard laboratory conditions without infection challenges for more than 30 years (2). However, the enrichment of NIRVS within piRNA clusters and their small RNA profile suggest that their transcriptional activity is geared to produce piRNA precursors. Our results show a basal expression of NIRVS-derived primary piRNAs that are antisense to viral mRNA. These piRNAs could block novel infections with cognate viruses or they could interact with RNAi mechanisms to contain replication of incoming viruses at a level that does not become detrimental to mosquitoes. Albeit leading to opposite effects on vector competence, both mechanisms display functional similarities to the CRISPR-Cas system of prokaryotic adaptive immunity. Even if further studies are essential to clarify the effect of NIRVS-derived piRNAs on mosquitommunity, our study clearly demonstrates that *Ae. aegypti* and *Ae. albopictus* have a high number of NIRVS in their genome, which confers heritable immune signals.
The higher number of NIRVS in *Aedeine* than in *Anophelinae* mosquitoes correlates with competence for a larger number of arboviruses of *Aedeine* mosquitoes. In this regard, *Cx. quinquefasciatus* shows an interesting intermediate phenotype because it is phylogenetically closer to *Aedeine* mosquitoes, but vectors a smaller range of arboviruses than *Aedeine* mosquitoes and, like *Anophelinae*, it can vector more protozoans and nematodes than *Aedeine* (54). Additionally, *Cx. quinquefasciatus* has a number of NIRVS and TE load comparable to *Anophelinae*, but an expanded gene family like *Ae. aegypti* (2,55-56).

**CONCLUSIONS**

NIRVS are regarded as viral fossils, occurring as occasional events during to the long co-evolutionary history of viruses and their hosts (33,35). The high abundance and diversity of NIRVS in the genomes of *Ae. aegypti* and *Ae. albopictus* and the observation that NIRVS produce piRNAs and reside in piRNA clusters support the intriguing hypothesis that the formation and maintenance of NIRVS are coupled with the evolution of the PIWI pathway in these two species. This may have led to functional specialization of the expanded PIWI gene family, PIWI expression in the soma, and a role for the piRNA pathway in antiviral immunity (21,45). This hypothesis is compatible with two scenarios. First, NIRVS formation is an occasional event, which occurs more frequently in *Aedeine* than *Culicinae* and *Anopheline* because of the higher abundance of retrotransposons in the genome of *Aedeine* mosquitoes (2). NIRVS that have integrated by chance into piRNA clusters produce transcripts that are shuttled into the piRNA pathway. PIWI proteins loaded with viral sequences may target incoming viruses, possibly conferring selective advantage. Thus, an occasional event linked to a particular TE landscape may be the trigger for the functional specialization of PIWI proteins. This scenario remains compatible with the possibility that NIRVS outside of piRNA loci encode protein products that compete in trans with virus replication, thereby affecting vector competence (57). Second, it has been hypothesized that PIWI proteins actively interact with incoming viruses and that they are loaded with episomal vDNAs and integrate them into piRNA clusters (58). Under this scenario, the selective pressure favoring PIWI protein specialization would come primarily from viruses. Taken together our data show that the interaction between viruses and mosquitoes is a more dynamic process than previously thought and that this interplay can lead to heritable changes in mosquito genomes.
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ABSTRACT
In animals, the PIWI interacting RNA (piRNA) pathway is an ingenious system to protect genomes against the detrimental effects of transposon mobilization. Whereas piRNA biogenesis primarily occurs in gonadal tissue in most model organisms, a somatic piRNA pathway has emerged in vector mosquitoes of the *Aedes* family. *Aedes* piRNAs are generated from various additional RNA sources other than transposon sequences, including mRNA of protein coding genes and viral RNA. Here we report the production of piRNAs from a tandem repeat satellite DNA (*satDNA1*). Strikingly, the sequences of two abundant piRNAs within the satellite are highly conserved and their expression was detected in mosquito species from the *Aedes*, *Culex*, *Culiseta* and *Coquillettidia* lineages within the *Culicinae* mosquito subfamily. These species diverged about 200 million years ago placing *satDNA1* amongst the most conserved tandem repeats known to date. piRNA production from this satellite DNA relies on the ubiquitously expressed PIWI protein Piwi4 both in *Aedes aegypti* Aag2 cells and in adult mosquitoes. To test the targeting capacity of the satellite-derived piRNAs, we designed a luciferase reporter harboring a single target site for the most abundant piRNA. This reporter is heavily silenced in Aag2 cells. Target site mutagenesis revealed that silencing is particularly sensitive to mismatches in a short nucleotide stretch near the piRNA 5’ end, analogous to the seed-sequence of microRNAs. To our knowledge, this study is the first to demonstrate post-transcriptional gene silencing by piRNAs derived from a canonical satellite DNA. The strong conservation of *satDNA1* suggests that the produced piRNAs may target genes that are active in regulatory networks conserved across many lineages of mosquitoes.

INTRODUCTION
Since their discovery about a decade ago, PIWI interacting RNAs (piRNAs) have been established as a powerful defense mechanism that protect animal genomes against the harm of transposon activity (1, 2). Transposons can randomly integrate into host genomes, thereby posing a threat to the integrity of gene sequences or regulatory elements (3, 4). In *Drosophila melanogaster*, piRNAs were found to be crucial for minimizing such mutational damage by destroying messenger RNA (mRNA) of active transposable elements and preventing their transcription by establishing a repressive chromatin environment at transposon loci (1, 2). At the heart of the pathway, PIWI proteins associated with piRNAs recognize transposon sequences and mediate gene silencing. The piRNA pathway is endowed with specificity for transposon sequences by the individual piRNAs, which are produced from dedicated genomic loci, termed piRNA clusters (5, 6). These regions are heavily enriched for remnants of transposable elements and hence, cluster-derived piRNAs are biased towards recognizing transposable elements (7). piRNA clusters give rise to an extremely variable population of primary piRNAs;
for instance, in *Drosophila* hundreds of thousands of unique piRNA sequences are produced in the female germline (5). From this pool of primary piRNAs, those recognizing complementary transcripts, for example mRNA of active transposons, are amplified by a sophisticated feed-forward amplification mechanism called the ‘ping-pong loop’ (5, 8).

The sequences present in the pool of primary piRNAs in each species largely depend on the repertoire of transposons that have been archived in piRNA clusters. Furthermore, the biogenesis machinery is not guided by specific sequences or structural elements, and therefore produces primary piRNAs almost at random. Only a preference for a uridine residue at the first position has been noted both in vertebrate and invertebrate species (5, 9-12). Thus, whereas the general concepts of the piRNA pathway are conserved between animal species, the individual piRNA sequences are not (5, 10, 13, 14). This makes them intrinsically different from genome-encoded microRNAs, some of which are conserved to the nucleotide level between worms and human (15, 16).

The biogenesis and functions of piRNAs have been primarily established in genetic model organisms such as flies and mice. However, recent evidence indicates that not all insights gained in these animal models can be directly extrapolated to other animal species. A striking example is the piRNA pathway of *Aedes* mosquitoes that deviates in many aspects from the paradigms established in the prototype insect model *D. melanogaster*. Most importantly, the PIWI family underwent multiple gene duplications and is represented by eight members in *Aedes ( Ae.) aegypti* (Piwi1-7 and Ago3) in contrast to three PIWI genes (Piwi, Aubergine, Ago3) in the fly (17, 18). Four of the *Aedes* PIWI genes (Piwi4-6, Ago3) are abundantly expressed in somatic tissue (19), whereas in *Drosophila* piRNA pathway components are highly enriched in gonadal tissue (5, 9, 10). Accordingly, piRNAs can readily be detected in somatic tissues of *Aedes* mosquitoes (20).

In addition, the *Aedes* piRNA pathway processes a broader range of substrate RNAs including protein-coding mRNAs (21, 22) and, most remarkably, RNA from cytoplasmic RNA viruses including dengue and chikungunya (20, 23-25).

Whereas transposons have been recognized as prominent source of piRNAs, the production of piRNAs from other repetitive elements has not been studied extensively. Tandem repeats include arrays of paralogous genes, DNA repeats coding for ribosomal RNAs, and a heterogeneous class of mostly direct (head-to-tail) repeats known as satellite DNA (26). Although the exact definitions vary, satellite DNAs are generally categorized based on the length of their repeat unit as either microsatellite (<10 bp) or minisatellites (10 bp or more). Repeats with a monomer size greater than 135 bp are sometimes referred to as megasatellite (27). Satellite DNAs are the major component of heterochromatin in eukaryotic genomes and serve important structural roles in the regulation of chromatin condensation and centromere formation (28). They are generally very unstable and the fastest evolving satellites have mutation rates up to 10-3 or even 10-2 per cell division (29-31). Most of these mutations are variations in the number of repeat units (27). Nonetheless,
point-mutations randomly acquired in one repeat unit can also rapidly spread through
the satellite array due to unequal crossing over and gene conversion (32). The obtained
mutations can then be fixed in the population by a stochastic process called molecular
drive (33). Therefore, satellite DNAs generally lack strong sequence conservation, even
between closely related species (32). Interestingly, some satellite DNAs show a non-
uniform mutation rate across the repeat monomer with certain regions being more
conserved than others. It has been inferred from this skewed rate of evolution that
more conserved regions are likely to harbor functional elements (32). However, there
are currently only few examples where such functional elements have been molecularly
characterized.

Transcription of satellite DNA has been reported in a number of insect species, but
although small RNAs derived from satellite transcripts have been detected, only little is
known about their targeting capacity (34). Here, we identify an ultra-conserved satellite
DNA in *Ae. aegypti* that gives rise to piRNAs, two of which are expressed at high levels
both in cultured cells and in adult mosquitoes. These piRNAs rely on the ubiquitously
expressed PIWI protein Piwi4 for their biogenesis. Furthermore, we show that they
directly associate with Piwi4, formally classifying them as *PIWI interacting* RNAs. A
luciferase reporter harboring a target site for one of the piRNAs is strongly suppressed
*in trans*. In summary, this study identifies highly conserved satellite DNA-derived piRNAs
as potent regulators of gene expression via post-transcriptional gene silencing.

**MATERIALS AND METHODS**

**Cells and mosquitoes**

*Aag2* cells were cultured in Leibovitz’s L-15 medium supplemented with 10% fetal calf
serum, 1x non-essential amino acids, 2% Tryptose phosphate broth and 1% penicillin/
streptomycin at 25°C without humidity and CO₂ control.

*Ae. aegypti, Culex (Cx.) pipiens pipiens, Cx. pipiens molestus, Anopheles (An.) stephensi, An. coluzzi, and An. quadriannulatus* mosquitoes used to analyze sapiR1/2 expression by
northern blot, were laboratory adapted strains reared at the Department of Entomology
at Wageningen University, the Netherlands, or the Department of Medical Microbiology
at Radboud University Medical Center, Nijmegen, the Netherlands. *Ae. albopictus, Ae. intrudens, Ae. cantans, Ae. pullatus, Culiseta morsitans,* and *Coquillettidia richardii* were
collected from the field in Sweden (Linköping), the Netherlands (Wageningen), and
Italy (San Benedetto del Tronto) from June 2014 to July 2015 and long-term stored at
-20°C (35). Specimens were identified to the species at the laboratory of entomology of
Wageningen University.

Larvae and adult *Ae. aegypti* mosquitoes (Rockefeller strain, obtained from Bayer AG,
Monheim, Germany) were maintained at 27±1°C with 12h:12h light:dark cycle and 70%
relative humidity. *Adults* were provided with 6% glucose solution, and human blood
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(Sanquin Blood Supply Foundation, Nijmegen, The Netherlands) was provided using the Hemotek PS5 feeder (Discovery Workshops, Lancashire, United Kingdom) for egg production. Larvae were fed with Liquifry No. 1 (Interpet, Dorking, United Kingdom) and Tetramin Baby fish food (Tetra, Melle, Germany). Naive females and males, as well as specimens from all larval stages (L1-4) and the pupal stage were selected from the rearing for further analysis of sapiR1/2 expression. In addition, naive females were offered a blood meal and engorged individuals were selected for further processing at the indicated time points. For RNA extraction, mosquitoes, larvae or pupae were deep-frozen and homogenized in RNA-Solv reagent (Omega) and RNA was isolated as described below.

For dsRNA-mediated knockdown of PIWI proteins, an iso-female mosquito line derived from Ae. aegypti mosquitoes originally collected in Muang District, Kamphaeng Phet, Thailand was used. Mosquitoes were reared at 28°C with 70% humidity and 12h:12h light:dark cycle. Adults were provided a 10% sucrose solution. Two to three-day-old female mosquitoes were injected with approximately 600 ng dsRNA in a volume of 207 nl using a NanojectII nanoliter injector (Drummond Scientific). 5 days post injection mosquitoes were collected and homogenized in 300 µl TRIzol reagent (Thermo Scientific) in a Precellys 24 homogenizer (Bertin technologies). After homogenization, 700 µl TRIzol was added to the homogenate and total RNA was isolated as described below.

Plasmids, dsRNA production, and antisense oligonucleotides

The sapiR1 wild type and mutant target sites were cloned into the 3’ UTR of the firefly luciferase gene in the pMT-GL3 plasmid (36). Inserts harboring the target site were generated by annealing of two complementary DNA oligonucleotides creating overhangs suitable for ligation into PmeI and SacII digested pMT-GL3 vector. For the 5’UTR reporters, the oligonucleotides were ligated between the NotI and XhoI restriction sites. The coding sequence reporters were constructed by ligating annealed oligonucleotides directly upstream of the luciferase start codon into the XhoI and NcoI restriction sites. The oligonucleotides contained a duplication of the first 45 nucleotides of the luciferase open reading frame followed by the target sequences, thereby extending the 5’ end of luciferase by 25 amino acids but leaving the nucleotide context of the start codon intact. All sequences of the DNA oligonucleotides used for cloning are indicated in table S1. For N-terminal tagging with a GFP-tag, PIWI cDNAs were sub-cloned into the gateway system and ultimately recombined into the pAGW destination vectors, which drive protein expression by a Drosophila actin promotor.

Double stranded RNA targeting Aedes PIWI/AGO genes has been produced as previously described (37). RNase-resistant RNA oligonucleotides used to interfere with sapiR1 silencing were fully 2’O-methylated and antisense to sapiR1 or sense to a 28 nt region of the luciferase open reading frame as control (Sigma Aldrich). The sequences of these RNA oligos as well as the primers to generate dsRNA are provided in table S1.
Transfection of Aag2 cells

Aag2 cells were transfected using X-treme GENE HP (Roche) as described previously (37). Briefly, cells were transfected with a ratio of 2µl transfection reagent for each microgram of plasmid DNA or 4µl transfection reagent for each microgram of RNA. pMT constructs were induced with 0.5 mM copper sulfate three hours post transfection for 24 hours.

RNA isolation and beta elimination

Aag2 cells were directly lysed in RNA-solv reagent and mosquitoes were homogenized in RNA lysis reagents as described above. Total RNA was extracted following the standard procedure for phenol-chloroform based extraction methods. Briefly 200 µl chloroform was mixed with 1 ml of RNA lysis reagent. Then, the mixture was separated into an aqueous and an organic by centrifugation and the aqueous phase was recovered. RNA was precipitated using 1 volume of isopropanol and washed in 80% ethanol. The RNA pellets were resolved in nuclease-free water. Beta elimination was performed as described previously (25).

Northern blotting

Small RNA northern blotting was performed according to the protocol published in (38). Briefly, for sapiR1/2 detection 1-5 µg of total RNA were size separated on a 15% urea polyacrylamide gel. Ribosomal RNA was stained in the gel using ethidium bromide. Then, RNA was transferred to nylon membranes by semi-dry blotting and cross-linked using 1-ethyl-3-(3-dimethylaminopropyl)-carbodiimid (EDC). Pre-hybridization as well as hybridization with 32P end-labeled DNA oligo nucleotides was performed in Ultrahyb oligo hybridization buffer (Ambion) in a hybridization oven under constant slow rotation at 42°C. Three rounds of washing were performed with 42°C warm 0.1% SDS and decreasing concentration of SSC buffer as described earlier (37). Membranes were exposed to X-ray films and developed on a table-top X-ray developer. Probe sequences are indicated in table S1. Stripping of membranes was performed in 0.1% SDS heated to 95 °C.

(Stem-loop) reverse transcription and quantitative PCR.

For analysis of transcript expression levels by reverse transcription (RT) and quantitative (q)PCR, up to 1µg of total RNA was DNaseI treated (Ambion for Aag2 cells or Promega for adult mosquitoes) and reverse transcribed (Taqman RT kit (Thermo Scientific) for Aag2 cells or Maxima H minus (Thermo Scientific) for adult mosquitoes). Stemloop RT for sapiR1 was performed according to the protocol outlined in (39) and as described earlier (21). To analyze gene expression in Aag2 cells, 5 µl of cDNA was mixed with 0.6 µl of forward and reverse primers (10 µM), 3.8 µl nuclease-free water and 10 µl 2x
GoTaq qPCR mastermix (Promega) and qPCRs were performed on a Roche Light Cycler 480 machine. For RT-qPCR of PIWI expression in adult mosquitoes, the Roche FastStart SYBR green master mix was used on a StepOnePlus real time PCR system (Applied Biosystems). Primers used for stem-loop RT and qPCR are indicated in table S1.

**GFP-TRAP immunoprecipitation**

Plasmids encoding GFP-fused PIWI proteins were transfected into two wells of a six wells plate. After 48 hours, cells were harvested in 500µl RIPA lysis buffer. 16% of the lysate were retained for RNA (8%) and protein (8%) analysis of the input material. The remaining lysate was subjected to GFP-immunoprecipitation using high-affinity magnetic GFP-TRAP beads (Chromotek). After an overnight incubation at 4°C under constant rotation, GFP-TRAP beads were recovered from the lysate using magnetic separation. The bead fractions were washed three times with lysis buffer and then split in a 1:2 ratio for separate analysis of protein and sapiR1 expression by western and northern blotting, respectively.

**Western blotting**

Protein lysates were separated on SDS polyacrylamide gels and blotted to 0.45 μm nitrocellulose membranes using a wet-transfer system (BioRad). Protein transfer was assessed using Ponceau red staining. The membranes were blocked in blocking buffer (5% dry milk in PBS-Tween) and subsequently incubated with primary antibodies (rabbit anti GFP 1:5000 or rat anti tubulin-α (Sanbio) 1:1000) in blocking buffer for 1.5 hours at room temperature or overnight at 4°C. After washing with PBS-Tween, the membranes were incubated with secondary antibodies (Licor IRdye goat-anti-rabbit or IRdye anti rat) diluted 1:10,000 in PBS-Tween. After washing with PBS-Tween and PBS, protein signal was detected on an Odyssey CLx imager (Li-Cor).

**Luciferase reporter assays**

For luciferase assays, transfected cells were harvested in Passive Lysis Buffer (Promega) 24 hours after induction of the promoter. Cell lysates were either used directly or stored at -20°C until further analyses using the Dual Luiferase assay. For this assay, 10 µl of cell lysate was mixed with 25 µl LAR-II reagent (Promega) and firefly luciferase levels were measured on a Modulus single tube luminometer (Turner biosystems). Subsequently, 25 µl Stop and Glo solution (Promega) was added to quench firefly luciferase signal and provide a substrate for Renilla luciferase. Samples were vortexed and Renilla luciferase levels were measured on the luminometer.
3’ Rapid amplification of cDNA ends (RACE)

3’ RACE was performed using the First Choice RLM RACE kit (Ambion) according to the manufacturer’s instructions. 1 µg of total RNA was reverse transcribed with 3’ RACE adapter primer for 1 hour at 42°C. Outer PCR was performed with 3’ RACE outer primer and an AAEL017385 gene-specific primer located in a region common to both splice isoforms A and B of the gene. The PCR program was: 3 min 94°C; 35 cycles of 30 s 94°C, 30 s 60°C, 45 s 72°C; 7 min 72°C. A nested PCR was performed on the PCR product with 3’ RACE inner primer and an AAEL017385 gene specific primer located in RB-exon 4, which is unique to AAEL017385 isoform RB. The PCR program was identical to the outer PCR. PCR products were size separated by agarose gel electrophoresis, purified and Sanger sequenced. Sequences of gene-specific primers are indicated in table S1.

Preparation of small RNA libraries

Small RNA libraries from pools of 5-6 adult female mosquitoes were essentially performed as described in (40). 18 to 27 µg of total RNA was size separated on a 15% acrylamide, 7M urea, 0.5x TBE gel and the small RNAs were excised from gel using 19 nt and 33 nt radioactive size markers as rulers. The RNA was retrieved into 0.3 M NaCl from the gel pieces in an overnight incubation and then precipitated in isopropanol. After washing in 70% ethanol, the RNA was dissolved in 11 µl nuclease-free water. 5µl were used as input for Illumina’s TruSeq small RNA library preparation kit, which was used according to the manufacturer’s recommendations. After the PCR step, reactions were loaded on a 3 % agarose gel, and the band corresponding to the expected size of the amplified small RNA libraries was excised and purified using hot-phenol extraction. The small RNA libraries were then quantified on a Qbit fluorometer, diluted to 4 nM, pooled, and sequenced using the NextSeq 500 High Output Kit v2 (75 cycles) on a NextSeq 500 (Illumina).

Bioinformatics

Basic processing of the deep-sequencing libraries

Small RNA deep-sequencing libraries of PIWI knockdowns and IPs were described previously and published in the NCBI Sequence read archive under the accession number SRA188616. FASTQ files from adult mosquito libraries were generated using the bcl2fastq script (Illumina) and subsequent manipulation of deep-sequencing data was performed using the Galaxy bioinformatics toolshed (41). The TruSeq 3’ adapter sequences were removed from the raw FastQ reads using the Clip adapter tool and standard settings (Galaxy version 1.0.1).

Analysis of sapiR coverage on satDNA1

The consensus sequence of satDNA1 was retrieved from the AaegL3 repeat features database available on VectorBase. The small RNA libraries were mapped against this
sequence using Bowtie for Illumina (Galaxy version 1.1.2) allowing two mismatches (42). The resulting SAM file was converted into BAM and the base coverage on the locus was determined using the Genome coverage tool (Galaxy version 2.24.0). Only reads that mapped in sense orientation were taken into consideration, which accounts for more than 99.9% of the reads. As output, data suitable for histogram and genome position with 1-based coordinates were selected. The base-coverage data were exported into Microsoft Excel, log10 transformed where indicated, and imported into Prism6 for plotting.

sapiR1 and sapiR2 levels in PIWI knockdown and IP data
The SAM files obtained from mapping small RNA deep-sequencing libraries to the satDNA1 sequence with no mismatches were converted into interval files. In these datasets, the frequencies of small RNA 5′ ends at each nucleotide position were counted and the counts for position 19 (sapiR1) and 78 (sapiR2) were exported into Microsoft Excel. The counts were normalized against the size of the corresponding deep-sequencing libraries. For plotting and statistical analyses, data were imported into Prism6.

Genome-wide analysis of satDNA derived piRNAs
From the repeat features database (AaegL3) available from VectorBase all satDNAs (predicted with tandem repeats finder; TRF) were selected (43). To obtain a non-redundant set of satDNA loci, the genomic intervals of these repeats were overlapped with piRNA-sized reads from the three combined dsLuc Aag2 small RNA libraries that mapped to the Ae. aegypti genome (AaegL3). All piRNAs that overlapped with at least one satDNA were used to define a set of non-overlapping tandem repeat loci de novo using the cluster genomic intervals tool (Galaxy version 1.0.0). The maximum distance between two small RNAs to fall into one cluster was defined as 60 and the minimal number of small RNAs in each cluster was defined as 2. As output, a single interval for each cluster was obtained representing a new set of satDNAs. These loci were subsequently overlapped with the piRNA-sized reads from each PIWI knockdown and IP dataset using the join genomic intervals tool (Galaxy version 1.0.0). In the obtained datasets the frequency of piRNAs was counted for all satDNAs. These counts were exported into Microsoft Excel and normalized against the size of the corresponding deep-sequencing libraries. Then, for each satDNA the fold change was calculated of piRNA counts in the PIWI knockdown and IP libraries compared to respectively the dsLuc (average of three libraries) or GFP-IP libraries. The top 50 piRNA producing satDNAs, defined as those that had the highest average count in the dsLuc datasets, were selected for plotting. The heat-map and the hierarchical clustering, based on Pearson correlation, were created using Multiple Experiment Viewer (Tm4).

Analysis of satDNA1 nucleotide conservation
satDNA1 repeat monomers were split into parts that contained the sapiR1 sequences and parts that contained sapiR2 sequences. A multiple sequence alignment was created manually (Figure S2A,B) and used to generate sequence logos using WebLogo 3.5.0 (44).
RESULTS

Identification of a piRNA generating satellite DNA in *Aedes aegypti*

Previously, we analyzed the population of endogenous piRNAs that we had sequenced in *Ae. aegypti* Aag2 cells and found that, as expected, repetitive elements were the major source of piRNAs and accounted for about 50% of all piRNA reads that mapped to the *Aedes* genome (21). Of these repeat-derived piRNAs 50% mapped to transposon sequences published in the TE-fam database, whereas the remaining 50% aligned to other repetitive elements annotated in the repeat features database available on VectorBase (21). Careful inspection of these other repeat classes revealed that within the tandem repeats (*n*=279,076, identified by the tandem repeats finder algorithm (43)) more than 80% of all mapping piRNA reads were derived from a single locus on supercontig 1.320 (Figure 1A). This genomic region was approximately 2.5 kb in size and represented a satellite DNA uniquely present at that genomic location in the current assembly of the *Aedes* genome.

**Figure 1.** Expression of highly abundant direct repeat-derived piRNAs in *Aedes*. (A) Schematic illustration of the *satDNA1* locus obtained from VectorBase. A 13 kb window on supercontig 1.320 is shown indicating annotated genes (green), sapiR1/2 small RNAs (purple/orange), regions conserved in other vector mosquitoes (blue) as well as repeat features (yellow). (B) The coverage of small RNAs from female *Ae. aegypti* (intrathoracally injected with dsRNA targeting the luciferase gene) on each position of the *satDNA1* repeat monomer (150bp). The *satDNA1* sequence was extracted from the repeat features database (AaegL3) available on VectorBase. The positions of sapiR1 and sapiR2 are indicated in purple and orange, respectively. (C-D) Small RNA northern blots for sapiR1/2 in (C) the indicated developmental stages, and (D) adult *Ae. aegypti* females after blood meal. Ethidium bromide staining of ribosomal RNA (rRNA) serves as loading control.
Ae. aegypti genome (45, 46). We named this tandem repeat locus satellite DNA 1 (satDNA1). The repeat monomer is a consensus sequence of 150 nt in size. The satDNA1 array contained 17 full repeats preceded by one incomplete unit (Figure S1A). To assess the distribution of small RNAs on satDNA1, we re-analyzed small RNA deep-sequencing libraries from Aag2 cells (37). Intriguingly, one small RNA, which we named satellite piRNA ųsapiRskins, accounts for more than 95 % of reads that map to the satDNA1 monomer. sapiR1 expression exceeded that of the second-most abundant small RNA mapping to the same tandem repeat (sapiR2) by about 50 fold (Figure S1B). In fact, sapiR1 was the small RNA with the highest read count in the combined Aag2 deep-sequencing libraries; its expression was similar as or slightly higher than miR-2940-3p, which is the most abundant miRNA in Aag2 cells.

The śȂ end of the satDNA1 locus overlaps with the 3’ UTR of the annotated but uncharacterized Aedes gene AAEL017385 isoform B for approximately 150 bp (Figure 1A, S1A, S1C). Transcription of some satDNAs occurs via read-through from neighboring genes (34); hence we asked whether transcription or processing of satDNA1 and AAEL017385-RB mRNA were linked. Knockdown of AAEL017385 transcripts did not influence sapiR1 levels suggesting that the sapiR locus and AAEL017385-RB are not transcriptionally coupled (Figure S1D, S1E). Rapid amplification of cDNA 3’ ends (3’ RACE) identified two transcription termination sites upstream of the currently annotated mRNA 3’ end. Both of these sites were in very close proximity to the annotated 5’ ends of sapiR1 or sapiR2. (Figure S1F). Thus whereas sapiR1 does not appear to be derived from the protein coding mRNA AAEL017385-RB, transcription termination of this gene may be linked to the production of a sapiR precursor transcript.

**sapiR1 and sapiR2 are expressed in vivo**

To investigate whether sapiR1 and sapiR2 were expressed in vivo, we analyzed small RNAs from adult female Ae. aegypti mosquitoes that have been intrathoracally injected with dsRNA. Similar to Aag2 cells, sapiR1 and sapiR2 were by far the most abundant small RNAs produced from satDNA1, yet sapiR1 expression exceeded that of sapiR2 only by ~3 fold (Figure 1B). sapiR1 was approximately 8 times less abundant than the most highly expressed microRNA (miR-281-5p), placing it amongst the top 60 most abundant small RNAs in our deep-sequencing libraries. In most organisms, transcription of satellite DNA occurs in a temporally or spatially regulated fashion (32). We therefore asked whether sapiR expression was dynamically expressed during the course of mosquito development from larvae to adult mosquitoes. sapiR1 and sapiR2 could readily be detected in the four larval stages, pupae, and male and female adult mosquitoes, but we did not reproducibly detect differential expression during development (Figure 1C). Besides the early developmental stages from larvae to adult, the first blood meal is an essential developmental process in female mosquitoes. For mosquitoes, blood feeding
is required for oogenesis and oviposition and numerous physiological processes are modified after a blood meal. In addition, blood feeding is the most important route for infection with pathogens that circulate between mosquitoes and vertebrate hosts. Given the major implication of a blood meal on mosquito physiology or immunity we asked whether sapiR accumulation was differentially regulated as an immediate response to blood feeding. We collected female *Aedes* mosquitoes before and up to 8 hours post blood feeding and analyzed sapiR1 and sapiR2 levels by northern blotting. The accumulation of both small RNAs did not change during this period of time (Figure 1D). In conclusion, sapiR1/2 is expressed in adult *Ae. aegypti* mosquitoes without a clear differential regulation during major developmental transitions.

**satDNA1 is conserved in Culicinae mosquitoes**

Comparative genomics data available on VectorBase indicated that the *satDNA1* locus is conserved between *Ae. aegypti*, *Ae. albopictus* and *Cx. quinquefasciatus* but not *An. gambiae* (Figure 1A). A more detailed analysis of this locus in *Aedes* and *Culex*...
revealed differences in copy number, size and intrinsic organization of the repeat monomers. In *Ae. albopictus*, the size of the consensus repeat unit is 154, only marginally larger than in *Ae. aegypti*. With exception of the 5’ terminus of the satDNA1 array in *Ae. albopictus*, the regular alternating pattern of sapiR1 and sapiR2 was preserved between the two *Aedes* species. The most pronounced difference was the gain in copy numbers of satDNA1 repeat-units in *Ae. albopictus* \(n=27\); Figure S1A).

In contrast to the regular organization of the repeat array in *Aedes*, satDNA1 in *Cx. quinquefasciatus* was much more heterogeneous. Some repeat units contain stretches of unique sequences and the regularly alternating pattern of sapiR1 and sapiR2 was disturbed in large parts of the repeat (Figure S1A). In the more regular parts of *Cx. quinquefasciatus* satDNA1, the consensus monomer sequence was reduced to 120-130 bp in size. To analyze satDNA1 sequence conservation at the nucleotide level, we split all repeat monomer into parts that contained the sapiR1 sequence and parts that contained the sapiR2 sequence. This strategy allowed us to generate local sequence alignments containing the sapiR sites and flanking sequences and to also include the more irregular satDNA1 monomers from *Cx. quinquefasciatus* in this analysis (Figure S2A, S2B). To assess the conservation of each nucleotide in these alignments, sequence logos were generated. Strikingly, the sequences coding for sapiR1 and sapiR2 showed the highest degree of conservation, whereas flanking sequences were more variable (Figure 2A), indicating the sequence of sapiR1 and sapiR2 are under positive selection. In addition, the downstream T of both sapiR1 and sapiR2 belonged to the most conserved residues of satDNA1, perhaps because the nucleotide identity at this position is crucial for defining the 3’ ends of sapiR1/2. To assess whether also the expression of sapiR1 and sapiR2 was conserved, we performed small RNA northern blots on RNA isolated from 14 wild-caught and laboratory-adapted mosquito strains representing a total of five different mosquito genera (*Aedes, Culex, Culiseta, Coquillettidia* and *Anopheles*) and *D. melanogaster* (Figure 2B). Expression of sapiR1 and sapiR2 was detected in all *Aedes* species and *Culex* species analyzed. In addition the small RNAs were expressed in *Culiseta morsitans* and *Coquillettidia richardii*. In contrast, sapiR1 and sapiR2 were not found in any of five *Anopheles* species tested (Figure 2C). In addition, the analysis of publically available small RNA deep-sequencing libraries of *Ae. albopictus* (50) and *Cx. pipiens* (23) confirmed that sapiR1 and sapiR2 were the most abundant piRNAs in the satDNA1 loci of these species (Figure S2C, S2D). The comparative genomics and small RNA expression data suggest that satDNA1 arose in the common ancestor of *Aedes, Culex, Culiseta* and *Coquillettidia* mosquitoes after the divergence of the *Culicinae* and *Anophelinae* subfamilies of mosquitoes and before the separation of *Culex* and *Aedes* genera (Figure 2B). Therefore, the age of satDNA1 is estimated to be approximately 200 million years (51), making it one of the most highly conserved satellite DNAs known to date. This strongly suggests that satDNA1-derived piRNAs exert a conserved function in *Culicinae* mosquitoes.
sapiR biogenesis is dependent on Piwi4 in cells and adult mosquitoes

We next set out to investigate the mechanism of sapiR biogenesis. The size of sapiR1 and sapiR2, which is similar to piRNAs, prompted us to investigate whether their abundance changed upon knockdown of PIWI proteins in Aag2 cells. Quantification of sapiR levels by small RNA northern blotting or stem-loop RT followed by quantitative PCR, indeed revealed that both sapiR1 and sapiR2 levels declined upon knockdown of Piwi4 (Figure 3A, Figure S3A and S3B). Of note, both methods identified a slight increase in sapiR1 levels upon Piwi5 knockdown, suggesting interplay between different branches of the *Aedes* piRNA pathway that warrants further investigation. Silencing of microRNA as well as siRNA pathway components did not result in reduced levels of sapiR1 (Figure S3C, S3D). The dependency of sapiR1 and sapiR2 expression on Piwi4 was confirmed in our previously published PIWI knockdown small RNA deep-sequencing libraries (Figure 3B). These datasets were generated from Aag2 cells after infection with Sindbis virus, an arthropod borne virus from the genus *Alphavirus* in the *Togaviridae* family. Accordingly, Piwi4 dependency of sapiR1 in SINV-infected Aag2 cells was verified by small RNA northern blotting (Figure S3E).

The final step of piRNA maturation is methylation of the 2′ hydroxyl group at the 3′ terminal ribose, which protects small RNAs against 3′-5′ exonuclease activity (52, 53). To uncover this chemical modification we performed oxidation followed by beta-elimination on total RNA isolated from Aag2 cells. This treatment shortens unmodified RNAs by one nucleoside, but leaves RNAs that bear a 3′ end modification unaffected (54). Animal microRNAs are not methylated at the 3′ terminal nucleotide and hence the observed increase in electrophoretic mobility of an abundant *Aedes* microRNA proved the effectiveness of the treatment (Figure 3C). In contrast, both sapiR1 and sapiR2 were insensitive to beta-elimination indicating that they are protected at their 3′ end, most likely by methylation (Figure 3C). Since, 3′ end methylation generally occurs after loading of the piRNA precursor into the PIWI protein, these data indicate that the majority of sapiR1 and sapiR2 are PIWI bound.

To directly assess PIWI association, we expressed GFP-tagged PIWI proteins in Aag2 cells and performed GFP-trap immunoprecipitation (IP; Figure S3F) experiments followed by small RNA northern blotting. Consistent with the results from the knockdown experiments, sapiR1 was exclusively enriched in a Piwi4 IP (Figure 3D). Also in Sindbis virus infected cells, sapiR1 and sapiR2 were only enriched upon V5-IP of V5-3xFLAG tagged Piwi4 (Figure 3E, S3G). Finally, we aimed to investigate whether Piwi4 dependency could be verified in adult mosquitoes. Therefore, we intrathoracically injected adult *Ae. aegypti* mosquitoes with dsRNA against Piwi4-6 and Ago3, which are expressed in somatic tissue (Figure S3H). As a control, we injected dsRNA against either luciferase or GFP. We assayed silencing of PIWI transcript expression in 12 mosquitoes and selected pools of 5 or 6 mosquitoes (Figure S3I) to prepare deep sequencing libraries. Consistent with results
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Figure 3. Biogenesis of sapiR1 and sapiR2 requires Piwi4. (A) Small RNA northern blot of sapiR1 and sapiR2 in Aag2 cells 48 hours after transfection of dsRNA targeting the indicated PIWI gene. Blotting for the U6 snRNA serves as loading control. (B) sapiR1 (black) and sapiR2 (grey) read counts in deep sequencing libraries from Aag2 cells transfected with dsRNA to silence the indicated PIWI gene. Libraries have been described in more detail previously (37). Statistical significance was determined by one-way ANOVA comparing all PIWI knockdowns to the dsLuc control. *P < 0.05; **P < 0.01) have been Bonferroni-corrected for multiple testing. (C) Small RNA northern blot for sapiR1/2 in Aag2 cells subjected to beta-elimination or control treatment. Efficiency of the reaction was confirmed by enhanced electrophoretic mobility of miR-2940-3p. (D) Small RNA northern blot for sapiR1 in Aag2 cells after GFP-trap IP of the indicated PIWI proteins. RNA for the input samples has been extracted from cell lysate prior to the IP. rRNA serves as loading control for input samples; as expected, rRNA is depleted from IP samples. (E) Enrichment of sapiR1 (black) and sapiR2 (grey) sequences in deep sequencing libraries from Aag2 cells after IP of the indicated PIWI protein compared to a control GFP IP. Libraries have been described in more detail previously (37). (F) sapiR1/2 read counts in deep-sequencing libraries prepared from adult Ae. aegypti females 5 days post injection of the indicated dsRNAs.
obtained in Aag2 cells, in vivo knockdown of only Piwi4 resulted in a decrease of sapiR1 levels but no effect on sapiR2 was detected in this experiment (Figure 3F). Reduction of sapiR1 levels was confirmed in a second knockdown experiment using independent dsRNA sequences targeting Piwi4 and, as negative controls, GFP and Ago3 (Figure S3J, S3K). In this experiment also a slight reduction of sapiR2 was observed. Noteworthy, Piwi5 knockdown modestly enhanced the expression of sapiR1 in vivo compared to Aag2 cells (Figure 3B, 3F). Collectively, these data formally classify sapiR1/2 as PIWI-interacting RNAs, which depend on the ubiquitously expressed PIWI protein Piwi4.

Piwi4 association is not a common feature of direct repeat derived piRNAs

Next we asked whether dependency on Piwi4 was common to all piRNAs derived from direct repeats. Therefore, we re-analyzed our PIWI knockdown and IP small RNA deep-sequencing data (37), focusing on those small RNAs that overlapped with direct repeats. In total, 77 direct repeats gave rise to more than 10 piRNA reads per million mapped reads in the dsLuc control libraries. Assessing PIWI dependency and association of the top 100 piRNA producing repeat loci revealed that only three additional tandem repeats showed a similar pattern as satDNA1 (Figure S4). Most other loci were dependent on Piwi4 in combination with other PIWI proteins, mostly Piwi5. This profile of PIWI dependency was very similar to the one we had previously described for piRNAs from the majority of transposable elements (37). Also the enrichment of many tandem repeat-derived piRNAs in Piwi5 and Piwi6 IPs reflected the PIWI association of transposon piRNAs (Figure S4). We thus concluded that Piwi4 dependency is not a common feature of all direct repeat derived piRNAs. It is currently unclear which features are responsible for the selective association of sapiR1, sapiR2 and a handful of additional, repeat-derived piRNAs with Piwi4.

Post-transcriptional silencing by sapiR1

The association of sapiR1 and sapiR2 with a PIWI protein prompted us to investigate whether satDNA1-derived piRNAs were able to target RNAs that contained complementary sequences. To this end, we designed a reporter system, analogous to established microRNA reporters, in which a single sapiR1 target site was inserted in the 3’ UTR of firefly luciferase (Figure 4A). As control, we used a luciferase plasmid without a target site. Since the sapiR1 site has potential to form an intramolecular hairpin structure (Figure 4A) that may modulate the stability of the luciferase reporter, we also constructed a mutated reporter in which we swapped the sequence orientation on both arms of the hairpin. This construct was expected to disrupt target binding of sapiR1 in trans, yet it retained the potential of hairpin formation. We transfected these reporters into Ae. aegypti Aag2 cells together with a Renilla luciferase expression plasmid to normalize the firefly luciferase counts. Introduction of a sapiR1 target site caused 14-fold lower luciferase
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activity compared to the control pMt-GL3 construct (Figure 4A, bar chart). The hairpin mutant was expressed to similar levels as the control, indicating that repression of the sapiR1 reporter was not caused by internal destabilization of the luciferase transcript but via sapiR1 binding in trans. To further validate this observation, we co-transfected the sapiR1 reporter together with a nuclease-resistant, antisense oligonucleotide that was 2’O-methylated at each ribose. Transfection of a sapiR1 antisense oligonucleotide but not a control oligonucleotide de-silenced the sapiR1 reporter in a concentration-dependent manner, confirming that reporter silencing was due to targeting by sapiR1 (Figure 4B). Expression of sapiR1 itself was unchanged by co-transfection of the antisense oligo, indicating that de-silencing was caused by sequestration of sapiR1 complexes rather than degradation of the small RNA (Figure S5A).

Next, we aimed to investigate the requirements needed for efficient reporter silencing by sapiR1 in greater detail. We generated ten reporters, in which we mutated three consecutive nucleotides in the sapiR1 target region, keeping the GC percentage of each construct identical (Figure 4C). Reporter silencing was significantly impaired when the nucleotides base pairing to sapiR1 position 1-9 were mutated (Figure 4C). These data suggest that sapiR1-mediated silencing requires recognition of target RNA via a short stretch of nucleotides near the 5’ end of the small RNA, reminiscent of a microRNA seed sequence (55). Targeted mutagenesis of single nucleotides opposite of the presumable sapiR1 seed resulted in de-silencing of the sapiR1 reporter when the nucleotides opposite sapiR1 position 2-7 were altered (Figure S5B). Yet, de-repression was weaker than when triple mismatches were introduced into the sapiR1 target, suggesting that single mismatches could at least partially be compensated for. Next, we aimed to investigate how many mismatched were tolerated at the 3’ end to still allow efficient target silencing. Therefore, we constructed reporter mutants with an increasing number of mismatches opposite of the sapiR1 3’ end (Figure 4D). The reporter construct was still silenced to similar levels as the wildtype sapiR1 reporter when 15 consecutive mismatches were introduced at the 3’ end, leaving 15 nt complementarity at the 5’ end of draP1. Three additional mismatches de-silenced the reporter about 40 fold (Figure 4D). Interactions with the seed sequence was not affected in this construct suggesting that seed binding alone is not sufficient to induce target silencing.

To assess if targeting of sapiR1 was dependent of the location of the target site on the mRNA, we constructed reporters in which we placed the sapiR1 target site or a control sequence in the 5’ UTR or the coding sequence of the luciferase gene. (Figure 4E). Introduction of a sapiR1 target site in the 5’ UTR and coding sequence resulted in profound repression of luciferase activity of approximately 2700 fold or 150 fold, respectively (Figure 4E). These data suggest that sapiR1 can exert its silencing function independent of the location of the target site in a transcript. Altogether, our reporter experiments indicate that sapiR1 mediated silencing resembles microRNA-mediated
gene repression which is largely influenced by seed-binding (55). Yet, a seed-target interaction alone is insufficient for repression of a target RNA carrying a single target site.

DISCUSSION

The population of primary piRNAs targeting transposons in the germ line cells of animals comprises an enormous variety of individual sequences that are generally not conserved between species (5, 10, 13, 14). It has been suggested that adaption to a rapidly changing transposon environments within and between species underlie this enormous piRNA diversity (13, 56). The ping-pong loop selectively amplifies only those piRNAs that have recognized a target RNA (5, 8), a concept that somewhat resembles the clonal expansion of lymphocytes upon recognition of foreign antigens. In sharp contrast, sapiR1 and sapiR2 are highly abundant in mosquito cells without an apparent amplification step. In fact, more than 99.99% of satDNA1-derived small RNAs map in the same orientation suggesting that they are produced exclusively in a primary biogenesis pathway directly from a satDNA1 transcript. Yet, the nature of the transcript as well the regulatory elements that underlie its expression are currently unknown. Our data argue against satDNA1 being expressed by transcriptional read-through from the upstream gene AAEL017385-RB since its suppression did not alter sapiR1 levels. In addition, although the satDNA1 locus is well conserved between Ae. aegypti and Ae. albopictus the proximity to AAEL017385 is not. Rather, the Ae. albopictus ortholog AALF011179 is located on a different supercontig as satDNA1 and the sequence directly upstream of satDNA is not conserved between Ae. aegypti and Ae. albopictus. Alternatively, satDNA1 may represent an autonomous transcription unit with its own promoter sequence. Such internal promoter elements and transcription factor binding sites have been mapped within satellite DNAs in other insect species (57-59).

Downstream biogenesis steps that mediate piRNA maturation from a putative satDNA1 transcript also remain to be investigated, but a few conclusions can be drawn from the small RNA deep-sequencing data. A putative satDNA1 transcript is not predicted to form double stranded RNA or local hairpins that would allow processing by an RNaseIII enzyme. Accordingly, neither Drosha nor Dicer1 and its ortholog Dicer2 are involved in sapiR biogenesis. This suggests that, similar to transposon piRNAs in Drosophila, sapiRs
are excised from single-stranded RNA precursors. Interestingly, sapiR1 is a near-perfect 30 mer both in adult mosquitoes and in cells. Also, the vast majority of sapiR2 in Aag2 cells is 29 nt in size, but *in vivo* the 3’ end is more heterogeneous with the major species being 23, 26 and 29 nucleotides in size. While this pattern does not fully exclude the activity of an exonuclease shaping the 3’ end of sapiRs, our data suggest that both the 5’ end and the 3’ end are defined by an, as yet unidentified, endonuclease. A candidate is Zucchini, a nuclease that creates both 5’ and 3’ end of primary piRNAs and thus is central in piRNA biogenesis in *Drosophila* (11, 12, 60-62). *In vivo*, Zucchini cleavages are biased to occur directly upstream of uridine residues (60-62), which partly explains the 1U bias of primary piRNAs in *Drosophila*. Strikingly, the T residue downstream of both sapiR1 and sapiR2 is amongst the most highly conserved nucleotides in satDNA1 outside of the small RNA sequences themselves, suggesting that it might be important for 3’ end formation. Also the first nucleotide of sapiR2 is a U, in line with a putative U-preference of the sapiR1/2 generating nuclease. However, sapiR1 begins either with a G (dominant nucleotide in *Aedes*) or a C (in *Culex*) and despite U residues in neighboring positions, this small RNA is very efficiently processed both in Aag2 cells as well as *in vivo* upstream of the 1G/C position. This suggests that either a putative nucleotide bias of the responsible nuclease is not 100% penetrant or that other structural or sequence elements determine the termini of sapiR1 and/or sapiR2.

Both sapiR1 and sapiR2 associated with the PIWI protein Piwi4, formally classifying them as piRNAs. Piwi4 is ubiquitously expressed in somatic and germline tissues and through all developmental stages (19). It was recently reported to be at least 2-fold up-regulated 5 hours after blood feeding of female *Ae. aegypti* mosquitoes (49). This increase in Piwi4 expression is not reflected in increased levels of sapiR1/2 after blood feeding, perhaps indicating that Piwi4 availability is not a restricting factor for intracellular sapiR1/2 expression. We have previously shown that Piwi4 knockdown interferes with piRNA formation from a majority of transposons in Aag2 cells. Yet, an IP of transgenic Piwi4 expressed in Aag2 cells was depleted of transposon piRNAs suggesting an indirect mode of action (37). In addition, Piwi4 was suggested to confer antiviral activity against Semliki Forest virus and Orthobunyaviruses in mosquito cells (63, 64). At the moment it is unclear whether any of these reported effects can be attributed to sapiR1/2 associated to Piwi4. Since, at least in Aag2 cells, sapiR1 is amongst the most abundant small RNAs, it is perceivable that this small RNA largely dictates Piwi4 activity.

Small RNAs derived from satellite DNA have been reported to act *in cis* and aid in establishing heterochromatin at the locus they were originally derived from (65-68). In this scenario, small RNA-loaded protein complexes in the nucleus may bind to nascent transcripts and/or RNA Polymerase-II derived at the repeated loci (66, 67). In a second step, heterochromatin-modifying factors are recruited to create a repressive chromatin environment (68), a process reminiscent of transcriptional silencing of transposon loci
mediated by Piwi in *Drosophila* (69-71). Much more rarely, satellite DNA-derived piRNAs were reported to guide suppression of target RNAs *in trans*. In *Drosophila*, the repetitive testis expressed *Stellate* genes are silenced by small RNAs derived from the cognate Suppressor of Stellate *Su(Ste)* direct repeat (65, 72) and failure to maintain this silencing results in male sterility (73). Yet, the *Su(Ste)* repeat is a rather complex repeat of 2.8 kb that contains intronic sequences as well as a transposon insertion (72). In contrast, the *satDNA1* repeat reported here is a stereotypical tandem repeat of less than 200 nucleotides in size. To our knowledge, this study is the first to report post-transcriptional gene silencing mediated by piRNAs derived from a simple satellite DNA sequence. Whereas we cannot exclude that sapiRs bind a putative nascent transcript *in cis* at the *satDNA1* locus, our data strongly support the notion that *trans* targets harboring a complementary site can be efficiently silenced by sapiR1. Our reporter experiments suggest that targeting is location independent and target sites both in the coding sequence as well as in the 5’ and 3’ UTR are recognized. Gene silencing by sapiR1 strongly depends on target binding via a short nucleotide sequence stretch near the 5’ end of the piRNA, reminiscent of microRNA seed sequences (55). Target recognition is not impaired when the nucleotide facing the first position of the small RNA is mutated. This is typical for small RNAs bound to Argonaute proteins since the first residue is usually locked in a pocket within the MID-PIWI domain module and therefore inaccessible for binding complementary RNAs (74). In line with this notion, the first nucleotide of sapiR1 is not conserved between *Aedes* and *Culex* mosquitoes. Interestingly, also mutations of the target site at position ten and eleven of the piRNA do not strongly inhibit gene silencing. Usually, full complementarity at these positions is required for slicing activity of Argonaute proteins (75). Hence, these data suggest that target repression by sapiR1 is not mediated by RNA cleavage but via alternative mechanisms such as translational repression and RNA destabilization through de-capping or de-adenylation.

sapiR1 and sapiR2 sequences are the most conserved parts of the *satDNA1* locus and expression of these piRNAs could be detected in eight species representing four sub-families in the family of *Culicinae* mosquitoes. The *satDNA1* locus and sapiR1/2 expression was absent from *Anopheles* mosquitoes. This dates the origin of *satDNA1* back to about 200 mya making it one of the oldest and most conserved satellite DNAs known to date (34). The ultra-high conservation of especially the small RNA sequences strongly supports the idea that these are functional elements that execute a function that requires conservation at the nucleotide level. This is in sharp contrast to canonical piRNAs, which are typically not conserved, even between species that are more closely related than *Culex* and *Aedes* mosquitoes (5, 10, 13, 14). This example once more illustrates that the mosquito piRNA pathway does not fully adhere to the paradigms established in other model organisms. It would be of great interest to establish if piRNA production from similarly ancient satellite DNAs occurs in other animal species as well.
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Figure S1. sapiR1 expression is independent from AAEL017385. (A) Relative positions of sapiR1 and sapiR2 sites within the satDNA1 array of *Ae. aegypti*, *Ae. albopictus* and *Cx. quinquefasciatus*. The position of the repeat monomer is indicated. For *Ae. aegypti*, the sequence was extracted from the repeat features database on VectorBase, for *Ae. albopictus* and *Cx. quinquefasciatus*, it was deduced from the *Ae. aegypti* monomer. The position of the last part of the AAEL017385-RA UTR is indicated. (B) Coverage of small RNAs from Aag2 cells (combined datasets from (1)) on each position of the satDNA1 repeat monomer. The positions of sapiR1 and sapiR2 are indicated. (C) Scheme of the AAEL017385 splice isoforms. The location of primers and dsRNA used in D is indicated. Primer 1 spans an exon-exon boundary. (D) Real-time PCR of AAEL017385 transcript isoforms after dsRNA-induced knockdown in Aag2 cells. Three different preparations of dsRNA targeting different common or unique regions of the gene were used for silencing. The dsRNA designed to only target AAEL017385-RA also effectively reduced AAEL017385-RA levels, suggesting that the annotated gene topology on VectorBase may differ from the transcript that is expressed in Aag2 cells. (E) Northern blot for sapiR1 in Aag2 cells 48 h post transfection of dsRNA targeting AAEL017385. EtBr staining of ribosomal RNA (rRNA) serves as loading control. (F) Results of 3’ RACE. The annotated genomic sequence and the sequence obtained from Sanger-sequenced 3’ RACE products are indicated. In addition, the position of the 5’ ends of sapiR1 and sapiR2 are highlighted.
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Figure S2. Ultra-Conservation of sapiR1 and sapiR2 within the satDNA1 repeat. (A,B) Alignment of satDNA1 repeat units flanking (A) sapiR1 and (B) sapiR2 used as input to generate the sequence logo in Figure 2A. (C,D) The coverage of small RNAs from (C) Ae. aegypti (data retrieved from SRR609263 (2)) or (D) Cx. pipiens (data retrieved from SRA486748 (3)) on each position of the satDNA1 repeat monomer. It is unclear whether the heterogeneity of 3' end of Ae. aegypti sapiR1/2 reflects a distinct biogenesis mechanism or is due to differences in library preparation.
Figure S3. sapiR1/2 expression depends on Piwi4. (A) Quantification of four independent northern blots for sapiR1 including the one shown in Figure 3A. The pixel intensity (area under the curve) of the bands was determined using FIJI image analysis software. The band intensity of sapiR1 was normalized against the corresponding rRNA band. The box plot depicts the mean, and minimum.
to maximum range. Statistical significance was determined using repeated measurements one-way ANOVA with Bonferroni correction for multiple testing. * P<0.05 (B) Relative abundance of sapiR1 in Aag2 cells transfected with dsRNA targeting the indicated PIWI gene for 48 h. Expression levels were determined using stem-loop reverse transcription followed by real-time PCR. Statistical significance was determined using a One-way ANOVA comparing all PIWI knockdowns against the dsLuc control. P-values (* P<0.05) were Bonferroni corrected for multiple testing. (C) Knockdown efficiencies relative to dsLuc control as measured by RT-qPCR for the samples used in D. (D) Small RNA northern blot for sapiR1 and sapiR2 in Aag2 cells transfected with the indicated dsRNA for 48 h. (E) Small RNA northern blot for sapiR1 in Sindbis virus (SINV) infected Aag2 cells transfected with the indicated dsRNA. EtBr straining of rRNA serves as loading control for blots shown in panels D-E. (F) Western blot for GFP and tubulin α for the GFP-trap IP analyzed by small RNA northern in Figure ŒC. The input (inp.) and supernatant (sup.) samples have been taken from the cell lysate prior to and after incubation with GFP-Trap beads, respectively. The IP lanes represent the protein fraction bound to the beads. The asterisk indicates a non-specific band. (G) Small RNA northern blot for sapiR1 in SINV-infected Aag2 cells upon V5-IP of the indicated PIWI protein. The blots in (E) and (G) are re-probed after stripping of a membrane used in a previous publication (1). The panels showing SINV piRNAs and ribosomal RNA have been displayed in this publication in Figures 2C and 4A, respectively, and they are used here as controls. (H) RT-PCR of PIWI transcripts in the indicated organs/parts of female Ae. aegypti mosquitoes. The housekeeping gene lysosomal aspartic protease (LAP) served as positive control. PCR on a no-RT control serves as negative control. Piwi1 and Piwi3 are highly similar and are detected by the same primer pairs. Piwi7 is exclusively expressed in early embryos (4) and accordingly, was not expressed in the analyzed samples. (I) RT-PCR of PIWI transcripts in adult female Ae. aegypti mosquitoes 5 days after intrathoracal injection of dsRNA to induce gene silencing of the indicated PIWI genes. The expression levels in 5 or 6 mosquitoes selected to prepare small RNA deep-sequencing libraries analyzed in Figure 3F are indicated by the colored dots. (J) Same as I for mosquitoes injected with a different set of dsRNAs against the indicated transcripts. (K) sapiR1/2 read counts in deep-sequencing libraries prepared from adult Ae. aegypti females shown in J.

Figure S4. Piwi4-association is not a general feature of satellite DNA-derived piRNAs. For the top 100 piRNA producing tandem repeats, the heat map shows the depletion (blue) or enrichment (red) of piRNA-sized reads (25-30 nt) in the indicated PIWI knockdown libraries compared to dsLuc control libraries and in PIWI IP libraries compared to a control GFP IP library. Log2-transformed fold changes in piRNA abundance are shown.
Figure S5. sapiR1 gene silencing is mediated by a seed-sequence. (A) Small RNA northern blot of sapiR1 in Aag2 cells left untreated or transfected with a nuclease-resistant RNA oligo antisense to sapiR or with a control sequence. Expression of sapiR has been analyzed at 24 h and 48 h post transfection. EtBr staining of ribosomal RNA (rRNA) served as loading control. (B) Left panel: illustration of the mutagenesis strategy for the sapiR1 reporter; the ‘seed’ sequence of sapiR1 is indicated. Right panel: firefly/RENilla luciferase counts in the lysate of Aag2 cells transfected with the indicated reporter plasmids. Statistical significance of expression changes compared to the target construct was determined using one-way ANOVA with Bonferroni correction for multiple testing. ** P<0.01, **** P<0.001.
Table S1. Oligonucleotides used in this study

<table>
<thead>
<tr>
<th>Cloning</th>
<th>*<em>s-sapiR1-3'target</em></th>
<th>AATGACCAATATTCTAAAACGACCTAGTTTTGAAGACCCGCGGCTGCGTTT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>as-sapiR1-3'target*</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>s-hp-swap-3'</td>
<td>AATGACCATAGATATCTGAGTATATATCGGACACGACCCGCGGCTGCGTTT</td>
</tr>
<tr>
<td></td>
<td>as-hp-swap-3'</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>s-scambled-3'</td>
<td>AATGACCATAGATATCTGAGTATATATCGGACACGACCCGCGGCTGCGTTT</td>
</tr>
<tr>
<td></td>
<td>as-scambled-3'</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>s-sapiR1-5'MM4</td>
<td>AATGACCAATATTCTAAAACGACCTAGTTTTGAAGACCCGCGGCTGCGTTT</td>
</tr>
<tr>
<td></td>
<td>as-sapiR1-5'MM4</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>s-sapiR1-ORF-target*</td>
<td>AATGACCAATATTCTAAAACGACCTAGTTTTGAAGACCCGCGGCTGCGTTT</td>
</tr>
<tr>
<td></td>
<td>as-sapiR1-ORF-target*</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>s-scambled-ORF*</td>
<td>AATGACCAATATTCTAAAACGACCTAGTTTTGAAGACCCGCGGCTGCGTTT</td>
</tr>
<tr>
<td></td>
<td>as-scambled-ORF*</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>s-sapiR1-ORF-MM4</td>
<td>AATGACCAATATTCTAAAACGACCTAGTTTTGAAGACCCGCGGCTGCGTTT</td>
</tr>
<tr>
<td></td>
<td>as-sapiR1-ORF-MM4</td>
<td>AAAACGCAGCCGCGGGTCTTCAAAAACATTATTGACATATATCGGACAC</td>
</tr>
<tr>
<td></td>
<td>Fw_attB1_AaePIWI4_N</td>
<td>TCGAGGCTCTCTAAACAGCTTCCTCTTTTCTTAATATATGTTTTTGGCG</td>
</tr>
<tr>
<td></td>
<td>Rv_attB2_AaePIWI4_unt-N</td>
<td>TCGAGGCTCTCTAAACAGCTTCCTCTTTTCTTAATATATGTTTTTGGCG</td>
</tr>
<tr>
<td></td>
<td>Fw_attB1_AaeAGO3_N</td>
<td>TCGAGGCTCTCTAAACAGCTTCCTCTTTTCTTAATATATGTTTTTGGCG</td>
</tr>
<tr>
<td></td>
<td>Rv_attB2_AaeAGO3_unt-N</td>
<td>TCGAGGCTCTCTAAACAGCTTCCTCTTTTCTTAATATATGTTTTTGGCG</td>
</tr>
</tbody>
</table>

*Sequences of mutant sapiR1 target site in the 3' UTR are derived from these sequences

dsRNA production

<p>| Fw-T7-Luc | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Luc | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-GFP | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-GFP | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Pwi1/3 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Pwi1/3 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Pwi2 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Pwi2 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Pwi4 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Pwi4 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Pwi5 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Pwi5 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Pwi6 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Pwi6 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Pwi7 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Pwi7 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| Fw-T7-Ago3 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| R-T7-Ago3 | TAAATACGACTCACTATAGGGAGCTATAGGAGAGATACGCCCTGGTT |
| F-UT-Pwi4-set2** | GCCCGCGCTCTCCGATCCGCTGCTGCCCTGTT |
| R-UT-Pwi4-set2** | GCCCGCGCTCTCCGATCCGCTGCTGCCCTGTT |</p>
<table>
<thead>
<tr>
<th>Primer Name</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-T7-Ago3-set2</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>R-T7-Ago3-set2</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>F-T7-Ago1</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>R-T7-Ago1</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>F-T7-Dicer1</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>R-T7-Dicer1</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>F-T7-Drosha</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>R-T7-Drosha</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>F-T7-Ago2</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>R-T7-Ago2</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>F-T7-Dicer2</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>R-T7-Dicer2</td>
<td>TAATACGACTCACTATAGGGAGACCGGAAG</td>
</tr>
<tr>
<td>F-UT-AAEL017385-AB**</td>
<td>GCCCGACGCGACACCGACACCA</td>
</tr>
<tr>
<td>F-UT-AAEL017385-AB**</td>
<td>GCCCGACGCGACACCGACACCA</td>
</tr>
<tr>
<td>F-UT-AAEL017385-A**</td>
<td>GCCCGACGCGACACCGACACCA</td>
</tr>
<tr>
<td>F-UT-AAEL017385-A**</td>
<td>GCCCGACGCGACACCGACACCA</td>
</tr>
<tr>
<td>F-UT-AAEL017385-B**</td>
<td>GCCCGACGCGACACCGACACCA</td>
</tr>
<tr>
<td>F-UT-AAEL017385-B**</td>
<td>GCCCGACGCGACACCGACACCA</td>
</tr>
</tbody>
</table>

**PCR products generated with primers harboring a universal tag (UT) were used as inputs for a second PCR with universal primers introducing the T7 sequence: F-T7-UT: TAATACGACTCACTATAGGGAGACCGGAAG; R-T7-UT: TAATACGACTCACTATAGGGAGACCGGAAG.**

### Nuclease resistant antisense oligonucleotides

#### Anti-sapiR1

- [mA][mA][mU][mA][mU][mA][mU][mA][mU][mC][mA][mA][mC][mU][mA][mA][mC]
- [mA][mA][mU][mA][mU][mA][mU][mA][mU][mA][mA][mU][mC][mA][mA][mC]

- [mA][mA][mU][mA][mU][mA][mU][mA][mU][mA][mA][mU][mC][mA][mA][mC]
- [mA][mA][mU][mA][mU][mA][mU][mA][mU][mA][mA][mU][mC][mA][mA][mC]

#### Anti-Luc

- [mU][mG][mG][mA][mC][mA][mU][mC][mA][mC][mU][mA][mC][mC][mU][mG][mC][mU][mA]
- [mU][mG][mG][mA][mC][mA][mU][mC][mA][mC][mU][mA][mC][mC][mU][mG][mC][mU][mA]

### Northern blotting

- n-sapiR1: AAATTTGTCAAAACGACCTAGTTTTGAGAC
- n-sapiR2: AAAAAACGAAATTCTAAAACACCCGAA
- n-miR-2940-3p: ATGGATTTCTACCTGTCGAC
- n-U6: GATTTGTGTTCTAGTCTGAGCGGACAGGCCATGCTAA

### (q)PCR

- F-LAP: GTGCTCATTCAACCCCAACATCG
- R-LAP: AACCTTCGCGCAACAAATAC
- F-RPL5: TACCTGCAGATTGCTACGCCG
- R-RPL5: GCTTCAGAGTGGCGGGACAA
- F-Piwi1/3**: GCCGTTAGCAAGTTCTCAT
- R-Piwi1/3: GCCAGAACCTCTGTTGATAG
- R-Piwi1/3**: AACTGTAGACTCTCCCCGG
- F-Piwi2**: CGCGGGGTACACGCGCTCAACTT
- R-Piwi2: CGCCTGCGAATCTGAGCCC
- R-Piwi2**: TGCATTGTCACCTCCCCG
- F-Piwi4: TCTTCGCCCCCAACCAAGCC
- R-Piwi4: AGTTGACCCACCTCAGTTAC
- F-Piwi4**: CGTTACTCTCAAGGGCGTA
- R-Piwi4**: ACGTCTCTGGCTAGTCTGCA
- F-Piwi5: AGGCAATACATCGAGACCT
- R-Piwi5: CGACCACCCACCTGCTC
- F-Piwi5**: GGAAATGTGGAAATGGCGG
- R-Piwi5**: ACCAATGTGGAAATGGCGG
- F-Piwi6: TATTCTCTACCCCGAGCG
- R-Piwi6: ATAGCAATTTGCGATGCGGCC
- R-Piwi6**: ATTCTCTACCCCGAGCG
- F-Piwi7: ATGCAGAAGGACACACCTG
- R-Piwi7: CCAGCACAGCGCAATATT
- F-Ago3: CTCACGACGCGTCTTTGGA
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ABSTRACT

Biogenesis of PIWI interacting RNA (piRNAs) in Drosophila and other model organisms relies on a myriad of co-factors, many of which belong to the Tudor protein family. These auxiliary proteins prevent non-specific degradation of piRNA substrates, serve as scaffold for PIWI proteins, and aid in loading small RNAs onto specific PIWI proteins. In the vector mosquito Aedes aegypti, a somatic piRNA pathway is active which generates piRNAs de novo from cytoplasmic RNA viruses during an acute infection. In Ae. aegypti Aag2 cells, piRNA biogenesis from Sindbis virus requires ping-pong amplification by the PIWI proteins Piwi5 and Ago3. Yet, accessory proteins in the somatic viral piRNA (vpiRNA) pathway in Aedes are unknown. We hypothesized that Tudor proteins are involved in this process and performed an RNAi screen targeting all Aedes TUDOR-domain containing genes in Aag2 cells. Knockdown of several Tudor proteins resulted in reduced vpiRNA accumulation with silencing of AAEL012441 having the most robust effect. This Tudor protein localizes in peri-nuclear foci, similar to piRNA processing granules of Drosophila and it directly interacts with Ago3. Interestingly, mass-spectrometry analysis of AAEL012441-interacting proteins reveals a network of additional co-factors including orthologs of the Drosophila piRNA pathway components Vasa (AAEL004978) and Yb (AAEL001939). Yb in turn interacts with Piwi5 and we propose that this multi-protein complex provides a molecular scaffold that allows efficient ping-pong amplification of vpiRNAs.

INTRODUCTION

In animals, three distinct small RNA-mediated silencing pathways exist: the micro (mi) RNA, small interfering (si)RNA and PIWI-interacting (pi)RNA pathway (1). In all three, a small RNA molecule provides sequence specificity to guide a member of the Argonaute protein family to target RNAs. Whereas miRNAs and siRNAs associate with proteins of the AGO clade of this family, piRNAs are loaded onto PIWI clade proteins exclusively, forming piRNA induced silencing complexes (piRISCs) (2).

The piRNA pathway is known for its role in transgenerational protection of genome integrity by silencing transposable elements in the germline (3, 4). Despite ubiquitous expression of piRNAs across metazoans, our knowledge on the molecular mechanisms that govern the piRNA pathway is limited to only a small number of model organisms (5). In the Drosophila melanogaster germline, single stranded piRNA precursors are produced from genomic piRNA clusters that contain transposon remnants (6). These precursors leave the nucleus and are processed to give rise to a pool of primary piRNAs. Preferentially piRNAs that are antisense towards transposon mRNAs and that bear a uridine at the first nucleotide position (1U) are loaded onto the PIWI proteins Piwi and Aubergine (Aub) (6-8). Piwi enter the nucleus to enforce transcriptional silencing, whereas
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Aub piRISCs target and cleave cognate transposon RNA in an electron-dense perinuclear structure termed \textit{nuage} (3, 9). The resulting 3’-cleavage fragment is subsequently loaded onto the PIWI protein Ago3 and processed further into a mature secondary piRNA, primarily of sense orientation (6, 7). The resulting Ago3-piRISC can target and cleave antisense precursor transcripts to produce a new Aub-bound piRNA, completing the so-called ping-pong amplification cycle. Aub cleaves target RNA between nucleotides 10 and 11. Therefore, the 5’ ends of corresponding Aub-bound antisense piRNAs and Ago3-bound sense piRNAs overlap for 10 nucleotides. In addition, Ago3-bound piRNAs predominantly have adenosine residues at the tenth position (10A). Collectively, the overlap of 5’ ends and the 1U/10A nucleotide biases are the hallmarks of piRNA amplification by the ping-pong cycle and are referred to as ping-pong signature (6, 7).

Ping-pong amplification of piRNAs was previously thought to be restricted to germline tissues, but recently, ping-pong dependent piRNA production has been demonstrated in somatic tissues of hematophagous mosquitoes of the \textit{Aedes} family (10). These anthropophilic vector mosquitoes, primarily \textit{Ae. aegypti} and \textit{Ae. albopictus}, are crucial for the distribution of several arthropod-borne (arbo)viruses that can cause debilitating diseases such as dengue, chikungunya and Zika (11). Since arboviral infectivity is greatly affected by the ability of the virus to replicate in the vector, mosquito antiviral immunity is a key determinant for virus transmission. Intriguingly, while causing severe disease in vertebrate hosts, arboviruses are able to replicate to high levels in the mosquito without causing apparent pathology (12). An efficient immune response based on small silencing RNA pathways at least party contributes to this tolerance as genetic interference with production of viral siRNAs cause elevated virus replication accompanied by enhanced mosquito mortality (13-16). The siRNA pathway processes viral double-stranded (ds) RNA into 21 nt long viral siRNAs. These siRNAs guide the endonuclease Argonaute 2 (Ago2) to cognate viral mRNA, which is subsequently degraded (17).

Besides siRNAs, arbovirus infection results in \textit{de novo} production of virus-derived piRNAs (vpiRNAs) in aedine mosquitoes and cell lines, indicating that two independent small RNA pathways may contribute to antiviral immunity (10). In \textit{Aedes aegypti} cells, vpiRNAs from the model alphavirus Sindbis virus (SINV, family Togaviridae) are predominantly produced in a ping-pong amplification loop involving the PIWI proteins Piwi5 and Ago3 (18). These proteins associate directly with vpiRNAs, which bear the distinct 1U/10A nucleotide signature indicative of ping-pong amplification. The further composition of the protein complexes that mediate vpiRNA biogenesis is currently unknown. Moreover, it is unclear whether vpiRNA require dedicated complexes that differ from those that mediate biogenesis of transposon-derived piRNAs.

Studies in \textit{D. melanogaster} and other model organisms have shown that TUDOR domain-containing proteins (Tudor proteins) are essential for multiple steps of piRNA biogenesis (3, 4, 19, 20). TUDOR domains contain conserved motifs organized in an
aromatic cage that is known to interact with symmetrically dimethylated arginines (sDMAs), a common post-translational modification on PIWI proteins (21-23). Consequently, Tudor proteins may serve as adapter molecules facilitating the assembly of multi-molecular complexes involved in vpiRNA biogenesis.

In order to further our understanding of the molecular mechanisms underlying vpiRNA biogenesis, we performed a functional RNAi screen of all predicted Ae. aegypti Tudor proteins. This screen demonstrates that several Tudor proteins are involved in biogenesis of vpiRNAs in Ae. aegypti. Of these, knockdown of the hitherto uncharacterized Tudor protein AAEL012441 shows the most prominent vpiRNA depletion. The protein resides in perinuclear foci, reminiscent of piRNA processing granules in Drosophila. Intriguingly, mainly sense (+) strand derived vpiRNAs are depleted upon knockdown of AAEL012441, which is suggestive of an impaired ping-pong amplification loop. In line with this, AAEL012441 forms a complex with Ago3 through canonical TUDOR-domain mediated recognition. In addition, the RNA helicase AAEL004978 and the Tudor protein AAEL001939, orthologs of the piRNA pathway components Vasa and Yb (9, 24-29), respectively, directly bind to AAEL012441. AAEL001939 in turn associates with Piwi5 and we propose that this complex provides a molecular platform that supports efficient ping-pong amplification.

MATERIALS AND METHODS

Tudor protein identification and ortholog detection

To allow a comprehensive identification of all Ae. aegypti Tudor proteins, we combined HHpred homology detection with Jackhmmer iterative searches (30, 31). Subsequently, we used T-Coffee to generate multiple sequence alignments to determine orthologous relations between Ae. aegypti and D. melanogaster Tudor proteins (32). See Supplemental Materials and Methods for a detailed description of our approach.

Transfection and infection of Aag2-cells

For immunoprecipitation (IP) and immunofluorescence (IFA) experiments, Aag2 cells were transfected with expression plasmids encoding peptide-tagged transgenes as indicated. Samples were harvested 48 hours after transfection. In knockdown experiments, cells were transfected with dsRNA and re-transfected 48 hours later to ensure prolonged knockdown. Where indicated, cells were infected with a recombinant Sindbis virus (SINV; pTE3/2J-GFP (33)) at a multiplicity of infection (MOI) of 1 and harvested 48 hours post infection. For a more detailed description of cell culture conditions, generation of expression vectors, and virus production, see Supplemental Materials and Methods.
**Small RNA northern bloting and RT-qPCR**

For small RNA northern bloting, RNA was size separated on polyacrylamide gels and cross-linked to nylon membranes using 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride (34). Small RNAs were detected with $^{32}$P-labelled DNA oligonucleotides. For quantitative RT-PCR analyses, DNasel-treated RNA was reverse transcribed and PCR amplified in the presence of SYBR green. See Supplemental Materials and Methods for a detailed description of the experimental procedures, sequences of probes used for northern bloting and qPCR primers.

**Preparation of small RNA libraries and bioinformatic analyses**

Total RNA from Aag2 cells transfected with dsRNA targeting either AAEL012441 or luciferase was used to generate small RNA deep sequencing libraries. For each condition, three transfections and library preparations were performed in parallel using Illumina’s Truseq technology, as described in (35). Deep sequencing libraries were sequenced on an Illumina Hiseq2500 machine by Baseclear (Leiden, The Netherlands). FASTQ files were generated by Casava1.8.2 and initial quality control was performed using in-house filter programs (Baseclear) and FastQC version 0.10.0. Subsequent manipulations were performed in Galaxy (36). First, the 3’ adapters were clipped from the small RNA sequence reads using the FASTX Clip adapter software. Reads were then mapped to the SINV-GFP virus genome, to transposable elements sequences available on TEfam (http://tefam.biochem.vt.edu; downloaded 12/16/2016) or *Ae. aegypti* transcripts using Bowtie allowing one mismatch in a 28 bp seed (37). Size profiles of indicated small RNA populations were generated and the counts of siRNAs (21 nt reads) or piRNAs (25-30 nt reads) derived from either the sense or antisense strand of the genome were plotted.

**Fluorescence and confocal imaging**

Fluorescent imaging was performed on paraformaldehyde-fixed Aag2-cells that were permeabilized and counterstained using Hoechst-solution. All slides were imaged using the Olympus FV1000 confocal microscope and images were processed using FIJI. See Supplemental Materials and Methods for more details on the experimental approach.

**Immunoprecipitation, western blotting and mass spectrometry analyses**

GFP- and RFP-tagged transgenes were immunoprecipitated using GFP- and RFP-TRAP beads (Chromotek), respectively, according to manufacturer’s instructions. V5-transgenes were purified using V5-agarose beads (Sigma). Anti-Ago3 antibodies were raised against a mix of two selected peptides (TSGADSSESDDKQSS and IYKQRKQRMSENIQF) by immunization of two rabbits (both rabbits received both peptides). After an initial immunization and 3 boost immunizations at $t = 14$ days, $t = 28$ days and $t = 56$ days final bleeds were collected at $t = 87$ days and pooled. Antibodies were purified against each
peptide separately and specificity was determined by Western blot analysis. Anti-PIWI5 antibodies were obtained using the same protocol (DIVRSRPLDSKVVKQ and CANQGGNWRDNYKRAI as immunizing peptides). These antibodies were chemically crosslinked to Protein A/G PLUS agarose beads (Santa Cruz) using dimethyl pimelimidate (DMP; Sigma D8388) for purification of Ago3 and Piwi5 complexes. Protein extracts were resolved on polyacrylamide gels, blotted to nitrocellulose membranes and probed with indicated antibodies.

For mass spectrometry analysis, precipitated proteins were washed extensively and subjected to on-bead trypsin digestion as described in (38). Subsequently, tryptic peptides were acidified and desalted using Stagetips (39) before elution onto a NanoLC-MS/MS. Mass spectra were recorded on a QExactive mass spectrometer (Thermo Scientific). For details on the experimental procedures and the analyses of mass spectra, see Supplemental Materials and Methods.

RESULTS

Comprehensive identification of Tudor proteins in *Aedes aegypti*

Tudor proteins play fundamental roles in the biogenesis of piRNAs in both vertebrate and invertebrate species (19, 20). We therefore hypothesized that vpiRNA production in *Ae. aegypti* also relies on members of this protein family. To faithfully identify all *Ae. aegypti* Tudor proteins and their corresponding fly orthologs, we used a homology-based prediction approach by combining HHpred and Jackhmmer algorithms (30, 31). Ultimately, a neighbor joining clustering was generated (32), which enabled identification of orthologous relationships between *Ae. aegypti* and *D. melanogaster* Tudor proteins (Figure 1).

Our analyses reveal that the majority of *Ae. aegypti* Tudor proteins cluster with a single *D. melanogaster* ortholog. Some however (AAEL008834, AAEL008112, AAEL008101, AAEL009987) have no clear one-to-one ortholog, suggesting that these proteins emerged as a result of duplication events that occurred after divergence of the *Drosophilidae* and *Culicidae* families. Similarly, CG15042 and Krimper are paralogous in *D. melanogaster* proteins that lack clear *Ae. aegypti* counterparts. Furthermore, the *Ae. aegypti* genome encodes only one ortholog, AAEL001939, for the *D. melanogaster* Yb protein subfamily (Yb, SoYb and BoYb). Intriguingly, TUDOR domain sequences alone are sufficient to predict clusters of orthologous proteins with remarkably similar domain compositions.

Several Tudor proteins are involved in vpiRNA biogenesis

We included all *Ae. aegypti* Tudor proteins in a functional RNAi screen and also added AAEL004290, which is the ortholog of *Drosophila* dSETDB1/eggless. This methyltransferase is involved in the piRNA pathway in *D. melanogaster* and is predicted to contain TUDOR domains (40, 41), although it did not surface in our HHpred-based homology detection.
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Figure 1. Orthologous Tudor proteins in *D. melanogaster* and *Ae. Aegypti* largely have a conserved domain structure. Ortholog detection using all predicted *Ae. aegypti* (red) and *D. melanogaster* (blue) Tudor proteins. On the left, the neighbor-joining tree generated from the multiple sequence alignment of the TUDOR domains is depicted. On the right, domain structures of analyzed Tudor proteins are drawn schematically. Numbers at the top indicate protein length in amino acids (aa). B-box, B-box type zinc finger (Zf) domain; C2CH, C2CH-type Zf domain; C2H2, C2H2-type Zf domain; DEAD, DEAD box domain; HA2, Helicase-associated domain; Hel-C, helicase C domain; KH, K homology RNA-binding domain; LOTUS, OST-HTH/LOTUS domain; MBD, Methyl-CpG-binding domain; MYND, MYND (myeloid, Nervy, DEAF-1)-type Zf domain; PHD, PHD-type Zf domain; RING, RING-type Zf domain; RMI1_N, RecQ mediated genome instability domain; RRM, RNA recognition motif; SMN, survival motor neuron domain; SNase, Staphylococcal nuclease homologue domain; UBA, ubiquitin associated domain.
In a previous study, we used small RNA deep sequencing to analyze SINV derived piRNAs in infected AagṚ cells. The majority of these vpiRNAs derive from a ~200nt hotspot in the capsid gene. We selected four highly abundant sense (+) strand derived vpiRNA sequences from this hotspot region for small RNA northern blotting after knockdown of Tudor proteins. Knockdown of several Tudor proteins lead to reduced vpiRNA production in AagṚ cells (Figure Ř). This reduction cannot be explained by changes in viral replication, as only minor differences were seen in viral RNA levels across knockdowns (Figure SŘA-C). Knockdown was efficient, resulting in 50 to 80% reduction in mRNA abundance for most genes (Figure S1D). Production of (-) strand primary piRNAs derived from the Copia retro-transposon TF000691 was less strongly affected by Tudor knockdown. Similarly, histone H4 derived secondary piRNAs, which we had previously shown to be dependent on piRNA amplification by Piwi5 and Ago3 (42), were slightly reduced upon AAEL012441 knockdown (Figure 2), suggesting that AAEL012441 is mainly active in a PIWI complex that preferentially processes piRNAs from SINV transcripts. Knockdown of AAEL012441 resulted in the most prominent reduction of vpiRNA levels in repeated experiments (Figure S2), hence we continued with a more detailed characterization of this Tudor protein:

**Knockdown of AAEL012441 predominantly affects production of secondary vpiRNAs**

Small RNA northern blotting is suitable for the detection of only a handful of highly abundant secondary (+) strand-derived vpiRNAs. To enable a more comprehensive analysis of small RNA populations upon knockdown of AAEL012441, we prepared small RNA deep sequencing libraries from SINV infected AagṚ cells. Knockdown of
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AAEL012441 in these cells resulted in a considerable reduction of (+) strand-derived vpiRNAs, while those derived from the (-) strand were not affected (Figure 3A). In line with northern blot data for TF000691, global levels of transposon-derived piRNAs, both from the (+) strand and the (-) strand were slightly reduced by AAEL012441 silencing (Figure 3B). Also, histone H4 piRNA levels were only marginally changed, in accordance with the northern blot results (Figure 3C). As expected, siRNA production was not changed by depletion of AAEL012441 regardless of the substrate RNA (virus and transposon; Figures 3D and 3E).

The Tudor protein AAEL012441 localizes to perinuclear foci

To further characterize the molecular function of AAEL012441 during vpiRNA biogenesis, we expressed GFP-tagged AAEL012441 and three domain mutants (Figure 4A) in Aag2 cells. When cloning these constructs, we noticed that the VectorBase

---

Figure 3. AAEL012441 is required for efficient biogenesis of (+) strand-derived vpiRNAs. (A-C) The sum of normalized read counts of 25-30 nt piRNAs mapping to the SINV genome (A), TEfam transposons (B) or histone H4 genes (C). Read counts of three libraries were normalized to the corresponding library size and analyzed separately for the (+) strand (black) and (-) strand (grey). Bars indicate mean and standard deviation. (D-E) Normalized read counts of 21 nt siRNAs mapping to the SINV genome (D) or TEfam transposons (E) analyzed as described for A and B. As previously reported, no siRNAs are produced from histone H4 mRNA (42). Two-tailed student’s T-test was used to determine statistical significance (* P<0.05; ** P< 0.01)
annotation of the complementary DNA (cDNA) sequence for AAEL012441 is erroneous. By Sanger sequencing of PCR products, we revised the current gene annotation (Figure S3). Expression of GFP-tagged AAEL012441 reveals accumulation of the protein in perinuclear foci reminiscent of piRNA processing granules such as Yb bodies or the nuage in D. melanogaster (9, 27). No difference was observed between N- and C-terminal tagged AAEL012441 (Figure 4B and C). AAEL012441 contains an N-terminal MYND-type zinc finger, a domain that functions primarily in protein-protein interactions. Removal of this MYND-domain (C29), abolishes perinuclear accumulation of AAEL012441 (Figure 4D). Removal of the C-terminal TUDOR domain (N466) does not affect subcellular localization (Figure 4E), whereas removal of both TUDOR domains (N195) results in an intermediate phenotype (Figure 4F).

**AAEL012441 associates with Ago3 through its TUDOR domain**

As AAEL012441 is essential for efficient ping-pong amplification of vpiRNAs, we hypothesized that the protein may serve as a scaffold to facilitate the interaction between the ping-pong partners Ago3 and Piwi5. To investigate this possibility,
we immunoprecipitated GFP-tagged AAEL012441 and domain mutants (Figure 5A) and probed lysates using endogenous antibodies recognizing Ago3 and Piwi5 (Figure S4). We found that AAEL012441 interacts with Ago3, but not Piwi5 (Figure 5B). We confirm these findings by reciprocal detection of AAEL012441 in isolated Ago3-complexes specifically (Figure 5C). To further map the domains required for this interaction with Ago3, we evaluated the interaction of AAEL012441 mutants with Ago3. The MYND-domain mutant (C29), in which granular subcellular localization is distorted, still aptly binds Ago3, suggesting that granular localization is not required for interaction with Ago3. The C terminus, which contains two TUDOR domains (C195) is sufficient for interaction with Ago3, whereas Ago3-binding is lost upon deletion of the C-terminal or both Tudor domains (N466, N195; Figure 5D). However, this loss of binding, especially for N466, may be caused by reduced expression of this mutant (Figure 5D). Therefore, to further specify if interaction with Ago3 is TUDOR-mediated, we generated AAEL012441 transgenes carrying point mutations in aromatic cage residues (2Δ and 4Δ; Figure 5A). We found that the C-terminal TUDOR domain is atypical in that only one of the residues, which are predicted to be required for sDMA recognition is conserved (Figure S5). We therefore only analyzed binding of Ago3 to AAEL012441 that carries point mutations in the first TUDOR domain. Interaction with Ago3 was lost in these mutants, suggesting that the first TUDOR domain of AAEL012441 binds Ago3 in a canonical sDMA-dependent manner. It is likely that the C-terminal TUDOR domain is not involved in Ago3 binding since critical residues are not conserved (Figure S5). However, we cannot fully exclude that cooperative binding of both TUDOR domains by Ago3 is required for efficient association with AAEL012441. The interaction with Ago3 is not required for localization of AAEL012441 in perinuclear foci, as this subcellular localization pattern is also seen for the 2Δ-mutant (Figure 5E).

To further dissect the multi-molecular complexes containing AAEL012441, we employed quantitative mass spectrometry. These data confirm association with Ago3 and reveal interesting additional interaction partners of AAEL012441 (Figure 5F). Specifically, the DEAD-box Helicase AAEL004978, which is the Ae. aegypti ortholog of Vasa, is highly enriched in AAEL012441-IP. Similarly, the ortholog of the Yb-subfamily, AAEL001939 associates with AAEL012441. We verified these interactions by co-purifying its constituents in reciprocal IPs followed by western blot (Figure 5G). Interestingly, we also detected Piwi5 in AAEL001939 IPs. Together, these findings suggest the presence of a multi-molecular complex involving the ping-pong partners Ago3 and Piwi5, Tudor proteins AAEL012441 and AAEL001939 and the helicase AAEL004978 (Figure 5H).

DISCUSSION
Mosquito antiviral immunity largely relies on the processing of viral dsRNA into viRNAs that direct post-transcriptional degradation of viral RNAs. The discovery of de novo production of vpiRNAs from arboviral RNA however, uncovered the intriguing
Figure 5. Identification of a multi-protein complex around *Ae. aegypti* ping-pong partners. (A) Schematic representation of AAEL012441 transgenes used in immunoprecipitation experiments. (C29: aa 30-580; C195: aa 196-580; N466: aa1-466; N195: aa 1-195; 2Δ: G259A, Y261A; 4Δ: G259A, Y261A, D279A, N283A) (B) Protein lysates of Aag2 cells transfected with an expression plasmids encoding GFP or GFP-AAEL012441 before (input) and after GFP-IP were analyzed for expression of endogenous Ago3 and Piwi5 as well as the GFP transgene by western blot. (C) Protein lysates of Aag2 cells transfected with GFP-AAEL012441 before (input) and after IP with endogenous Ago3 (A3-IP) and Piwi5 (P5-IP) antibodies were analyzed for expression of Ago3 and Piwi5 as well as GFP-AAEL012441. (D) IPs as described in B including AAEL012441 deletion and point mutants. Blotting of α-tubulin serves as loading control. Asterisks indicate non-specific bands. (E) Representative confocal image of Aag2 cells expressing GFP-tagged AAEL012441-2Δ-mutant. (F) Identification of AAEL012441 interacting proteins by label-free quantitative mass spectrometry (LFQ). Permutation-based FDR-corrected t-test was used to determine proteins that are statistically enriched in the AAEL012441-IP. The LFQ-intensity of GFP-AAEL012441 IP over a non-transfected control IP (log2-transformed) is plotted against the -log10 P value. The proteins in the top right corner represent the bait in blue (AAEL012441) and its interactors. Ago3 (AAEL007823) and orthologs of known piRNA biogenesis factors in *D. melanogaster* are indicated in red. (fold change > 3.7; P value > 4.097) (F) Reciprocal IPs of GFP-AAEL012441, RFP-AAEL004978 and V5-3xflag-AAEL001939. Samples were probed with antibodies against GFP, RFP, FLAG, Ago3, Piwi5 and α-tubulin. (G) Schematic model of the identified multi-protein complex involving the *Ae. aegypti* ping-pong partners.
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possibility of an additional small RNA-based line of defense against arboviruses. Processing of viral dsRNA into vsiRNAs by the siRNA pathway has been thoroughly characterized in mosquitoes (43, 44). As of yet, it is unclear how viral RNA produced in the cytoplasm is entered into the piRNA pathway, especially as the canonical substrates for the piRNA pathway are genomically encoded single stranded precursors (3, 4). To better understand how viral RNA is processed by the mosquito piRNA pathway, more insight in the underlying mechanisms of vpiRNA biogenesis is needed.

In Ae. aegypti, vpiRNAs are amplified by the ping-pong partners Ago3 and Piwi5, but co-factors involved in this process remain enigmatic. As a tightly regulated network of Tudor proteins promotes production of piRNAs in Drosophila (19, 20), we performed a comprehensive RNAi screen to evaluate the role of Ae. aegypti Tudor proteins in vpiRNA biogenesis. Knockdown of several Tudor proteins affects vpiRNA biogenesis, with AAEL012441 knockdown resulting in the strongest depletion of vpiRNAs. Additional candidates that reproducibly show depletion in vpiRNA levels are AAEL001939 the only ortholog of the Drosophila Yb-subfamily and AAEL008101, which does not contain a one to one homologue in the fly. Whereas AAEL001939 involvement in vpiRNA biogenesis is likely explained by direct interaction with Piwi5 and Ago3 in the multi-protein complex discovered in this study (see below), the function of AAEL008101 remains to be discovered. Involvement of additional Tudor proteins may be masked by redundancy of paralogous proteins or sub-optimal knockdown efficiency.

Thus far, the direct ortholog of AAEL012441 in D. melanogaster (CG9684) has not been studied extensively. In a systematic analysis of all Drosophila Tudor proteins, germline-specific knockdown of CG9684 did not affect steady-state levels of transposon transcripts or female fertility rate (19). This study, however, did not evaluate the effect of CG9684 knockdown on small RNA populations.

AAEL012441 is essential for efficient production of (+) strand vpiRNAs, suggesting a role in ping-pong amplification. The protein accumulates in perinuclear foci similar to piRNA processing bodies in the fly. In Drosophila somatic follicle cells, which surround the germ cells, primary piRNA biogenesis takes place in Yb bodies. One of the core factors present in these structures is their eponym Yb (26-28). Yet, no piRNA amplification takes place in Yb bodies, since the ping-pong partners Aub and Ago3 are not expressed in follicle cells (45, 46). In contrast, in Drosophila germ cells piRNA amplification takes place in the nuage and one of the core proteins of this perinuclear structure is the helicase Vasa (9, 24, 25). In Drosophila and silkworm, Vasa is directly implicated in secondary piRNA amplification by preventing non-specific degradation of piRNA precursors and facilitating their transfer to PIWI proteins (24). Yb is not present in nuage but it has been suggested that its function may be taken over by its close paralogs brother of Yb (BoYb) and sister of Yb (SoYb) (26). In Ae. aegypti only one paralog of Yb is encoded (AAEL001939), which directly and/or indirectly associates
with AAEL012441, AAEL004978, the Ae. aegypti ortholog of Vasa, and the ping-pong partners Ago3 and Piwi5. The presence of a multi-protein complex including homologues of Vasa and Yb supports the idea that AAEL012441 foci resemble nuage-like piRNA processing bodies. However, we previously did not detect pronounced perinuclear localization of transgenic Ago3 and Piwi5 (18) and formation of perinuclear foci was not required for AAEL012441 interaction with Ago3. Therefore, the relevance of the AAEL012441 bodies and their link to piRNA biogenesis remains enigmatic.

Similar to AAEL012441, the Drosophila Tudor protein Krimper localizes in perinuclear granules, which are lost upon deletion of the amino terminus of the protein (47, 48). While Krimper interacts with both partners in the ping-pong loop in flies (Ago3 and Aub), AAEL012441 associates exclusively with Ago3. Intriguingly, Krimper-Ago3 interaction is retained when using an arginine-methylation-deficient mutant of Ago3, whereas an sDMA-recognition-deficient mutant of AAEL012441 is unable to bind Ago3. Thus, sDMA recognition seems to be required for AAEL012441-Ago3 interaction in mosquitoes, but dispensable for Krimper-Ago3 association in flies.

AAEL012441 knockdown primarily diminishes the production of vpiRNAs from the viral (+) strand, which is puzzling since silencing of the secondary piRNA binding protein Ago3 results in detectable reduction also of primary piRNAs. Similarly, interfering with piRNA amplification in the fly affects the primary piRNA population (45, 46). In our experiments, AAEL012441 knockdown only resulted in about 50% reduction of (+) strand vpiRNAs and it is conceivable that remaining Ago3-loaded secondary piRNAs are sufficiently abundant to target the viral (-) strand, which by itself is a rather scarce molecule in infected cells. In contrast to (+) strand vpiRNAs, accumulation of endogenous transposon and histone H4 derived piRNAs were only modestly affected by AAEL012441 knockdown. The piRNA population from transposable elements is dominated by primary piRNAs (18, 49) and only few individual transposons engage in the ping-pong loop in Aag2 cells. Hence, it may not be surprising that AAEL012441, which seems to be primarily implicated in piRNA amplification is not strongly involved in their production. Much more surprising however is the stability of histone H4 derived piRNAs, a large proportion of which depends on ping-pong amplification (42). These data suggest that AAEL012441 is involved in specifying the substrate for piRNA production and may preferentially shuttle viral RNA into the ping-pong loop. It would be interesting to assess whether viral RNA from other virus arbovirus families are similarly affected by AAEL012441 knockdown, which would point towards a more general role of AAEL012441 in self-nonself discrimination. Specific requirement of small RNA pathway co-factors for the recognition of different RNA sources has been reported. For example, the siRNA pathway co-factor Loqs-PD is required for processing of endogenous-siRNA precursors but is dispensable for siRNA production from exogenous dsRNA or viral RNA (50, 51). The TUDOR protein Qin/Kumo specifically prevents (+) strand transposon
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RNAs from becoming PIWI-bound piRNAs during the process of piRNA phasing (52). Tdrd1, the mouse ortholog of AAEL012441, ensures processing of the correct transcripts by the piRNA pathway and in Tdrd1 knockout mice, the PIWI protein Mili contains a disproportionally large population of piRNAs derived from cellular mRNA and ribosomal RNA (53). In a similar fashion, AAEL012441 could promote processing specifically of viral RNA by the mosquito piRNA pathway. Yet, we expect the molecular mechanism underlying this TUDOR-guided sorting to be different as Tdrd1 interacts with Mili, the PIWI protein that predominantly binds 1U biased primary piRNAs, whereas AAEL012441 associates with Ago3, which mainly binds 10A biased secondary piRNAs.

A sophisticated network of auxiliary proteins that guide diverse RNA substrates into distinct piRISC complexes may be of particular importance in *Ae. Aegypti* as this mosquito species encodes an expanded PIWI gene family consisting of eight members (54, 55), of which Piwi 4-6 and Ago3 are expressed in somatic tissues (56). Moreover, the repertoire of RNA molecules that are processed into piRNAs is extended and includes mRNA and viral RNA (10). Tudor proteins like AAEL012441 may therefore aid in streamlining piRNA processing and perhaps even allow flexible adaptation of the piRNA pathway in response to internal and external stimuli such as arbovirus infection.
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Figure S1. Viral RNA levels are unaltered upon knockdown of Tudor proteins. (A) Schematic representation of the SINV-GFP (pTE-3’2]-GFP) genome. Individual non-structural proteins are depicted in grey, structural proteins in red and the GFP expressed under a duplicated sub-genomic promoter in green. The blue lines represent the (+) strand RNA species that are produced during the course of an infection. Red bars flanked by arrowheads indicate the amplicons that were used to quantify viral RNA. (B,C) Relative quantification of viral RNAs by RT-qPCR with primers located in the NSP4 (B) and Capsid (C) genes. Note that the Capsid sequence is present in both genomic and subgenomic RNA, whereas NSP4 is only found on genomic RNA. (D) Relative abundance of Tudor transcripts in the RNAi knockdown screen shown in Figure 2. Expression levels were normalized to a control dsRNA (dsLuc). The dashed red line depicts the expression level in the dsLuc control. Except for AAEL001939, AAEL008101, AAEL008834, and AAEL009416 knockdown efficiencies are greater than 50%. Bars are the mean +/- standard deviation of three independent experiments.
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Figure S2. Robust depletion of vpiRNAs in AAEL012441 knockdown experiments. (A) Images used for signal quantification; the vpiRNA signal is shown for each blot together with the signal used for normalization. Probing for miR2940-3p or U6 was used for normalization of two blots, whereas EtBr stained rRNA served as loading control for the remainder. (B) Bars are the mean +/- SEM of quantified northern blot signals shown in (A) Two-tailed student’s T-test was used to determine statistical significance (***) $P = 8.82 \times 10^{-6}$. 
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Bar chart showing normalized vpiRNA signal for dsLuc and dsAAEL012441.
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**Figure S3. Revised gene annotation of AAEL012441.** (A) Schematic representation of the gene annotation for AAEL012441 as published by VectorBase (VB, December 2016) and our revision based on sequencing of PCR fragments. The sequence annotated as the second intron by VB is part of exon 2 in the revised annotation. Furthermore, in the 3’ terminus of the coding sequence, an additional Guanosine is present that is not annotated in VB (indicated in red). Together, these revisions result in an increase in protein length from 470 to 580 amino acids. Of note, the sequence that was annotated by VB as the second intron translates into a Glutamine-rich stretch, which may serve as a trans-activating domain. Arrows 1-5 indicate the position and orientation of primers used to generate RT-PCR products used in C and D. (B) RNA sequencing data from indicated tissues taken from the genome browser for *Ae. aegypti* supercontig 1.697 (http://aedes.caltech.edu/) reveal transcription from the sequence annotated as intron 2. Numbers on top show nucleotide position on the scaffold and the annotation by VB is depicted in blue. (C) RT-PCR products amplified from Aag2 cDNA using the indicated primer combinations. The size of these products fits our revised annotation. The presence of the intron 2 sequence as part of the mature cDNA was also confirmed by Sanger sequencing. (D) Sanger sequencing of PCR-products generated from both Aag2 and *Ae. aegypti* genomic DNA using primers 4 and 5 reveal the presence of an non-annotated Guanosine-residue. This additional residue causes a frameshift with respect to annotation, extending the coding sequence at the C-terminus.
Figure S4. Generation of Ago3 and Piwi5 antibodies. (A-B) Western blot of Ago3 (A) and Piwi5 (B) in Aag2 cells 48 hours post transfection of dsRNA against the indicated genes. Antibodies were used in a 1:100 and 1:500 dilution, respectively. Tubulin alpha serves as loading control.

Figure S5. Analysis of AAE012441 TUDOR domains. Multiple sequence alignment of TUDOR domains from AAE012441, its Drosophila (Dme) orthologue CG9684, and Drosophila TSN and Tudor, of which crystal structures have been resolved (2, 3). Residues predicted to be involved in sDMA recognition sites are marked in yellow; asterisks (*) mark identical residues; colon (:) marks conserved substitutions and a period (.) marks a substitution by weakly similar residues. The second TUDOR domain of AAE012441 and the first TUDOR domain of CG9684 lack aromatic cage residues required for sDMA recognition. T-Coffee (http://www.ebi.ac.uk/Tools/msa/tcoffee/) was used to align the sequences.
SUPPLEMENTAL MATERIALS AND METHODS

Detection of TUDOR orthologues from *Drosophila* and *Ae. aegypti*

The *Drosophila* proteome was scanned using the conserved TUDOR multi-domain sequence (pfam00567 – LPEGSYIDVVSHIESPSTFYIQPVSDDKKEKLTEELQYE YASKPPESLPPAVGDCVAASSFEDKWYRAKITESLDDGLVEVLFDYGNTEPLSD LRPLPPEFESLPPQAIKCQLAG) in HHpred. Homologous sequences were used as input for iterative searches using Jackhmmer 2.7 to extract all predicted *D. melanogaster* and *Ae. Aegypti* TUDOR domains. Subsequently, we used T-Coffee to align the extracted TUDOR-sequences and generate a neighbor joining clustering tree, based on sequence identity without correcting for multiple substitutions. For Tudor proteins containing multiple TUDOR domains (eg. Tudor and AAELŖŖŗśŚŚŗ), we used only the most similar orthologous domains. Using the remaining TUDOR domain sequences, we generated a new neighbor clustering tree using T-coffee, which is shown in Figure 1. A combination of SMART-, Pfam- and Hmmscan-mediated domain prediction was subsequently used to generate protein domain composition maps.

Cells and viruses

AagŘ cells were cultured at 25°C in Leibovitz’s L-15 medium (Invitrogen) supplemented with 10% fetal bovine serum (Gibco), 50 U/ml Penicillin-Streptomycin (Invitrogen), 1x Non-essential Amino Acids (Invitrogen) and 2% Tryptose phosphate broth solution (Sigma). The virus used in this study is a recombinant Sindbis virus expressing eGFP from a second subgenomic promoter, located downstream of the structural genes. Virus was produced in BHK-21 cells as previously described.

Generation of plasmids

AAEL012441 wildtype or mutant as well as AAEL004978 sequences were sub-cloned into the pAGW, pARW (Carnegie Gateway vector collection) or pUGW expression vectors, using a Gateway cloning strategy. AttB1 and AttB2 recombination sites were added during PCR amplification from Aag2 complementary DNA (cDNA). Donor vectors were generated through BP-recombination of the produced PCR products with pDONR/Zeo (Invitrogen). Subsequently, gene fragments were cloned into the expression vectors by LR-recombination. The pUGW expression vector was derived from the pPUbB-GW vector (kindly provided by Gorben Pijlman, University of Wageningen), which was generated by exchanging the OpIE2 promoter from pIB-GW by the poly-ubiquitin promoter from pGL3 pUb MCS. A PCR product of pPUb was created with BspHI and SacI sites, which was then ligated into the BspHI and SacI-digested pIB-GW vector. To generate the pUGW vector, the GFP sequence for N-terminal tagging of proteins was ligated into
the pPUbB-GW vector using the SacI restriction sites. The pAcś.ŗ-Vś-řx lag-AAELŖŖŗşřş plasmid was produced using Infusion (Clontech). Primers used for cloning were:

FW-SacI-EGFP  CCACCGAGCTCATGGTGAGCAAGGGCG
RV-SacI-EGFP  CGTTGAGCTCCCCCTTGTACAGCTCCGATGC
FW-AttB1-AAEL012441_N  ggggacaagtttgataaaaagcagcttcCCTAGCTATGAGTGGCCGCTG
RV-AttB2-AAEL012441_N  tgggtgaccacttgtacaaaaagctgggttatataGCTACAATGCTCCAGAGATGGC
FW-AttB1-AAEL012441_C  ggggacaagtttgataaaaagcagcttcATGCCTAGCTATGAGTGGCCGCTG
RV-AttB2-AAEL012441_C  ggggaccacttgtacaaaaagcagcttcGCTCCAGAGATGGC
FW-AAEL001939_Inf  gataacttttctagaCTCCAGATGTTCCAGAGACCCAT
RV-AAEL001939_Inf  gagctcgggcgcctTCCTCCAGAGATGGC
FW-AttB1-AAEL004978  ggggacaagtttgataaaaagcagcttcTCCAGATGTTCCAGAGACCCAT
RV-AttB2-AAEL004978  ggggaccacttgtacaaaaagcagcttcGCTCCAGAGATGGC

**dsRNA production**

dsRNA was produced from *in vitro* transcription from PCR products flanked on both sites by the T7 promoter sequence. The T7 sequence was either directly coupled to the primers used to generate these PCR products or introduced in a second PCR using universal primers that hybridize to a short GC rich universal tag (UT). T7 RNA polymerase was used to *in vitro* transcribe these PCR products. Finally, dsRNAs were heated to 80°C and allowed to gradually cool to room temperature to promote dsRNA formation. Subsequently, the RNA was purified using the GenElute Mammalian Total RNA Miniprep Kit (Sigma). The primers used for dsRNA production were:

Fw-T7-Luc  taatacgactcactatagggagaTATAGAAGAGATACGCCCTGGTT
Rv-T7-Luc  taatacgactcactatagggagaTAAAACCGGGAGGTAGATGAGA
Fw-T7-Piwi5  taatacgactcactatagggagaGCCATAATCAGGGTCAAAAT
Rv-T7-Piwi5  taatacgactcactatagggagaGCTACCAGAGCCAGAGCAAC
Fw-T7-AAEL007841  taatacgactcactatagggagaCTTCGCCAGAGGTGTT
Rv-T7- AAEL007841  taatacgactcactatagggagaGCTACCAGAGCCAGAGCAAC
Fw-T7-AAEL014694  taatacgactcactatagggagaTCCAGATGTTCCAGAGATGGC
Rv-T7-AAEL014694  taatacgactcactatagggagaATTTCTTCGTTGCTTGTT
Fw-UT-AAEL000293  gcccgacgcTCTATTCGCAAGGCCGCCG
Rv-UT-AAEL000293  gctctgaggCAAGCGCAGTGCTGCTTGTT
Fw-UT-AAEL001939  gcccgacgcCGGCTTTGGAGCAGCAG
Rv-UT-AAEL001939  gctctgaggCAAGCGCAGTGCTGCTTGTT
Fw-UT-AAEL002036  gcccgacgcGCCCTGCCCCGATGATAC
Rv-UT-AAEL002036  gctctgaggCTTCGCCAGAGGAGCACA
Fw-UT-AAEL004290  gcccgacgcGCTACAGAGGAGGCGG
Rv-UT-AAEL004290  gctctgaggATCGAGGAGGAGCACA
Fw-UT-AAEL008101  gcccgacgcTTGCTTCAGGACAGGAC
Rv-UT-AAEL008101  gctctgaggCCACGCGGAGCACAGATT
Fw-UT-AAEL008112  gcccgacgcTCCAACACGGGCAGGAC
Rv-UT-AAEL008112  gctctgaggCTTTGTAGGGGAGGAC
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Fw-UT-AAEL008431
gccgacgcTGGACGAAAAGCCGGCTT
Rv-UT-AAEL008431
egctgagtCAGTACGGTGGGGCTT
Fw-UT-AAEL008700
gccgacgcAACAGACGGTGCCATCG
Rv-UT-AAEL008700
egctgagtCTTACGGACGGTGCCATCG
Fw-UT-AAEL008834
gccgacgcGGCGGATAAGCCGGCTT
Rv-UT-AAEL008834
egctgagtCGGCGGATAAGCCGGCTT
Fw-UT-AAEL009248
gccgacgcCAGCGCGAGATTCCAT
Rv-UT-AAEL009248
egctgagtCGGCGGATAAGCCGGCTT
Fw-UT-AAEL009416
gccgacgcAGCACCTCTGCAGCAGT
Rv-UT-AAEL009416
egctgagtAGGTGAGGCAGGAACGCGG
Fw-UT-AAEL009987
gccgacgcGAGCGCGACCGGTATCA
Rv-UT-AAEL009987
egctgagtGGGTTTTCCACACAGGCCA
Fw-UT-AAEL010311
gccgacgcGCCATACAGTGTCGCTG
Rv-UT-AAEL010311
egctgagtGCCGCTGCTTCATGCACC
Fw-UT-AAEL012276
gccgacgcAGCACCTCTGCAGCAGT
Rv-UT-AAEL012276
egctgagtAGGTGAGGCAGGAACGCGG
Fw-UT-AAEL013072
gccgacgcTGGGCTGAAGTGATCG
Rv-UT-AAEL013072
egctgagtGGTCTGTTGGTCTGGAGCGC
Fw-UT-AAEL013235
gccgacgcCTGCCATGGTCTGCCGCA
Rv-UT-AAEL013235
egctgagtATCGCAGACGTCCGGC
F-T7-universal primer
TAATACGACTCACTATAGGGAGAgccgacgc
R-T7-universal primer
TAATACGACTCACTATAGGGAGAcgcctgagt

Transfection of plasmids and dsRNA
For immunoprecipitation and immunofluorescent analyses, Aag2 cells were transfected with expression vectors using X-tremeGENE HP (Roche) according to manufacturer’s instructions. For knockdown experiments, dsRNA was transfected into Aag2 cells using X-tremeGENE and transfected again 48 hours after the initial transfection to ensure efficient knockdown. Three hours after each transfection, medium was refreshed with supplemented Leibovitz medium, and infected with SINV in case of knockdown experiments. Samples were harvested 48 hours post infection.

RNA isolation
Total RNA was isolated using Isol-RNA Lysis reagent (5 PRIME) or RNA-solv reagent (Omega) following the manufacturers instructions. Briefly, 200 µl of chloroform was assed to 1 ml of RNA lysate. After harsh mixing and centrifugation, the aqueous phase was collected and RNA was precipitated by adding one volume of isopropanol. RNA pellets were washed in 80 % ethanol and dissolved in milliQ.

Small RNA Northern Blotting
3-5 µg of total RNA was diluted in 2x loading buffer and size separated on 7M urea 15 % polyacrylamide 0.5x TBE gels by gel-electrophorese. RNAs were then transferred to Hybond Nx nylon membranes (Amersham) and cross-linked using 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride as described in (10).
Membranes were then pre-hybridized in Ultrahyb Oligo hybridization buffer (Ambion) for at least 30 min at 42°C under constant rotation. Then \(^{32}\)P end-labelled DNA oligonucleotides were added directly into the hybridization buffer and hybridization was performed overnight at 42°C under constant rotation. Afterwards, membranes were washed three times in wash buffers containing SDS and decreasing concentrations of SSC as described in (11). Probes used for northern blotting were:

- SINV-7903 (+): GGTTGCTTCTTCTTCTTCTG
- SINV-7940 (+): AGTGCCATCGCGTCTCCTTCCCGGT
- SINV-7969 (+): TCGAACATCTGGGCCCTCACTAA
- SINV-8040 (+): GCAGGTTTCATACCTTCTCCTCAT
- miR-2940 3p: AGTGATTTATCTCCCTGTCGAC
- H4-149 (+): GCACTCCAGGGTTTCTCAGATTAA
- H4-183 (+): ACCATACGAATGACATTTTCCCAGAAAT
- H4-218 (+): AGCGTTTTACGCGTTCATAGT
- H4-257 (+): CCGTACGCTTCAGAGCTAGACAACT
- TF-RC-R-1: GGTCCAATCGTCCGAAATTGTTACGAAA
- TF-RC-R-2: TACGTCGCAATGCAATCTACTCACACT
- TF-RC-R-3: ATCAACTTCCGTTAACGTTAGACACAG
- TF-RC-R-4: CACCTTTAGCGCCTGCACGTCATCAACCT
- U6 snRNA: GATTTTGCGTGTCATCCTTGTGCAGGGCCATGCTAA

Reverse transcription and (quantitative) PCR

Total RNA was DNaseI treated (Ambion) and reverse transcribed using Taqman reverse transcriptase (Life Technologies) as per the manufacturers recommendations. SYBR-green qPCR was performed using the GoTaq qPCR system (Promega) according to the manufacturers instructions. Expression levels of target genes were internally normalized against the expression of the house keeping gene lysosomal aspartic protease (LAP) and fold changes were calculated using the \(2^{\Delta\Delta \text{CT}}\) method (12). RT-PCR of AAEL012441 to amplify genomic or cDNA for Sanger sequencing was performed using Phusion polymerase (NEB). The following primers were used for qPCR:

- Fw-SINV-NSP4: AACTCTGCGCATACAGTACGCC
- Rv-SINV-NSP4: GGGGCAGAAGGTTGCAGTAT
- Fw-SINV-Capsid: CTGCCCAATAGGCCGAAAGGGAAGGT
- Rv-SINV-Capsid: CCACGATACTGCAGCCGCTCC
- qFw-LAP: GTGCTCATTCCAAACATCG
- qRv-LAP: AACTTGGCCGCAACAAATAC
- qFw-Piwi5: ACGGCATCACATCGAGACTC
- qRv-Piwi5: CGACTCTCCAGCGTGTGCTC
- qFw-AAEL000293: ACAAGAGAGGACCAGACGACTG
- qRv-AAEL000293: TCGATTAGTTGCTGCGGCAG
- qFw-AAEL001939: GTTGCCAGATGTCACTAC
- qRv-AAEL001939: GGCATACCGCGGAAATCTCTC
- qFw-AAEL002036: GCCGAGGTGTTACTGGTTCC
- qRv-AAEL002036: ATTCGACTTGAGGCGGCTGCTC
- qFw-AAEL004290: CGAATTACGTGTTGGCCG
- qRv-AAEL004290: ATCGTCCTCGCAGTCACATC
The TUDOR Protein AAEL012441 is Required for Viral piRNA Amplification

Immunoprecipitation, western blotting and mass spectrometry analyses

Aag2 cells expressing the transgene of interest were lysed in the following lysis buffer (50mM Tris-Cl (pH 7.4) containing 150mM NaCl, 0.5 mM DTT, 1% Igepal, 10% glycerol, 1x protease inhibitors). This lystate was incubated under rotation at 4°C for 1 hour and centrifuged at 4°C for 30 min at 13000 rpm. Subsequently, the supernatant was taken and snap frozen in liquid nitrogen for later analyses. Lysates from cells expressing GFP-tagged transgenes were subjected to GFP-affinity enrichment using GFP-TRAP beads (Chromotek). For RFP-tagged transgene purification, RFP-TRAP beads (Chromotek) were used. For the Ago3 and Piwi5 IPs, we used protein A/G PLUS Agarose beads (Santa Cruz) to which endogenous Ago3 or Piwi5 antibodies, generated in our laboratory, were cross-linked using dimethyl pimelimidate. Beads were equilibrated using lysis buffer

RAW_TEXT_END
and incubated with protein lysate under rotation at 4°C for 3 hours. Subsequently, beads were washed three times in wash buffer (10mM Tris-Cl (pH 7.5), 150mM NaCl, 0.5mM EDTA, 1x complete protease inhibitors) and heated at 95°C for 5 minutes in 2x SDS sample buffer (120mM Tris-Cl (pH 6.8), 4% SDS, 10% β-mercaptoethanol, 20% glycerol, 0.04% bromophenol blue) to dissociate protein from the beads. Before V5-immunopurification, lysates were pre-cleared using empty protein A/G PLUS Agarose beads (Santa Cruz) under rotation at 4°C for 5 hours. Subsequently, V5-tagged transgenes were precipitated overnight using V5-agarose beads under rotation at 4°C. Samples were washed and boiled as described above (11). Before western blot analyses, samples were diluted in 1x SDS sample buffer by adding an equal volume of wash buffer, resolved on 7.5% polyacrylamide gels, blotted to nitrocellulose and stained with the following antibodies: rabbit-anti-GFP (1:10,000), rabbit-anti-Ago3 (1:500), rabbit-anti-Piwi5 (1:500) and rat-anti-α-tubulin (1:1000, Sanbio, MCA77G), mouse anti-flag (1:1000, Sigma, F1804), mouse anti-RFP (1:1000, Chromotek, 6G6). Secondary antibodies were goat-anti-rabbit-IRDye 680 and goat-anti-rat-IRDye800 (both: 1:10,000; Licor).

For mass spectrometry analysis, precipitated proteins were washed using lysis buffer and subjected to on-bead trypsin digestion as described in (13). Subsequently, tryptic peptides were acidified and desalted using Stagetips before elution onto a NanoLC-MS/MS. Mass spectra were recorded on a QExactive mass spectrometer (Thermo Scientific). MS and MS2 data were recorded using TOP10 data-dependent acquisition. Raw ata files were analyzed using Maxquant version 1.5.1.0. using standard recommended settings (14). LFQ, IBAQ and match between runs were enabled. Data was searched against the Ae. Aegypti Uniprot database (downloaded April 2016). Data was further analyzed and visualized using Perseus version 1.3.0.4 (15) and R. In short, identified proteins were filtered for contaminants and reverse hits. LFQ values were subsequently log2 transformed and missing values were imputed assuming a normal distribution. A t-test was then performed to calculate significantly enriched proteins. Volcanoplots were generated with R.

**Immunofluorescence**

To evaluate the subcellular localization of AAEL012441 transgenes, Aag2 cells expressing GFP-tagged constructs were fixed on coverslips using 4% paraformaldehyde. After permeabilization with 0.1% Triton in PBS, nuclei were stained using Hoechst reagent, washed and mounted onto microscope slides using Mowiol. All images were taking using the Olympus FV1000 confocal microscope and were processed using ImageJ.
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Vector mosquitoes are responsible for transmitting the majority of human and livestock arthropod-borne (arbo-) viruses. Virus replication in these vectors needs to be sufficiently high to permit efficient virus transfer to vertebrate hosts. The antiviral immunity is therefore an important determinant for the ability of a mosquito to transmit specific arboviruses (vector competence). Immunity to arboviruses is primarily mediated by the small interfering RNA pathway in mosquitoes. Besides this well-established antiviral machinery, the PIWI-interacting (pi)RNA pathway processes viral RNA into piRNAs in vector mosquitoes of the *Aedes* genus (*Chapters 2 and 3*). Originally, the piRNA pathway was studied for its role in transposon defense in animal gonads and clearly, this function is conserved in *Aedes* mosquitoes, since transposon RNA is a prominent source of piRNAs (*Chapter 2*). Yet, beyond transposable elements, additional endogenous RNA substrates are processed into piRNAs in *Aedes aegypti*. These include sequences from Non-retroviral Integrated RNA Virus Sequences (NIRVS), which are versatile genetic elements in the genomes of *Ae. aegypti* and *Ae. albopictus* (*Chapter 4 and 5*). Furthermore, canonical protein-coding mRNAs give rise to abundant populations of endogenous piRNAs (*Chapter 4*), and in addition, piRNA production from an ancient satellite DNA locus has been discovered (*Chapter 6*). I have hypothesized that distinct PIWI protein complexes assemble to allow regulated production of piRNAs from these distinct piRNA precursors. Indeed, I found that different sets of PIWI proteins are involved in the biogenesis of piRNAs from the various exogenous and endogenous RNA sources (*Chapters 2 to 6*). Moreover, auxiliary proteins from the Tudor protein family may be involved in sorting specific RNA to dedicated PIWI complexes (*Chapter 7*). In this chapter, I will discuss the findings presented in this thesis, identify knowledge gaps, and suggest directions for future research.

Small RNAs in Arboviral Infections

Mosquitoes and other hematophagous (blood-feeding) arthropods transmit important human and animal viruses, some of which are responsible for debilitating diseases such as dengue, chikungunya, and Zika (1). Collectively, this non-taxonomical group of viruses is termed arthropod-borne viruses (arboviruses). Most arboviruses are RNA viruses with either double-stranded RNA (dsRNA) genomes or single-stranded RNA (ssRNA) genomes of positive (+) or negative (-) polarity. The majority can be assigned to the families *Bunyaviridae* (-ssRNA), *Flaviviridae* (+ssRNA), *Reoviridae* (dsRNA), *Rhabdoviridae* (-ssRNA), and *Togaviridae* (+ssRNA) (2). The global threat of arboviruses is increasing due to the expansion of the geographical range of vector mosquitoes that prefer to feed on humans (anthropophilia) (1, 3). Interestingly, while potentially causing severe disease in vertebrates, arboviruses replicate to high levels in their mosquito vectors without causing apparent pathology (4, 5). This suggests that vector mosquitoes possess efficient mechanisms to resist or tolerate virus infection, despite lacking the adaptive immune system and interferon-mediated antiviral responses of vertebrate species (6).
Whereas the evolutionary conserved Toll, Imd, and Jak-Stat signaling pathways are implied in antiviral defense (7), the cornerstone of antiviral immunity in insects is the small interfering RNA (siRNA) pathway (Chapter 1) (8, 9). This pathway is initiated by cleavage of viral dsRNA into 21-nucleotides (nt)-long siRNAs by the RNase-III endonuclease Dicer-2 (10, 11). These siRNAs associate with Argonaute-2 (Ago2) in an RNA-induced silencing complex (RISC) and serve as a guide for Ago2-mediated cleavage of viral target sequences (10, 12). Accordingly, experimental inactivation of siRNA pathway components in mosquitoes results in increased arbovirus replication (13-18). The fact that several insect viruses have evolved suppressors of the siRNA pathway underlines its importance in antiviral immunity (8, 19). Likewise, arboviral gene products have been proposed to act as antagonists of the siRNA pathway in mosquitoes (20-22).

MicroRNAs comprise an independent class of small RNAs that may be involved in the cellular response to arboviral infections by regulation of host immune genes (23). They are produced from genome-encoded stem-loop RNA structures in a Dicer-1- and Ago1-dependent manner, akin to siRNA biogenesis (Chapter 1). The role of siRNAs and microRNAs in mosquito–arbovirus interactions will not be reviewed in this chapter. A separate discussion on microRNAs in host-virus interactions is provided in chapter 9.

The focus of this thesis has been on viral and host-derived piRNAs, the most enigmatic class of small silencing RNAs in the context of arbovirus–vector interactions. piRNAs associate with the PIWI clade of the Argonaute protein superfamily, display a broad size range (24–30 nt), and are produced independently of Dicer (Chapter 1) (24). The canonical function of the piRNA pathway is protection of genome integrity in animal germ cells by silencing transposons, selfish genetic elements with the ability to randomly integrate into the host genome (25). Recently, however, several studies, including chapters 2 and 3 of this thesis, have reported de novo production of piRNAs derived from viral sequences in the vector mosquitoes Ae. aegypti and Ae. albopictus and in cell lines derived from these animals (26-35). Biogenesis of viral piRNAs (vpiRNAs) occurs independent of siRNA production, which raises the exciting possibility that vpiRNAs may constitute an additional line of defense against arboviruses in vector mosquitoes.

Our understanding of the piRNA pathway in insects is incomplete and largely biased towards studies in the genetic model insect Drosophila melanogaster (Box 1). Yet, piRNA pathways in vector mosquitoes differ considerably from Drosophila and other model organisms. This becomes apparent in several aspects: (i) The composition of piRNA pathway components differs between Drosophila and mosquitoes (Figure 1). Notably, the PIWI gene family, which lies at the heart of the piRNA pathway, has undergone expansion in both Aedes and Culex mosquitoes (36, 37). In addition, the recent annotations of mosquito genomes do not contain orthologs for all the established factors involved in Drosophila piRNA biogenesis and function (38). (ii) Mosquito PIWI proteins have an extended expression pattern (Figure 1). For instance, some of the members of the expanded Aedes PIWI family are expressed in somatic tissue (Chapter 6) (39), whereas expression
of PIWI proteins in *Drosophila* is largely restricted to gonadal tissues (40-43). (iii) The piRNA pathway in *Aedes* processes a broader repertoire of substrates (Figure 1). Despite the large transposon content of the *Ae. aegypti* genome (44), relatively few piRNAs are derived from these mobile elements (45). Instead, a considerable proportion of piRNAs are derived from non-repetitive genomic areas, including the open reading frames of protein-coding genes (Chapter 4) (45). Yet, the most prominent gain of function is the production of piRNAs from viral RNA during the course of an acute infection (Chapters 2 and 3).

**Box 1. piRNA Biogenesis in *Drosophila***

In the *Drosophila* germline, the mobilization of transposable elements is efficiently suppressed by transcriptional and post-transcriptional gene silencing by the piRNA pathway. piRNA biogenesis involves the primary processing pathway and ping-pong amplification, which is capable of triggering phased piRNA production. Below, I provide a brief description of the *Drosophila* piRNA pathway; for a more comprehensive description I refer to chapter 1 or to recent literature reviews (24, 46).

During primary processing, single-stranded piRNA precursors are generated from genomically encoded piRNA clusters that are rich in transposon remnants. The endonuclease Zucchini (Zuc) cleaves these precursors directly upstream of uridine residues, thus producing piRNA intermediates with a bias for a uridine at the first nucleotide position (1U) (47-49). In an electron-dense peri-nuclear structure termed nuage, these piRNA intermediates are loaded onto the PIWI proteins Piwi and Aubergine (Aub). Once bound, piRNA intermediates are trimmed and 2′-O-methylated at their 3′ end, forming mature piRNAs (50-53). Mature piRNA-loaded Piwi translocates to the nucleus and associates with Asterix and Panoramix/Silencio for transcriptional silencing of transposons through deposition of repressive chromatin marks (54-59).

piRNA-loaded Aub remains in the nuage where it initiates the secondary ping-pong amplification cycle by recognition and cleavage of cognate transposon mRNA (40, 41, 60). The resulting cleavage product forms the precursor of a secondary sense piRNA that associates with Ago3. piRNA-loaded Ago3 can target and cleave antisense piRNA precursors generating the 5′ end of new sense piRNAs that can be loaded onto Aub, completing the ping-pong amplification cycle (40, 41).

Recent work has demonstrated a preference for uridine at the 5′ position in the binding pocket of the MID (middle) domain of PIWI proteins (61, 62). In combination with the predisposition of Zuc to cleave directly 5′ of uridine residues, this causes Aub to associate predominantly with 1U antisense piRNAs. A subset of PIWI proteins, including Aub and silkworm Siwi, have an additional preference for target RNAs carrying an adenosine directly opposite of the first position of the piRNA (62, 63). As PIWI-mediated cleavage occurs specifically between nucleotide 10 and 11, Ago3-associated sense piRNAs are enriched for adenosine residues at their tenth position (10A). The resulting 1U/10A signature is a characteristic hallmark of secondary ping-pong amplification of piRNAs. Secondary amplification endows the piRNA pathway with specificity, as from a diverse pool of primary piRNAs, only those recognizing active transposons are amplified.

Recent studies have proposed that secondary piRNAs initiate Zuc-dependent production of phased piRNAs (48, 49). Cleavage by Zuc determines the 3′ termini of Aub-associated piRNAs, while the downstream fragment is processed further into Piwi-associated piRNAs by successive Zuc-mediated cleavage events (64). These piRNAs show ~27 nt phasing and a strong 1U bias because of the preference of Zuc to cleave upstream of uridine residues. Phased piRNA production increases the diversity of the piRNA pool and allows adaptation of the piRNA pathway to changes in transposon sequence.
General Discussion - piRNAs in Virus-Mosquito Interactions

**vpiRNAs in Aedes mosquitoes**

Initial evidence for vpiRNA production came from the analysis of small RNA deep-sequencing data of the *Drosophila* ovarian somatic sheet (OSS) cells persistently infected with several RNA viruses (65). OSS cells exclusively express Piwi but lack the PIWI proteins that act in the ping-pong amplification machinery. Since Piwi preferentially associates with piRNAs containing a uridine at the first nucleotide position, both sense and antisense vpiRNAs produced in these cells bear a 1U bias (Table 1). However, to date, vpiRNAs have never been found in adult flies. Even infection with Sigma virus, which naturally infects *Drosophila* germ cells, does not give rise to vpiRNAs (66), despite ample expression of PIWI proteins in these cells. In sharp contrast, vpiRNAs are readily detected both in *Aedes* cell lines and in somatic tissues of adult *Aedes* mosquitoes upon infection with several arboviruses, including members of the *Togaviridae* (Chapter 2) (26-30), *Flaviviridae* (Chapter 3) (31, 32), *Bunyaviridae* (26, 27, 33-35), and *Reoviridae* (33) (Table 1). Besides a typical size distribution of small RNAs around 24–30 nt, piRNAs...
from several viruses display the characteristic nucleotide bias indicative of ping-pong amplification (Box 1). Across all virus families, the secondary 10A-biased piRNAs are enriched for the strand with coding capacity, yet the mechanisms responsible for this sorting remain elusive. In addition, vpiRNAs from dengue virus (Flavivirus genus, Flaviviridae family) and Sindbis virus (Alphavirus genus, Togaviridae family) have been verified to be 2’O-methylated at the 3’ terminal nucleotide (Table 1), a modification that is present on all PIWI-loaded mature piRNAs (Box 1). PIWI-dependence of vpiRNAs has been established for Sindbis (Chapter 2), dengue (Chapter 3), and Semliki Forest virus (Alphavirus genus, Togaviridae family) (29) and direct association with PIWI proteins has been demonstrated for Sindbis virus–derived piRNAs (Chapter 2).

Determinants of vpiRNA biogenesis

The substrate for the antiviral siRNA pathway, double-stranded RNA, is not abundant in the cytoplasm of healthy, uninfected cells and therefore serves as a danger signal indicating ongoing virus infection (67). In contrast, the substrate for vpiRNA biogenesis is single-stranded viral RNA. It is unknown how PIWI proteins distinguish viral from host RNA and how they determine which of these transcripts are used for piRNA biogenesis. Like cellular mRNAs, single-stranded (+) RNAs of major arbovirus families carry a 5’ cap, which is produced by a virus-encoded capping machinery (flaviviruses and alphaviruses) or obtained through a mechanism termed cap-snatching (bunyaviruses) (68). In contrast to the eukaryotic and flavivirus capping machineries, that of alphaviruses does not deposit 2’O-methylation marks at the first two nucleotides downstream of the cap structure (68, 69). Additionally, genomic RNAs of flaviviruses lack the poly-A tail normally present on cellular mRNAs (70). In analogy to innate immune sensors of vertebrates, it is conceivable that the mosquito PIWI proteins specifically recognize such non-self RNA features or that they are recruited to these features by adaptor proteins.

A clue that may help understanding the mechanisms of target selection lies in the genomic distribution of vpiRNAs. While approximately equal levels of viral siRNAs (vsiRNAs) are produced along arbovirus genomes, vpiRNA production is mostly confined to specific hotspot regions. In alphaviruses such as Sindbis, chikungunya, and Semliki Forest virus, vpiRNAs are predominantly produced from a subgenomic RNA that is transcribed from an internal promoter sequence (Figure 2A). This may be due to higher expression of subgenomic relative to genomic RNA. For example, for Sindbis virus it has been shown that the subgenomic promoter yields an excess of subgenomic RNA compared to full length genomic RNA (71, 72). Furthermore, subgenomic ssRNA may be more accessible for the piRNA machinery because it is required for translation of the structural proteins at later stages of the infection. However, these hypotheses do not explain why alphavirus-derived piRNAs are not uniformly distributed over the length of the subgenomic RNA but rather display very discrete hotspots in the 5’ region of the capsid gene (Figure 2A; see also chapter 2). One mechanism that could
## Table 1: vpiRNA production in insect viruses

<table>
<thead>
<tr>
<th>Virus family</th>
<th>Name</th>
<th>Genus</th>
<th>Genome</th>
<th>Host/cells*</th>
<th>Nucleotide and (strand) biases**</th>
<th>3’ end modification</th>
<th>PIWI protein dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Togaviridae</td>
<td>Sindbis virus</td>
<td>Alphavirus</td>
<td>+ssRNA</td>
<td>Aag2, U4.4, C6/36</td>
<td>1U (-), 10A (+)</td>
<td>yes</td>
<td>Piwi5/Ago3 in Aag2 cells***</td>
</tr>
<tr>
<td></td>
<td>chikungunya virus</td>
<td>Alphavirus</td>
<td>+ssRNA</td>
<td>Ae. aegypti; Ae. albopictus (soma); U4.4, C6/36, C7-10</td>
<td>1U (-), 10A (+)</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Togaviridae</td>
<td>Semliki Forest virus</td>
<td>Alphavirus</td>
<td>+ssRNA</td>
<td>Aag2, U4.4</td>
<td>1U (-), 10A (+)</td>
<td>n.a.</td>
<td>Loss of vpiRNAs upon combined knockdown of Piwi1-7 and Ago3 in Aag2 cells</td>
</tr>
<tr>
<td>Flaviviridae</td>
<td>dengue virus, serotype 2</td>
<td>Flavivirus</td>
<td>+ssRNA</td>
<td>Ae. aegypti; Aag2, C6/36</td>
<td>10A (+)</td>
<td>yes</td>
<td>Piwi5, Ago3 and to a lesser extent Piwi8 in Aag2 cells</td>
</tr>
<tr>
<td></td>
<td>cell fusing agent virus</td>
<td>Flavivirus</td>
<td>+ssRNA</td>
<td>Aag2, C6/36</td>
<td>10A (+)</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Bunyaviridae</td>
<td>La Crosse Virus</td>
<td>Orthobunya-virus</td>
<td>-ssRNA3 segments</td>
<td>C6/36</td>
<td>1U (-), 10A (+)</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>Schmallenberg virus</td>
<td>Orthobunya-virus</td>
<td>-ssRNA3 segments</td>
<td>KC, Aag2</td>
<td>1U (-), 10A (+)</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>Rift Valley fever virus</td>
<td>Phlebovirus</td>
<td>-ssRNA3 segments</td>
<td>Aag2, U4.4, C6/36</td>
<td>1U (-), 10A (+)</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>Phasi Charoent-like virus</td>
<td>unclassified</td>
<td>-ssRNA3 segments</td>
<td>Ae. aegypti</td>
<td>1U (-), 10A (+)</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Reoviridae</td>
<td>bluetongue virus</td>
<td>Orbivirus</td>
<td>dsRNA10 segments</td>
<td>KC, Aag2</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Dicistrovirida</td>
<td>Drosophila C virus</td>
<td>Cripavirus</td>
<td>+ssRNA</td>
<td>OSS</td>
<td>1U</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Nodaviridae</td>
<td>American nodavirus</td>
<td>Alphanodavirus</td>
<td>+ssRNA2 segments</td>
<td>OSS</td>
<td>1U</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

n.a., not analyzed

* Aag2 cells are derived from Ae. aegypti mosquitoes; U4.4, C6/36 and C7-10 cells are derived from Ae. albopictus mosquitoes; KC cells are derived from Culicoides sonorensis; OSS cells are derived from the ovarian somatic sheet of Drosophila melanogaster.

** The strand orientation is defined in relation to translation; (+) refers to the sense strand with coding potential, (-) refers to the antisense strand. For +ssRNA viruses this reflects the antigenome and genome, respectively.

*** (+) strand piRNAs associate with Ago3 and (-) strand piRNAs associate with Piwi5.

underlie this pattern is processing of abortive viral RNA transcripts by the piRNA machinery. Incomplete viral transcripts are not protected by RNA replication or translation machineries and may therefore represent easily accessible substrates for vpiRNA production. Alternatively, RNA sequences or structural elements may recruit piRNA biogenesis factors to specific regions of the viral genomes. Recently, Homolka et al. described such a piRNA-trigger sequence (PTS) in the Drosophila flamenco locus, which evokes piRNA biogenesis independent of its genomic context. However, whether this PTS is a structural motif or harbors a small, as-yet unrecognized sequence motif remains to be unraveled (73). Similarly, Ishizu et al. identified a cis-
acting, 100-nt fragment in the 3’UTR of the piRNA-producing gene *traffic jam* that triggers piRNA production when expressed from unintegrated plasmid DNA. These plasmid-derived piRNAs were efficient in transcriptional silencing of endogenous genes (74). In light of these data, it would be interesting to test whether vpiRNA hotspot sequences promote piRNA production when placed outside their viral context.

piRNA hotspots in flavivirus genomes, including dengue and cell fusing agent virus, differ considerably from those in alphaviruses. Flavivirus piRNAs mostly derive from few very discrete hotspots, sometimes representing single sequences (Figure 2B). The nature of these piRNA spikes remains obscure but this difference strongly suggests that the mechanisms underlying alphavirus and flavivirus piRNA biogenesis are fundamentally different.

Common to alphavirus and flavivirus piRNAs is their extreme strand bias towards sequences from the viral sense strands. In sharp contrast, bunyavirus piRNAs are produced from both antigenomic and genomic strands at a more equal ratio (Figure 2C). It is currently unclear whether this reflects the differences in the replication strategies of alphaviruses and flaviviruses (both +ssRNA viruses) compared to bunyaviruses (-ssRNA viruses).

**Figure 2. Viral piRNA profiles.** piRNA distributions across the genomes of selected (A) alphaviruses, (B) flaviviruses, and (C) bunyaviruses. The plots depict published genome profiles of Sindbis virus (SINV) (27), chikungunya virus (CHIKV) (28), Semliki Forest virus (SFV) (29), dengue virus serotype 2 (DENV2) (Chapter 3) and (32), cell fusing agent virus (CFAV) (31), Rift Valley fever virus (RVFV) (34), and Schmallenberg virus (SBV) (33). For alphaviruses, the position of the subgenomic promoter is depicted. The piRNA coverage on the sense or antisense strand is shown as peaks above or below the x-axis, respectively. Please note that the plots are representations of piRNA profiles from multiple studies that used different ways of normalizing and presenting read counts. Therefore, the heights of the bars are arbitrary and do not allow a quantitative comparison between the different viruses.
virus) or if this is due to variations in the piRNA machinery acting on RNAs of distinct viruses. These observations clearly underscore the need for a comprehensive analysis of cis- and trans-acting factors required for the piRNA biogenesis from arboviruses of all families.

Biogenesis of vpiRNAs

Functional diversification of *Aedes* PIWI proteins after gene duplication in combination with somatic expression are likely the main drivers of the expansion of piRNA substrates, including viral RNA. *Ae. aegypti* Piwi4, Piwi5, Piwi6, and Ago3 are abundantly expressed in somatic tissue of adult mosquitoes ([Chapter 6](#)) (39) and *Ae. aegypti* Aag2 cells (27). In an RNAi screen targeting individual PIWI proteins in Aag2 cells, Piwi5 and Ago3 were identified as the main players for vpiRNA production from Sindbis virus ([Chapter 2](#)). Piwi5 and Ago3 bind vpiRNAs from opposite strands and with distinct nucleotide biases. Whereas Piwi5 binds 1U-biased antisense piRNAs, Ago3 binds 10A-biased piRNAs derived from the viral sense strand. These observations suggest a model in which ping-pong amplification is initiated by Piwi5-bound primary piRNAs from the Sindbis virus antisense strand. Cleavage of the sense strand by Piwi5 results in the production of secondary sense strand piRNA precursors that are loaded into Ago3 (Figure 3). Knockdown of Piwi5 and Ago3 and to a lesser extent, Piwi6 results in reduced vpiRNA production from dengue virus serotype 2 in Aag2 cells ([Chapter 3](#)). The additional requirement of Piwi6 specifically for dengue virus piRNA biogenesis suggests that *Aedes* PIWI proteins have specialized in processing distinct RNA sources. This is further supported by the differential requirement of PIWI proteins for the processing of transposon-derived piRNAs that, in contrast to Sindbis virus-derived piRNAs, directly or indirectly relies on all somatic *Aedes* PIWI proteins ([Chapter 2](#)) (Figure 3). Future research should define to what extent vpiRNA production relies on similar or distinct PIWI family members for viruses within the same virus family and between different virus families. Of special interest are bunyaviruses, for which PIWI dependency thus far has not been studied, despite the fact that these viruses represent the largest arbovirus family (2).

The piRNA pathway acts in resistance and tolerance to virus infections

Arboviruses establish persistent infections in mosquitoes and replicate to high levels without causing apparent fitness loss in their vectors. Such a defense strategy in which high pathogen levels are tolerated and the focus lies on preventing infection-induced damage has been termed tolerance. In contrast, actively restricting virus growth and potentially clearing the infection is a defense strategy called resistance (6). Although a comprehensive model for vpiRNA function is still lacking, there is good evidence that the piRNA pathway is implicated in both strategies. For example, it was shown that upon
Figure 3. Model for piRNA biogenesis in *Aedes aegypti*. RNA molecules from various sources are processed differently by the piRNA machinery in *Ae. aegypti*. Upon acute infection, Sindbis virus RNA is processed into ping-pong–dependent piRNAs by the PIWI proteins Piwi5 and Ago3. In contrast, dengue virus RNA can also be processed into piRNAs by Piwi6. Transposon-derived piRNAs associate primarily with Piwi5 and Piwi6; however, some transposon RNAs feed into the ping-pong loop and give rise to Ago3-bound secondary piRNAs. Additionally, the production of transposon piRNAs is dependent on Piwi4 in an indirect manner, as transposon-derived piRNAs are not loaded in Piwi4, but knockdown of Piwi4 does reduce their numbers. Instead, Piwi4 associates with abundant piRNAs derived from a conserved satellite DNA locus (sapiR1 and sapiR2).

Viral RNA may directly enter the piRNA machinery; additionally, viral RNA is reverse transcribed to produce a DNA form of the virus (vDNA). The vDNA may either remain episomal or integrate into the host genome. Putative vDNA-derived transcripts may serve as additional precursors for vpiRNA production. Moreover, when genome integration occurs in the germline, the vDNA fragment forms a novel endogenous viral element (EVE) that may lead to the production of EVE-derived piRNAs.

Knockdown of Piwi4 in *Ae. aegypti* Aag2 cells, replication of Semliki Forest virus is strongly enhanced (29). Yet, this resistance seems to be independent of vpiRNA production, as Piwi4 depletion does not cause reduction of vpiRNA levels (29). In line with this observation, immunoprecipitation of Piwi4 in Aag2 cells infected with a related alphavirus (Sindbis virus) is depleted of vpiRNAs (Chapter 2). Therefore, the molecular mechanism by which Piwi4 exerts its antiviral activity remains to be investigated. Knockdown of Piwi5 and Ago3 in Aag2 cells results in profound decline in vpiRNA expression from dengue virus, but viral replication is not strongly affected (Chapter 3). Whether PIWI depletion in adult mosquitoes causes enhanced arbovirus replication remains to be shown.

Interestingly, in mosquito cells infected with Rift Valley fever virus (*Phlebovirus* genus, *Bunyaviridae* family), vpiRNAs are primarily detected late in infection following a first wave of vsiRNAs. The vpiRNAs vastly outnumber vsiRNAs at 72 hours postinfection (34). These data suggest that vpiRNAs may exert their function primarily late during Rift Valley fever virus infection or during the establishment of a persistent infection.
Similarly, Goic et al. show that ping-pong–amplified piRNAs are present nine days after infection of Ae. albopictus mosquitoes with chikungunya virus, yet that population is not seen at three days postinfection (30). In contrast, mosquitoes infected with dengue virus type 2 show the highest accumulation of vsiRNAs at nine days postinfection, whereas piRNA-sized reads are the dominant population at two days postinfection (32). On the whole, it is currently unclear how differential accumulation of vsiRNAs and vpiRNAs during the course of infection shapes the immune response in mosquitoes. An intriguing possibility is that the ratio of these two classes of small RNAs is important for the transition from an acute defense mechanism to the establishment of a persistent infection.

In line with this idea, Goic et al. have proposed a model through which the mosquito piRNA pathway may regulate tolerance against dengue and chikungunya virus in Aedes mosquitoes during persistent infections (30). Central to the proposed mechanism is the production of piRNAs from a viral DNA form (vDNA) of these cytoplasmic RNA viruses (Figure 3). Unlike retroviruses, these viruses do not encode their own reverse transcriptase necessary for the generation of a DNA form. Instead, it is thought that cDNA production depends on the reverse transcription activity of endogenous retrotransposons, a mechanism that has been demonstrated previously in Drosophila (75). Administration of a reverse transcriptase inhibitor causes reduction of both vsiRNA and vpiRNA levels, suggesting that a viral cDNA form is required for the establishment of effective small RNA responses. Mosquitoes treated with reverse transcriptase inhibitors die faster after virus inoculation without a strong increase in viral loads. Therefore, the authors conclude that the production of viral cDNA is important for tolerance to virus infection (30). Yet, the molecular mechanisms linking vpiRNA production and this tolerance phenotype require further investigation. It is possible that vDNA, either integrated in the host genome or existing as episomal sequences, give rise to aberrant transcripts that are processed into piRNAs. Additionally, genomic integration of vDNA close to transposable elements may favor recognition of vDNA-derived transcripts by the piRNA machinery. Supporting the latter, Non-retroviral Integrated RNA Virus Sequences (NIRVS) present in the genome of Ae. aegypti and Ae. albopictus are mostly proximal to transposable elements (Chapter 5).

Many viruses have developed strategies to evade or interfere with antiviral pathways. For instance, several insect viruses have evolved mechanisms to suppress various steps of the antiviral siRNA pathway (8, 76). Likewise, if the piRNA pathway exerts strong antiviral activity, it is likely that arboviruses have evolved suppressors of piRNA biogenesis and function. Introduction of the gene encoding the Flock House virus B2 protein, an established suppressor of the siRNA pathway, into the chikungunya genome results in a slight decrease of vpiRNA levels (28). Whether this is due to direct interference with the piRNA pathway or to indirect effects (for example, by affecting RNA abundance or accessibility) remains unclear.
piRNAs and endogenous viral elements: heritable immune memory?

The canonical function of piRNAs is to provide heritable immunity against transposable elements. The piRNA machinery is able to adapt to newly acquired transposable elements when these integrate into genomic piRNA clusters. In germ cells, these integration events are heritable and therefore provide an evolutionary benefit. It is an intriguing hypothesis that the piRNA pathway in mosquitoes, besides providing memory of transposon encounters, may establish heritable immunity against circulating viruses.

Strikingly, remnants of cytoplasmic RNA virus genomes are frequently integrated in genomes of host species, thus providing a record of previous virus encounters. These endogenous viral elements (EVE) may contribute to antiviral immunity in both invertebrates and vertebrates. For example, the genome of the ground squirrel accommodates a large number of endogenous bornavirus-like N elements (EBLN), which are commonly integrated in mammalian genomes. Some EBLNs contain intact open reading frames, and expression of the encoded proteins interferes with infection with a related virus. Besides the expression of viral proteins from EBLNs, piRNAs have recently been hypothesized to contribute to the EBLN-mediated immunity in the mammalian germline.

Strikingly, Aedes genomes contain a large number of EVEs, mostly NIRVS, some of which are annotated as protein-coding ORFs in the published genome assembly. PCR-based surveys show that mosquito populations differ in NIRVS content, indicating that NIRVS may be dynamically acquired and stably inherited to the next generation. Intriguingly, mosquito NIRVS are a prominent source of piRNAs. These piRNAs are mostly antisense to the orientation of the putative viral ORFs, suggesting an evolutionary benefit in retaining NIRVS that produce piRNAs with the potential to target cognate viral protein-coding RNA. Yet, the extent to which these NIRVS-derived piRNAs represent a heritable antiviral immune memory needs to be explored.

Interestingly, RNA-mediated antiviral resistance had previously been demonstrated in adult mosquitoes and cells. Expression of genome segments of dengue or La Crosse virus prior to infection with the same viruses interfered with virus replication. Mutagenesis of in-frame start codons in the expressed viral sequence did not alter this resistance phenotype, indicating that it was mediated by RNA. Moreover, the expression of viral sequences provided partial cross-protection, since replication of related viruses but not viruses from a distinct family was inhibited. Similarly, in an attempt to gain siRNA-mediated immunity against dengue virus, Adelman et al. generated clonal C6/36 cell lines harboring a plasmid-encoded inverted repeat to produce dsRNA targeting the dengue prM gene. A highly resistant cell line was obtained, and the authors attributed this resistance phenotype to the production of viral siRNAs. Indeed, production of small RNAs with dengue sequences was shown by...
northern blotting (90). However, later studies found that C6/36 cells are Dicer-2 deficient and therefore incapable of producing siRNAs (26). It is tempting to speculate that the observed dengue resistance was in fact mediated by piRNAs.

Another small RNA-mediated pathway that provides immune memory through integration of foreign genetic information into the genome is the CRISPR-Cas system. In the prokaryotic CRISPR system, short spacer sequences derived from foreign genetic material are incorporated in designated genomic loci. These spacer sequences guide CRISPR-associated (Cas) proteins to exogenous target sequences and as such provide heritable immunity against viruses and plasmids (91). The piRNA pathway has many similarities with the CRISPR system; in both systems, exogenous nucleic acid sequences are found in specific clusters, which produce small RNAs that guide proteins with endonucleic activity to cognate target sequences (24, 45, 92). Despite their obvious similarities, there are also major differences between the two RNA-guided silencing pathways. While in the CRISPR system newly acquired spacers are incorporated in an orderly fashion, incorporation of novel sequences into piRNA clusters depends on retrotransposon activity and appears to be random. Hence, adaptation to new threats is thought to be less efficient in piRNA clusters than in CRISPR loci (77). Nonetheless, the possibility that piRNA clusters may encode a heritable immune memory in vector mosquitoes similar to the prokaryotic CRISPR system is intriguing and solicits further investigation.

vpiRNAs in other host species

Whereas vpiRNAs can be readily detected in Aedes mosquitoes and cell lines, vpiRNAs have thus far not been reported in important blood-feeding mosquito vectors from the Anopheles and Culex genera. The Anopheles gambiae genome encodes, like Drosophila, two orthologs of Piwi/Aub and one copy of Ago3. The Cx. quinquefasciatus PIWI gene family, however, has undergone expansion to seven members (36, 37).

Infection of An. gambiae with o’nyong-nyong virus (Alphavirus genus, Togaviridae family) does not give rise to an abundant population of piRNA-sized small RNAs (93). Yet, in this study, the authors did not analyze additional piRNA features of the small amount of piRNA-sized reads in the sequencing libraries, making it hard to conclusively exclude low-level vpiRNA production. Since related viruses give rise to ping-pong amplified vpiRNAs in Aedes mosquitoes, it would be interesting to investigate whether a ping-pong signature is also present for o’nyong-nyong piRNA-sized reads. This may also provide an explanation for the observed increase of o’nyong-nyong virus upon depletion of Ago3 in An. gambiae mosquitoes (15).

Small RNA deep-sequencing in Cx. pipiens mosquitoes infected with West Nile virus (WNV) or Usutu virus (Flavivirus genus, Flaviviridae family) did not uncover vpiRNAs, whereas vsiRNAs were readily detected (94, 95). Whether this is due to Cx. pipiens being
unable to produce vpiRNAs or the inability of WNV to trigger vpiRNA production is unclear, especially as WNV also failed to induce vpiRNA production in *Ae. albopictus* cells, which are competent in producing vpiRNAs from other flaviviruses. In contrast, Sindbis virus infection of *Aedes* cells gives rise to an abundant population of vpiRNAs ([Chapter 2](#)) yet fails to induce vpiRNA production in *Culex* mosquitoes (Figure 4). Thus, although PIWI gene duplications have occurred both in *Aedes* and *Culex*, only *Aedes* PIWI proteins seem to support efficient vpiRNA biogenesis. A possible explanation for this discrepancy would be that *Culex* PIWI genes are not co-expressed with viral RNA in somatic cells. Alternatively, viral RNA might not be a favorable substrate for *Culex* PIWI proteins. Future research will have to characterize to what extent vpiRNA production is supported in different hematophagous mosquito species.

The piRNA pathway is not frequently studied in insects other than mosquitoes, the silkworm and fruit flies. Nevertheless, PIWI gene duplication and somatic expression of PIWI proteins has been observed in the pea aphid *Acyrthosiphon pisum* ([96](#)). This indicates that there is potential for functional innovation and perhaps viral piRNA biogenesis beyond mosquitoes. Likewise, although PIWI proteins are generally highly expressed in germline tissues in vertebrates, emerging evidence suggests that PIWI proteins may also be expressed in somatic cells including neurons, cancer cells, and stem cells ([97](#), [98](#)). However, it is not yet known whether these somatically expressed PIWI proteins are capable of targeting viral RNA.

**Determinants for the biogenesis of endogenous piRNAs**

Besides producing piRNAs from arbovirus RNA, chapters 4 to 6 describe a versatile collection of endogenous, non transposon-derived piRNAs both in adult *Ae. aegypti*...
mosquitoes and in mosquito cells, amongst which piRNAs from protein coding mRNAs (genic piRNAs). In *Drosophila* genic piRNAs are predominantly derived from 3’ UTR sequences and are dependent on primary biogenesis and rarely undergo ping-pong amplification (99, 100). In contrast, *Ae. aegypti* genic piRNAs are not biased towards the 3’ UTR and are frequently produced from the protein coding sequence. Moreover, several mRNAs generate piRNAs in a ping-pong dependent manner, amongst which the replication-dependent histones, primarily histone H4 (*Chapter 4*). A lowly expressed antisense transcript is the likely source of primary antisense piRNAs that initiate ping-pong amplification.

It is currently unclear why certain mRNAs are specifically licensed or precluded from piRNA biogenesis. Similar to what has been discussed above for vpiRNAs, it is perceivable that special RNA elements akin to piRNA trigger sequences in *Drosophila* direct the piRNA machinery to selected transcripts (73, 74). Alternatively, piRNA-producing genes may be defined by a specific chromatin environment, analogous to dual-strand piRNA clusters in *Drosophila*. These germline specific piRNA loci are characterized by the presence of the Rhino-Deadlock-Cutoff complex (*Chapter 1*), which is responsible for marking precursor transcripts for piRNA production (101-103). Currently, there are no data on the chromatin state or the presence of specific histone modifications at loci of endogenous piRNA production in *Ae. aegypti*. Since formation of heterochromatin is essential for piRNA biogenesis in the fly (101-104), it would be important to investigate the relationship between the chromatin landscape and the piRNA biogenesis machinery in greater detail in vector mosquitoes.

RNA elements or specific features at the chromatin level may also underlie the selective production of a highly abundant piRNA population from the *satDNA1* locus (*Chapter 6*). Our data suggest that transcriptional read-through from a neighboring gene is unlikely to generate the piRNA precursor transcript. Which alternative mechanism recruits the transcription and piRNA biogenesis machineries to *satDNA1*, remains to be shown. Satellite DNA is the major constituent of heterochromatin (105) and perhaps a specific heterochromatin-binding protein, analogous to Rhino in flies (101-103), is required for *satDNA1* expression and the subsequent loading of the piRNA precursor specifically into Piwi4. The function of *satDNA1* is currently unknown but its evolutionary conservation over 200 million years suggests an important role in Culicinae mosquitoes, which includes major vector mosquitoes of the *Aedes* and *Culex* families (*Chapter 6*) (85, 106). A biological function exerted by a unique piRNA sequence may be unexpected, considering that piRNAs normally act as a population of sequences that adapt to and target transposable elements (40, 77, 107). Yet this paradigm has previously been challenged when a single piRNA sequence was discovered to be crucial for sex determination in the silkworm (108).
Dissecting the *Aedes aegypti* piRNA pathway – more protein families, more mechanisms

The powerful genetics toolbox available for *D. melanogaster* has facilitated the discovery of numerous PIWI co-factors that are indispensable for piRNA biogenesis and function (24, 46, 109). Many of these belong to the family of Tudor proteins and accordingly, several mosquito Tudor proteins have been identified that are involved in piRNA biogenesis (Chapter 7). Auxiliary proteins aid in stabilizing RNA and protein interactions, prevent non-specific degradation of RNAs, and help funnelling specific RNA precursors into the different branches of the piRNA pathway. The latter is probably best exemplified by the dynamic association of silkworm Siwi with its co-factors Vasa, Spindle-E and Qin (110). In a complex with Spindle-E and Qin, Siwi functions in primary piRNA biogenesis whereas binding to Vasa is required for efficient piRNA amplification in the ping-pong loop. Qin/Kumo also prevents Ago3 bound piRNA precursors from becoming Piwi-bound piRNAs during piRNA phasing in *Drosophila* (64), providing another example of a PIWI co-factor that aids in selecting piRNA precursors for specific PIWI proteins. Interestingly, the *Ae. aegypti* Tudor protein AAEL012441 is required for vpiRNA biogenesis but has almost no effect on the production of transposon and histone H4 piRNAs, suggesting that sorting mechanisms exist that can discriminate the origin of the piRNA precursor (Chapter 7).

Besides PIWI and Tudor proteins, a number of additional protein families such as RNA helicases, nucleases or protein chaperones are active in the *Drosophila* piRNA pathway (24, 46, 109) and almost nothing is known about their involvement in piRNA production in mosquitoes. Zucchini, a core enzyme in the primary biogenesis pathway and during piRNA phasing (47-49) also awaits genetic identification in *Aedes*. Recent analyses of transposon and viral piRNAs in Aag2 cells indicated that their 3’ end is generated, at least partially, by an endonuclease with a preference for cleaving upstream of Us, comparable to Zucchini (unpublished observations). Whether piRNA 3’ end cleavage by a putative Zucchini ortholog also triggers piRNA phasing, as in flies, is thus far unclear. Similarly, it is currently not known whether a nuclear branch of the piRNA pathway exists in mosquitoes that could silence expression of transposons, NIRVS, or genes targeted by piRNAs at the transcriptional level.

For the genetic and biochemical dissection of the piRNA pathway, mosquito cells are a powerful tool (111). *Ae. aegypti* Aag2 cells fully recapitulate primary and secondary piRNA biogenesis and they express the PIWI proteins that are also expressed in somatic tissues of adult mosquitoes (39). Mosquito cells are experimentally more amendable than adult mosquitoes, especially for screening purposes. In particular, loss-of-function mutants of piRNA pathway components may cause sterility in mosquitoes, significantly impeding genetic studies *in vivo*. Also for investigating the *Drosophila* piRNA pathway, the value of cell lines that support both primary and secondary biogenesis pathways...
has been appreciated. Recently, an ovarian somatic sheet cell line, which normally only produces Piwi-dependent primary piRNAs was genetically engineered to also support ping-pong amplification (112). Besides being fully piRNA competent, Aedes cell lines can be infected with important human arboviruses including dengue and chikungunya (111), making them excellent model systems to dissect the mosquito piRNA pathway and its interactions with arboviruses. The advent of genome editing technologies for vector mosquitoes makes it possible, at least for mutants that do not cause lethality or sterility, to investigate the relevance of findings obtained in cell culture in vivo (113, 114).

The piRNAs pathway – a potential target for transmission control strategies?
In order to qualify as competent vectors for arboviruses, mosquitoes need to take up virus in a blood meal, support virus amplification in secondary organs, and horizontally transmit virus particles to naive hosts (Chapter 1) (115, 116). Insights into the immune pathways that modulate vector competence are crucial to understand or predict arbovirus transmission by mosquitoes and to develop novel transmission-blocking strategies (117). Genetic approaches that seek to introduce a heritable trait that reduces vector competence into a mosquito population are currently developed (117, 118). Most commonly, genetically modified insects that do not sufficiently support virus uptake, growth or transmission are released into a target area to spread this modification while reproducing. An alternative strategy aims at reducing the size of mosquito populations near human dwellings by introducing genetic traits that cause lethality or sterility (118). A prominent example is the release of sterile males carrying a genetic modification that causes death of the offspring, thereby affecting the number of competent vectors in the target area (119). Over time, these traits, especially those that cause lethality and sterility, are prone to disappear from the population since no progeny will emerge that carry the modification. Also heritable traits that aim at reducing vector competence are likely outcompeted in wildtype populations, since only a minority of mosquitoes is infected with arboviruses and infections usually have little or no impact on mosquito fitness (4). Therefore, on the population level, the fitness costs likely associated with carrying the genetic modification outweigh the benefit of enhanced virus resistance or lower tolerance (120, 121). Repeated releases of modified insects are thus required to retain the new genetic trait at high frequency in the population. In contrast, strategies that employ the autonomous spread of ‘selfish’ transgenes aim for indefinite persistence of a genetic modification. In its most invasive form, these so called gene-drive systems favor the replacement of the wildtype allele by the new genetic trait in the mosquito germline, creating homozygous transgenic insects at a frequency that is higher than predicted by Mendelian inheritance (122, 123). Their autonomous and potentially uncontrolled spread makes gene-drive strategies more controversial and risky to implement (118, 124).
Whether the *Aedes* piRNA pathway is a relevant target for genetic transmission blocking strategies remains to be carefully investigated. We are currently lacking fundamental knowledge on how the different classes of endogenous and viral piRNAs influence vector competence. It remains an intriguing observation that the largest expansion of the piRNA pathway has happened in the major arboviral vector mosquitoes of the *Aedes* and *Culex* genera (36, 37). Moreover, the genomes of *Ae. aegypti* and *Ae. albopictus* have the highest number of piRNA producing NIRVS ([Chapter 5](#)) and both *Aedes* and *Culex* genera encode the piRNA producing *satDNA1* locus ([Chapter 6](#)). In contrast, most *Anopheles* mosquitoes have three, in some species four, PIWI orthologs (36), NIRVS are rare, and *satDNA1* is absent from the genome. Currently, only one arbovirus, *O’nyong-nyong virus*, is known to be transmitted by *Anopheles* mosquitoes (15, 125), whereas *Aedes* and *Culex* mosquitoes are competent vectors for a much larger number of arboviruses including the most important human vector-borne pathogens (1-3). It is an intriguing possibility that the expansion of the piRNA pathway and/or the accumulation of specific viral or endogenous piRNAs have contributed to the increase in vector competence in *Culex* and *Aedes* mosquitoes. Whether the piRNA pathway modulates vector competence in these species is an important question to address in the future. The work presented in this thesis has shed the first light on the mechanisms that underlie the production of host and viral piRNAs in the major arboviral vector *Ae. aegypti*. These insights will be beneficial for future studies aiming at elucidating the role of the piRNA pathway in vector competence and arbovirus transmission.

**Open questions**

Despite the progress in our understanding of vpiRNA biogenesis and function, many important questions remain: (i) Which mosquito species are capable of producing vpiRNAs and which viruses elicit a piRNA response? In relation to these questions, future research should investigate to what extent the piRNA pathway determines vector competence and the specificity of arboviruses for certain mosquito species. (ii) What is the composition of macromolecular complexes required for piRNA production from various RNA sources? It is of particular importance to investigate which PIWI proteins are required for piRNA production from different arboviruses as well as from transposons and other endogenous sources. Also, the contribution of additional protein families to piRNA biogenesis and function warrants investigation. (iii) What is the role of the mosquito piRNA pathway in mediating resistance to and tolerance for arbovirus infections? (iv) What is the contribution of NIRVS to antiviral immunity and immune memory in mosquitoes? (v) Have arboviruses developed strategies to evade or interfere with the piRNA pathway? (vi) What are the determinants at the RNA and chromatin level that define vpiRNA hotspots and endogenous loci of piRNA production? (vii) How widely does somatic piRNA expression occur across the tree of life, and has piRNA-
mediated gene silencing acquired additional functions beyond transposon control in other animal species? Somatic piRNA biogenesis in *Aedes* mosquitoes, in particular the production of vpiRNAs, shows that the piRNA pathway is much more versatile than previously anticipated. It remains to be seen how many more surprises PIWI proteins have in store when we take a closer look at this fascinating pathway in other species.
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ABSTRACT

MicroRNAs (miRNAs) are a ubiquitous component of gene regulatory networks that modulate the precise amounts of proteins expressed in a cell. Despite their small size, miRNA genes contain various recognition elements that enable specificity in when, where and to what extent they are expressed. The importance of precise control of miRNA expression is underscored by functional studies in model organisms and the association between miRNA mis-expression and disease. In the last decade, identification of the pathways by which miRNAs are produced, matured and turned-over has revealed many aspects of their biogenesis that are subject to regulation. Studies in viral systems have revealed a range of mechanisms by which viruses target these pathways through viral proteins or non-coding RNAs in order to regulate cellular gene expression. In parallel, a field of study has evolved around the activation and suppression of antiviral RNA interference (RNAi) by viruses. Virus encoded suppressors of RNAi can impact miRNA biogenesis in cases where miRNA and small interfering RNA (siRNA) pathways converge. Here we review the literature on the mechanisms by which miRNA biogenesis and turnover are regulated in animals and the diverse strategies that viruses use to subvert or inhibit these processes.

INTRODUCTION

Small RNA classification

The specific recognition of nucleic acid sequences by ribonucleic-protein complexes (RNPs) is central to transcriptional and post-transcriptional gene regulation. Small RNAs are incorporated into many RNPs in order to mediate the specific recognition of target nucleic acids through Watson-Crick base-pairing. Different classes of small RNA continue to be discovered, including some that are specific to plants or animal lineages, reviewed in (1, 2). There are three major classes in animals: microRNAs (miRNAs), short interfering RNAs (siRNAs), and piwi-interacting RNAs (piRNAs). These classes differ in their origin and biogenesis, the proteins with which they interact, the mechanism of action of the RNP in which they are contained, and the nature of their targets. MiRNAs are derived from single-stranded (ss) RNAs that fold back on themselves into stem-loop structures. Endogenous siRNAs originate from double-stranded (ds) RNA precursors that result from convergent bi-directional transcription, inverted repeat regions in structured RNA, or base-pairing between protein-coding genes and pseudogene-derived antisense transcripts. The detailed mechanism(s) of piRNA biogenesis remains somewhat elusive, but the primary piRNAs originate from single-stranded precursor RNAs and are only found in animals, and specifically in the germline (3). Each class of small RNA binds to a member of the Argonaute (Ago) family of proteins: siRNAs and miRNAs associate with the Ago clade, whereas piRNAs associate with the Piwi clade, reviewed in (4). The Ago protein bound to the small RNA comprises the RNA-induced silencing complex (RISC) that mediates the degradation or translational repression of target mRNAs.
complex (RISC). There is increasing diversity in the mechanisms by which RISCs function and in the genes they target (5). RISCs containing miRNAs are found throughout the eukaryal domain and primarily target messenger RNAs (mRNAs), causing the inhibition of translation and/or de-adenylation and degradation of the mRNAs, reviewed in (6). Recognition of the mRNA target does not require perfect complementarity with the miRNA and is generally dictated by the “seed region” within the 5’ terminal region of the miRNA (nucleotides 2-8), reviewed in (7). Based on this low sequence requirement for recognition, each miRNA is predicted to target several hundred genes. The majority of human protein-coding genes have miRNA binding sites that are maintained under selective pressure (8).

miRNAs in hosts and viruses

Based on the large number of genes targeted by miRNAs, together with the ability of miRNAs to operate synergistically with one another, these small RNAs are involved in regulating numerous aspects of cellular biology including proliferation, tumorigenesis, metabolism, differentiation, development, apoptosis, and innate and adaptive immune responses, reviewed in (9-14). Viruses have evolved to exploit and manipulate these same cellular pathways. Therefore, it is not surprising that they use the miRNA pathway to do this, either by encoding their own miRNAs, or encoding molecules that activate or inhibit cellular miRNA expression. Seven different virus families have been reported to encode miRNAs or miRNA-like molecules: herpesviruses, polyomaviruses, adenoviruses, baculoviruses, an ascovirus, a retrovirus, reviewed in (15), and recently a falvivirus (16). Analysis of a wide range of RNA viruses failed to identify viral miRNAs (17), apart from the identification of miRNAs in bovine leukemia virus (BLV), a retrovirus that replicates in the nucleus (18) and the identification of a miRNA-like species in West Nile virus, a cytoplasmic RNA virus that encodes a stem-loop structure in its 3’UTR (16). In the latter study the small RNA was detected in infected mosquito cells but not infected mammalian cells, raising the question of how biogenesis factors differ in the two animals. There have been several reports, some controversial, suggesting that additional retroviruses may encode miRNAs (19-21) but it remains unclear if this strategy would be advantageous to cytoplasmic RNA viruses (17). However, both DNA and RNA viruses can modulate the expression of host miRNAs to enhance replication or facilitate the progression through their life cycles, reviewed in (22).

Given the intricate role of miRNAs in regulating cell biology, it is not surprising that miRNA expression is subject to various levels of regulation, which viruses can also exploit. miRNA biogenesis encompasses a series of sequential processing steps to convert the primary miRNA (pri-miRNA) transcript into the biologically active, mature miRNA (Figure 1), reviewed in (1, 5). Following transcription, the pri-miRNA is cleaved by the RNase III-like enzyme Drosha in the nucleus (23) to generate a ~60-70 nt precursor
Figure 1. Schematic overview of microRNA biogenesis and regulation in animals. (A) The canonical biogenesis pathway. Pri-miRNAs are transcribed in the nucleus by Polymerase II with a cap (m7G, 7-methylguanosine-cap) and poly A tail. The pri-miRNA can harbour a single pre-miRNA or a cluster of pre-miRNAs; the mature miRNA sequence is depicted in red. Cleavage of the pri-miRNA occurs in the nucleus by the Microprocessor complex, composed minimally of Drosha and DGCR8, which interact with helicases p68 and p72. The pre-miRNA is then exported through the nuclear pore complex into the cytoplasm where the stem is cleaved by Dicer, supported by TRBP or PACT. The miRNA/miRNA* duplexes are loaded into the Ago protein within RISC, where one of the strand is preferentially retained; this complex contains an Ago protein and GW182, which is required for gene silencing. (B) Regulation of pri-miRNA cleavage. Proteins can either positively (green) or negatively (red) influence cleavage of pri-miRNAs by Drosha, based on direct interactions with the pri-miRNA or interactions with auxiliary proteins p68/p72 (indicated by arrows). Factors depicted in both green and red can behave as positive or negative regulators depending on the identity of the miRNA and the presence of other factors. Mature miRNAs can also regulate pri-miRNA processing through interactions downstream of the stem-loop: let-7 promotes processing of pri-let-7 whereas miR-709 inhibits processing of pri-miR 15/16. (C) Regulation of pre-miRNA export. Two viral non-coding RNAs inhibit miRNA translocation to the cytoplasm: VA1 competes with endogenous pre-miRNAs for binding to Exportin-5 whereas the viral miRNA, Bmpv-miR-1, regulates export indirectly (dotted line) by targeting RanGTP. (D) Regulation of pre-miRNA export.
miRNA (pre-miRNA). The pre-miRNA is then exported into the cytoplasm (24) and processed into a ~22 nt duplex by the RNase III-like enzyme Dicer (25-29). One strand of this duplex is then loaded into RISC which is comprised of at least one Ago protein (30, 31) and GW182, a glycine-tryptophan repeat containing protein required for gene silencing (32). Each stage in the miRNA biogenesis pathway is subject to regulation. Here we summarise the current literature on the regulation of miRNA biogenesis and turnover and detail the mechanisms by which viruses exploit or manipulate these processes. We focus primarily on animal miRNAs, but highlight some common and distinct properties of plant miRNAs, which evolved separately (33).

**Regulation of miRNA transcription**

The first regulatory layer governing miRNA abundance occurs at the stage of transcription of the pri-miRNA. The stem-loop structures from which miRNAs are derived are disseminated throughout the genome, either within intronic sequences of protein-coding genes, within intronic or exonic regions of noncoding RNAs, or set between independent transcription units (intergenic). The majority of intronic miRNAs are transcribed from the same promoter as the host gene leading to a strong correlation of mRNA and miRNA expression. However, approximately one third of intronic miRNAs are transcribed from independent promoters, enabling separate control of their transcription (34-36). Most pri-miRNAs are transcribed by RNA polymerase II (Pol II) (37), however, a subset of miRNAs, including viral miRNAs, are transcribed by Pol III (35, 38-40). Like mRNAs, Pol II-derived pri-miRNAs are poly-adenylated at their 3' end and bear 7-methyl-guanosine caps at their 5' end (37). The promoters of pri-miRNAs also contain CpG islands, TATA box sequences, initiation elements and certain histone modifications, indicating potential for regulation by transcription factors (TFs), enhancers, silencing elements and chromatin modifications (9, 35). Therefore, many of the properties dictating the transcriptional regulation of miRNAs are the same as those regulating protein-coding genes. Following transcription, the stem-loop sequence of the pri-miRNA is recognized by a series of enzymes that orchestrate a tightly controlled maturation process.

**Pri-miRNA cleavage by the Microprocessor**

In the canonical pathway, the pri-miRNA is cleaved in the nucleus by the RNase III enzyme Drosha into a ~ 60-70 nt pre-miRNA. Cleavage by Drosha requires the co-factor DGCR8 (DiGeorge critical region 8), also known as Pasha (41). Together these two proteins...
comprise the minimum components of the Microprocessor complex (Figure 1B). DGCR8 functions at least in part by binding to the junction between single-stranded and double-stranded regions of the pri-miRNA and directing Drosha to cleave approximately 11 bp downstream of this junction (42), generating products with 2 nt 3’ overhangs. It is thought that cleavage of the pri-miRNA by Drosha occurs co-transcriptionally along with splicing (43, 44), supported by the fact that Drosha co-localizes to sites of active transcription (45). Processing of a pri-miRNA into a pre-miRNA can be regulated by a variety of protein co-factors that are either recruited to the Microprocessor through protein-protein interactions or through direct interactions with the pri-miRNAs.

Regulation of pri-miRNA processing by proteins that interact with the Microprocessor
Many proteins have been identified that interact with Drosha, including the DEAD-box helicase proteins p68 (also known as DDX5) and p72 (DDX17) (41). These helicases facilitate processing of nearly one-third of pri-miRNAs, according to studies with p68/p72 knock-out mice (46). In some cases they do this by mediating interactions of TFs with the Microprocessor. A well-characterized example is the stimulation of maturation of specific pri-miRNAs by SMAD proteins, which are TFs induced upon stimulation with tumour growth factor β (TGF-β). SMAD proteins associate with p68 to enhance processing through binding a consensus sequence in pri-miRNAs that strongly resembles the DNA SMAD-binding element (Figure 2) (47-49). Other TFs that regulate processing include the tumour suppressor p53, which promotes pri-miRNA processing via interaction with p68 (50) and ERα (estrogen receptor α), which the processing of specific pri-miRNAs via interactions with p68/p72 (51). Another tumour suppressor, BRCA1 (breast cancer susceptibility gene 1), also associates with Drosha, p68, SMAD3 and p53 to accelerate processing of specific pri-miRNAs associated with cancer (52). In contrast to the SMAD-regulated miRNAs, no consensus sequence has been identified within the miRNAs regulated by these TFs and the mechanisms underlying specificity in their regulatory functions are unknown. In addition to p68/p72, NF90 and NF45 (nuclear factor 90 and 45) also associate with the Microprocessor (41) and can inhibit processing of several miRNAs, including let-7 family members (53). Other proteins that associate with Drosha and positively regulate processing include the multifunctional protein SNIP1 (SMAD-interacting protein) (54) and ARS2 (Arsenite- resistance protein 2) (55, 56). However the precise mechanisms by which these multi-functional proteins influence biogenesis are unclear.

Regulation of pri-miRNA processing by recognition of the stem-loop sequence or structure
Comparative analysis of pri-miRNA sequences suggests that 14% of human pri-miRNAs have conserved nucleotides in their terminal loops, which may relate to interactions with regulatory proteins (57). One of the first proteins identified to operate in this way was hnRNP-A1 (heterogeneous nuclear ribonucleoprotein A1), which binds to the terminal loop and stem of pri-miR-18a and facilitates processing by alteration of the stem structure.
(57, 58) (Figure 1 and Figure 2). Interestingly, this protein can also interact with pri-let-7a, but in this case it negatively regulates processing (59). The inhibitory effect appears to result from competition between hnRNP-A1 and KSRP (KH-type splicing regulatory protein), which both bind to the loop of pri-let-7a. KSRP regulates only a subset of miRNAs and recognition has been proposed to derive from 2 or 3 sequential guanidines in the loop sequences (60) (Figure 1B and Figure 2). Interestingly, KSRP activity is modulated through its phosphorylation state in response to different stimuli and provides a link between PI3K/AKT signalling and miRNA processing (61, 62) (Figure 1B and Figure 2). Other RNA-binding proteins that interact with pri-miRNAs and promote their biogenesis include TDP-43 (TAR DNA-binding protein-43) (63) and the serine/arginine-rich SR protein SF2/ASF. The SF2/ASF protein binds to a motif in the stem of pri-miR-7 and has been proposed to alter the structure as observed for HnRNP-A1 (64). Interestingly, miR-7 targets the 3’UTR of SF2/ASF, providing a negative feedback loop that may be important for controlling the steady-state expression level of this miRNA (64).

A key protein involved in regulating multiple aspects of miRNA biogenesis is Lin28 (abnormal cell lineage factor 28), which was originally discovered as a heterochronic gene regulating developmental timing in worms (65). Lin28 can inhibit both pri-let-7 processing (66-68) and pre-let-7 processing (69-74) and recognition is mediated by the primary sequence and structure of the terminal loop (Figure 2) (75). Two Lin28 paralogs are present in mammals, Lin28A and Lin28B. Lin28A is predominantly cytoplasmic whereas Lin28B contains nuclear localisation signals and accumulates in the nucleolus. It has been proposed that Lin28B blocks let-7 processing by sequestering pri-let-7 miRNAs in the nucleoli away from the Microprocessor (68), suggesting a new mechanism by which other RNA-binding proteins might inhibit pri-miRNA biogenesis.

**Regulation of pri-miRNAs by other miRNAs**

A recent study by Zisoulis and colleagues demonstrates the pri-let-7 processing is also regulated by mature miR-let-7 (76), providing the first example of a direct auto-regulatory loop for let-7 biogenesis. In *C. elegans*, the ALG-1 (Argonaute-like protein-1) binds to a specific site at the 3’ end of the pri-let-7 and thereby promotes processing of the pri-miRNA. The interaction between ALG-1 and pri-let-7 is mediated by mature let-7 through a conserved site in the pri-miRNA transcript (Fig. 1B, Fig. 2). Immunoprecipitation of Ago proteins in human cells also suggests an interaction with pri-let-7, though it is not clear if this is mediated by a miRNA (76). Interaction between a mature miRNAs and a pri-miRNA can also have inhibitory effects on processing (Fig. 1B, Fig. 2). For example, miR-709 binds to a stretch of 19 nt in the sequence of pri-miR-15a/16-1, preventing pri-miRNA processing, leading to reduced levels of mature miR-15a/16-1 (77). The factors underlying nuclear localisation of miR-709 remain unknown but this appears to be associated with apoptotic stimuli, and may be a dynamic mechanism for altering
miR-15a/16 levels in response to external signals. Transfection of a miR-709 mimic into cells results in nuclear localisation of the synthetic RNA, indicating that the localisation signal is contained within the mature miRNA sequence. Nuclear localisation of miRNAs was first reported in a study showing that a hexanucleotide element within the mature miRNA sequence of miR-29b directs its nuclear transport (78). However, this element is not present in miR-709 and the mechanism of nuclear transport is unknown. It appears that miR-709 and its binding site in pri-miR-15a/16 have co-evolved recently, as they are both only present in mouse (77). Further analyses are required to understand the breadth of regulation of pri-miRNAs by mature miRNAs and whether this relates to the nuclear localisation of Ago proteins that has been reported previously (79).

**The Drosha-DGCR8 regulatory loop and additional substrates of the Microprocessor**

Regulatory feedback loops are thought to be a key feature of how miRNAs function in biological systems; for example, miRNAs that are induced by Toll-like receptor signalling target genes in this pathway, thereby dampening the inflammatory response (80). The miRNA biogenesis machinery is also subject to regulation by feedback loops, as observed for the Drosha-DGCR8 complex (81-83). DGCR8 stabilizes Drosha protein in the microprocessor complex and the Microprocessor complex in turn cleaves hairpin structures embedded in the 5' UTR of DGCR8 mRNA, leading to degradation of the
DGCR8 transcript. This auto-regulatory loop is postulated to be critical to maintain the appropriate balance between the levels of the Drosha-DGCR8 complex and its substrates: when the Drosha-DGCR8 complex expression level is too low there is suboptimal miRNA processing; when the Drosha-DGCR8 complex expression level is too high, cleavage of non-miRNA substrates such as mRNAs may occur. Barad et al. propose that efficient miRNA processing and minimal off-target cleavage is obtained only for a narrow range of microprocessor concentration values (84). These studies also suggest that, apart from miRNA processing, the microprocessor might play roles in mRNA stability control (83). Consistent with this, HITS-CLIP analysis identified hundreds of mRNAs bound to DGCR8, including DGCR8 mRNA (85). This study further demonstrated that cleavage within exonic cassettes can influence ratios of alternative spliced isoforms, suggesting complex roles of the Microprocessor in various modes of gene regulation. A viral mRNA was also shown to be regulated by Drosha in KSHV: the KapB (Kaposin B) mRNA includes two pre-miRNAs in its 3′ UTR and excision of these by Drosha alters the stability of the mRNA, thereby reducing KapB protein expression (86). This mode of regulating viral gene expression during lytic or latent infection could represent an alternative function of viral miRNAs, where their processing serves a purpose, rather than (or in addition to) their activities in gene silencing.

**Regulation of pre-miRNA export**

Once produced, the pre-miRNA is translocated to the cytoplasm through the nuclear pore complex by Exportin-5, which requires the co-factor RanGTP (Fig. 1) (24, 87, 88). Structural analyses suggest that the length of the double-stranded stem and presence of 3′ overhangs are important for Exportin-5 recognition (1, 89). Interestingly, Exportin-5 interacts with the RNA-binding protein NF90, also known as ILF-3 (interleukin enhancer-binding factor 3), (90), which is found in the Microprocessor complex (41). It is possible that there is coordination between pri-miRNA cleavage and export but this has not been examined. Exportin-5 also shuttles tRNAs and other abundant RNAs to the cytoplasm and several studies suggest that export of pre-miRNAs can be regulated by these RNAs through competition. For example, Adenovirus produces a ~160 nt hairpin RNA (VA1 in Figure 1C) that binds to Exportin-5 and inhibits nuclear export of pre-miRNAs (91). Over-expression of short hairpin RNAs (shRNAs) in animals can also be toxic due to saturation of Exportin-5 and subsequent inhibition of pre-miRNA export (92). Interestingly, Exportin-5 was also reported to interact with Dicer mRNA and high levels of pre-miRNAs or other Exportin-5 substrates can lead to accumulation of Dicer mRNA in the nucleus, providing another feedback loop for regulating the miRNA biogenesis factors (93). The insect virus *Bombyx mori* nucleopolyhedrosis virus (BmNPV) also negatively regulates nucleocytoplasmic transport of miRNAs by encoding a viral miRNA that targets RanGTP (94), although the functional relevance of this is not yet known.
Regulation of pre-miRNA processing: proteins and RNA motifs involved

Dicer-mediated processing of pre-miRNAs is subject to regulation by co-factors that interact with Dicer and RNA-binding proteins that recognize RNA elements within the pre-miRNAs. The Dicer protein alone can catalyse the cleavage of pre-miRNA, however, the specificity of cleavage is enhanced by TRBP and PACT (104). Binding of TRBP and PACT also stabilizes Dicer and knockdown of TRBP and PACT reduces mature miRNA levels (99, 101). TRBP also provides a link between MAPK (mitogen-activated protein kinase) signalling and miRNA processing since it is phosphorylated by Erk (extracellular signal regulated protein) (105). The phosphorylated form of TRBP is more stable and leads to increased levels of many growth-promoting miRNAs in HEK293 cells and also causes a decrease in let-7 members. The mechanism for differential effects of phosphorylated TRBP on individual miRNAs is not yet clear (105).

The best-studied regulator of pre-miRNA processing by Dicer is Lin28 (Figure 1D). Lin28A, the cytoplasmic isoform, binds a tetra-nucleotide sequence motif (GGAG) in the terminal loop of let-7 precursors and recruits TUT4 (terminal uridylyltransferase-4, also known as ZCCHC11), which adds an oligo U-tail to pre-let-7. This U tail blocks Dicer processing and mediates decay of pre-let-7, presumably through recruitment of 3′ to 5′ exonucleases (73, 106). Lin-28A-dependent uridylation has also been observed for several other pre-miRNAs that contain the GGAG motif in their terminal loops, including miR-107, miR-143 and miR-200c (106, 107). Kim and colleagues have recently shown that TUT4, as well as TUT2 and TUT7, can also add a single uridine to the 3′ end of a specific set of pre-miRNAs (termed “group 2” pre-miRNAs), which is independent of Lin28A. Up to 30% of pre-let-7 family members have an untemplated uridine at the 3′ end in cells not expressing Lin28A (107, 108). The pre-miRNAs that are modified lack a classical 2nt 3′end overhang, such that monouridylation results in the 2′nt overhang and thereby improves processing by Dicer (108).

Like Lin28, KSRP and TDP-43 are also involved in both pri- and pre-miRNA processing but they serve to promote, rather than inhibit, processing (Figure 1B, 1D) (60, 63). These findings suggest that the terminal loop is an important platform for both “activators” (for example, hnRNP A1, KSRP and TDP-43) and “repressors” (for example, Lin28) to modulate miRNA levels and thereby gene regulation, reviewed in (109). There also appears to be some interplay between the activators and repressors. For example, the RNA binding protein MBNL1 (muscleblind-like splicing regulatory protein 1) binds to pre-miR-1 through recognition of a UGC motif that overlaps with a binding site for Lin28 (Figure 2), such that MBNL1 binding blocks Lin28-mediated oligouridylation and subsequent degradation of pre-miRNA-1 (110). Similar competition is seen with the mammalian immune regulator MCPIP1 (monocyte chemoattractant protein induced protein-1) and Lin-28: MCPIP1 is a ribonuclease that inhibits miRNA biogenesis by competing with Dicer for the cleavage of the terminal loop of pre-miRNAs. Addition of
Lin28 abolishes MCPIP1-mediated cleavage \textit{in vitro}, presumably through competition for binding to the terminal loop (111). Other negative regulators of processing might also stabilize pre-miRNAs against degradation, but it is not clear if this is one of their functions \textit{in vivo}. Recently Kouzarides’s group showed that Dicer processing can also be regulated by methylation of the 5’ end of the pre-miRNA by the human RNA-methyltransferase, BCDIN3D (112). BCDIN3D adds two methyl groups to the 5’ phosphate of pre-miR-145 \textit{in vitro} and \textit{in vivo}; since Dicer specifically recognizes the 5’ monophosphate (113), this modification inhibits processing (Figure. 1D). A noncoding RNA in \textit{C. elegans} was also shown to inhibit pre-miRNA processing: the ~800 nt noncoding RNA, rnc-1 (RNA noncoding, starvation up-regulated), competes with endogenous dsRNAs for binding to Dicer or accessory dsRBD proteins (114) (Figure. 1D). The VA RNAs in Adenovirus have also been shown to operate as competitive inhibitors for Dicer processing of pre-miRNA (91, 115), in addition to their inhibitory effects on Exportin 5.

Other viruses also inhibit this step in miRNA biogenesis. For example, Vaccinia Virus (VACV) infection leads to a drastic reduction in Dicer protein expression and a concomitant defect in pre-miRNA processing. The mechanism by which the virus abrogates Dicer expression remains unclear (116). The human herpesvirus Epstein-Barr virus (EBV) influences Dicer processing through a more subtle mechanism: the viral-encoded miRNA miR-BART6-5p targets human Dicer mRNA (117); it is expected that this could form a feedback loop to regulate the level of viral miRNAs. The host-encoded let-7 also regulates Dicer levels through target sites in the coding sequence, suggesting that feedback loops for controlling miRNA biogenesis may be inherent to miRNA homeostasis (118), which viruses can exploit.

\textbf{Regulation of miRNA expression by Argonaute proteins}

MiRNAs function in partnership with Ago proteins, and a number of studies suggest that expression levels of miRNAs are tied to the expression levels of Agos. For example, ectopically expressed Ago proteins (Ago1–4) enhance expression of miRNAs under conditions where the miRNAs saturate the endogenous machinery (119), and endogenous miRNAs are reduced in mouse embryonic fibroblasts from Ago2-knockout mice (120). Ago proteins are also subject to various levels of transcriptional and post-transcriptional regulation that might therefore influence miRNA expression. For example, the expression level of the Ago2 protein is specifically up-regulated in breast cancer cells lacking ERα which is dependent on EGFR/MAPK signalling pathway and leads enhanced miRNA activity (121). Ago2 can also be phosphorylated within the RNA binding pocket, which inhibits small RNA binding and is expected to thereby influence miRNA stability (122). In addition to its role in miRNA stabilization, Ago2 has also been shown to catalyse an alternative pre-miRNA processing event (120). Cleavage occurs within the 3’ arm of a pre-miRNA such that only the small RNA generated from the 5’ arm can be functional.
The relevance of this alternative processing pathway remains elusive, but it may play a role in passenger strand dissociation for hairpins with a high degree of complementarity, where this might otherwise be inefficient (120).

**Non-canonical pathways of biogenesis: breaking the rules**

In addition to the canonical biogenesis pathway, some miRNAs are processed by Drosha-independent and Dicer-independent pathways (Figure 3) (123). Studies of viral-encoded miRNAs in particular illuminate a range of non-canonical possibilities. For example, murine γ-herpesvirus 68 (MHV68) expresses its miRNAs in the same Pol III primary transcripts as the viral-encoded tRNAs (39, 40). The pre-miRNAs are generated following cleavage by RNase Z and are subsequently processed by Dicer, thus bypassing the Microprocessor complex (124). The retrovirus BLV also encodes Pol III-dependent pre-miRNA-like species that bypass Drosha cleavage and are subsequently processed by Dicer. Importantly, this mechanism provides a route for viral miRNA biogenesis that does not result in cleavage of the retroviral genomic RNA (18). A miRNA-like species was also recently reported in West Nile virus (a cytoplasmic RNA virus) (16) and several reports have shown that artificial miRNAs engineered into RNA viruses are processed to a detectable level (125-127). However, the mechanism(s) for biogenesis of these viral RNAs are not reported. Another alternative processing pathway has been described for miRNAs encoded by Herpes Virus Saimiri (HVS). These miRNAs are derived from the same Pol II transcripts that encode another class of viral noncoding RNA, HSURs (H. saimiri U-rich RNAs), which resemble small nuclear RNAs (snRNAs). The pre-miRNAs are located directly downstream of the 3’ end processing signals of HSURs and processing of the viral miRNAs does not require the Microprocessor (128). Rather, the 5’ ends of the viral pre-miRNAs are produced by the Integrator, a nuclear complex of 12 proteins that associates with Pol II and is required for HSUR biogenesis. As in the canonical miRNA biogenesis pathway, HVS pre-miRNAs require Exportin-5 for transit to the cytoplasm, where they are processed by Dicer. An Integrator-dependent mechanism has not been reported for biogenesis of endogenous miRNAs. However a range of reports suggest other mechanisms by which RNAs can be processed into miRNA-like species without a requirement for Drosha. For example, some miRNAs are derived from “mirtrons”, which are generated by splicing and debranching of short hairpin introns (Fig. 3) (129, 130). The 5’ and 3’ ends are defined by donor and acceptor splice sites, but in some cases include additional unstructured tails (131, 132). The biogenesis of 3’-tailed mirtrons in *Drosophila* was recently reported to utilize the RNA exosome, the major 3’-5’ exoribonuclease in eukaryotes (133). Indeed, there is increasing overlap in the factors involved in miRNAs biogenesis and other RNA processing pathways. The list of RNAs that feed into the miRNA biogenesis pathway is also increasing: snoRNAs (small nucleolar RNAs), tRNAs and endogenous shRNAs can be processed by Dicer into small RNA fragments that then mediate gene silencing (131, 134-136).
Dicer is generally considered essential for the biogenesis of miRNAs, but at least one highly conserved miRNA, miR-451, is produced by a Dicer-independent mechanism in human, mouse and zebrafish (137-139). The mature miRNA maps to the stem as well as loop sequence of the pre-miRNA and directly binds to Ago proteins (Figure 3B). Ago1 and Ago3 can actively load pre-mir-451 but only Ago2 can process the miRNA since this requires the endonuclease activity (140). To date, no other Dicer-independent miRNAs have been identified and the specific features that dictate routing to Dicer versus Ago are under investigation (140). A recent report showed that pre-miRNAs could be designed to be processed by Ago2 as well as Integrator, eliminating the need for either Drosha or Dicer and opening up the possibility that such pathways could exist naturally (141).

**Figure 3. Alternative miRNA biogenesis pathways in animals and viruses**

(A) Drosha-independent biogenesis. Pre-miRNAs are co-transcribed with tRNAs in Pol III transcripts in MHV68 and bypass processing by Drosha. Pre-miRNA like miRNAs in HVS are derived from the same Pol II transcripts as HSURs and require the Integrator for generation of their 5’ ends. Cellular miRNAs termed mirtrons also do not require Drosha: they are Pol II transcripts that are excised by splicing and linearized by lariat debranching; tailed mirtrons require further 5’ or 3’ trimming by nucleases and then they are directly processed by Dicer. (B) Dicer-independent biogenesis. The highly conserved miRNA, miR-451 is produced in a Dicer-independent mechanism involving cleavage by Ago. The mature miRNA (red) derives from the stem as well as loop sequence of the pre-miRNA.
Regulation of miRNA biogenesis by Single Nucleotide Polymorphisms and RNA editing

Natural sequence variations in pri-miRNAs, pre-miRNAs or mature miRNAs can influence their processing, stability and target selection. These sequence variations originate from changes in DNA-coding sequence or from post-transcriptional modifications to the RNA (142-147). In humans, differences in processing by Drosha were observed for alleles of miR-125a, miR-126, miR-146a, miR-502, miR-510, miR-890, and miR-892b (143-145, 147), while alteration of processing by Dicer was postulated for SNPs (single nucleotide polymorphisms) in miR-196a (146). A natural variant of miR-934 was found to contain a mutation in the first nucleotide of the pre-miRNA, which affects strand selection for incorporation into RISC (145).

MiRNAs can also be post-transcriptionally modified by ADAR family members (Adenosine Deaminase acting on RNA proteins) which convert adenosines to inosine reviewed in (148). The hairpin structures of pre-miRNAs are favourable substrates for ADARs (149), which recognize dsRNA. Blow et al. sequenced 99 miRNAs from 10 human tissues and identified 6% of pri-miRNA transcripts with A to I conversions in at least one of the analysed tissues (150). Another survey reported that 16% of pri-miRNAs are edited in the brain, where there is generally a higher frequency of RNA editing (151). Editing can affect pri-miRNA and pre-miRNA processing and can also alter the target repertoire of the miRNA when editing occurs in the mature sequence (152-155). For example, editing of pri-miR-142 substantially reduces processing by Drosha and leads to cleavage by Tudor-SN (Tudor staphylococcal nuclease), a component of RISC with ribonuclease activity specific for inosine-containing dsRNAs (154, 155). In contrast, editing of pri-miR-151 by ADAR1 does not affect pri-miRNA processing but interferes with pre-miRNA cleavage by Dicer, as seen by accumulation of edited pre-miR-151 (Figure 1D) (153). The A to I conversion within the mature miRNA can retarget the miRNA to a new set of mRNAs since inosine base pairs with cytosine rather than uridine. For example, editing of sites within the miR-376 seed alters its target repertoire both in vitro and in vivo (152). Interestingly, Haele et al. reported that ADAR enzymes can also influence miRNA processing independently of their catalytic activity, suggesting that in some cases binding of the ADAR proteins alone might be sufficient to interfere with miRNA processing (156).

Some viral miRNAs have also been found to be edited, for example KSHV miR-K12-10 (40), Marek’s disease virus miR-M7 (157) and EBV miR-BART6 (117). To date the functional relevance of this editing has only been suggested for the latter. In HEK-293 cells, editing of EBV miR-BART6-3p decreases the efficiency with which the miRNA encoded on the opposite strand, miR-BART6-5p, is loaded into RISC. Strikingly, miR-BART6-5p targets human Dicer via 4 binding sites in its 3’UTR. Therefore, editing of miR-BART6-3p relieves Dicer from posttranscriptional gene silencing. Dicer levels
affect the expression levels of multiple genes that regulate the infectious and lytic states of EBV and it is postulated that editing of miR-BART6-3p could be an indirect way to modulate miRNA biogenesis and thereby the viral life cycle (117).

### Regulation of miRNA stability

Once a mature miRNA is incorporated into RISC it is generally considered to be extraordinary stable (158, 159). Indeed, upon inactivation of miRNA transcription or processing the majority of mature miRNAs in human and rodent cell lines have half-lives in the range of many hours to days (160, 161). However, recent reports from various model systems have demonstrated differences in the stabilities of individual miRNAs, suggesting that regulated degradation of specific miRNAs is a physiologically relevant way to modulate their expression, reviewed further in (162). In particular, active miRNA decay seems to play a prominent role in neurons. In mouse retinal cells the sensory neuron-specific miR-183/96/182 cluster and miR-204 and miR-211 are differentially expressed in response to light. The mature miRNAs are rapidly down regulated upon dark-adaptation due to active degradation by a yet unidentified enzyme (163). Several other brain-enriched miRNAs have short half lives both in primary human neuronal cell culture and post mortem brain tissue (164). The fast turnover is recapitulated in primary neurons outside the retina as well as in neurons derived from mouse embryonic stem cells. Strikingly, blocking of action potentials by inhibition of sodium channels prevented the degradation of selected miRNAs, indicating that activation of neurons is required for the regulated decay of some neuronal miRNAs (163). In line with this observation, a small RNA deep sequencing approach identified several brain-enriched miRNAs that also were rapidly down regulated upon transient exposure to the neurotransmitter serotonin in the marine snail *Aplysia* (165). Active miRNA decay represents an elegant way to re-activate neuronal transcripts, which might be important for a rapid response to various external stimuli (166-169). Regulated miRNA turnover also occurs during viral infection (described below), although to date the mechanisms of miRNA turnover in neurons or during infection in mammals remain unknown. However, studies from other model systems have identified molecular determinants of regulated miRNA decay and here we will summarize the current knowledge on these determinants and their modes of action.

### Modifications to the 3’end of miRNAs

Chemical modifications of mature miRNAs plays a crucial role in regulating their stabilities. The first appreciation for miRNA stability factors came from studies in plants, where the methyltransferase HEN1 (Hua Enhancer 1) methylates the 2’ hydroxyl group of the 3’ terminal nucleotide of a miRNA (170-172). Methylation of plant miRNAs protects their 3’ ends from terminal uridylation by the nucleotidyl transferase HESO1 (HEN1 Suppressor 1), which triggers their degradation (173-175). Uridylation at the 3’ends of
RNAs is also associated with reduced stability of piRNAs, siRNA and mRNAs (176-178). Similarly, a nucleotidyl transferase in the unicellular alga *Chlamydomonas reinhardtii*, MUT68, uridylates small RNAs leading to their degradation by the peripheral exosomal subunit RRP6 (ribosomal binding protein 6) (179).

Animal miRNAs generally lack a protective 2' O-methyl group at their 3' terminus and display template-independent nucleotide addition, mostly adenylation or uridylation that may regulate miRNA stability (180-182). Several enzymes, including MTPAP, PAPD4/GLD2, PAPD5, ZCCHC6, TUT4/ZCCHC11, and PAPD2/TUT1 display terminal nucleotidyl transferase activity and knockdown experiments indicate that these proteins are responsible for miRNA 3'end variation to various extents (183, 184). However, functional implications have thus far been described for only a few of these enzymes. For example, TUT4, the nucleotidyl transferase implicated in the degradation of histone mRNA and several pre-miRNAs (73, 110, 178), regulates cytokine levels by uridylation of mature miR-26 family members (185). In the human A549 cell line, miR-26b targets the IL6 (interleukin 6) transcript but terminal uridylation of this miRNA interferes with its function. Knockdown of TUT4 results in reduced miR-26a uridylation along with decreased expression of a reporter containing the IL6 3'UTR. Conversely, overexpression of TUT4 leads to enhanced levels of the same reporter, indicating that uridylated miR-26a is less effective in targeting IL6. Notably, knockdown of TUT4 does not increase miR-26 expression levels, indicating that uridylation of the miRNA affects its activity without affecting its expression in this case (185).

Adenylation at the 3' ends of miRNAs is associated with both enhanced and decreased miRNA stability (186-189). For example, the most highly expressed miRNA in the liver, miR-122, is monoadenylated by the cytoplasmic poly(A) polymerase GLD2 (germline development defective-2). In GLD2 knockout mice, miR-122 is selectively destabilized whereas the levels of 10 other miRNAs remain unchanged. The stability of the miR-122 precursors is not affected by GLD2 knockout, suggesting a role for adenylation in modulating stability of the mature form (186).

Recently it was demonstrated that VACV induces polyadenylation of endogenous miRNAs during infection. The viral poly(A) polymerase is responsible for the non-templated adenylation that results in a ~30-fold reduction of endogenous miRNA levels in infected mouse embryonic fibroblasts; other small RNAs such as tRNAs and snRNAs remain largely unaffected by VACV infection. It was suggested that viral poly(A) polymerase operates only on Ago-bound small RNAs, but the mechanism is unknown. Whereas polyadenylation of miRNAs is mediated by a viral gene product, the actual degrading activity is postulated to stem from a yet undefined cellular protein (189). It is not clear if and how the modification of miRNAs by VACV is linked to the reduction in Dicer expression that was described previously (116); it may be that this virus uses two different mechanisms to shut-off cellular miRNA expression. Poxviruses infect a wide
range of vertebrate and invertebrate hosts. Infection of *Drosophila* cells with VACV leads to global reduction in miRNA expression whereas the levels of endogenous siRNAs are unaffected. Like plant miRNAs, insect siRNAs are methylated, which protects them from polyadenylation by the virus. Indeed 3’ methylation of a transfected miRNA prevents it from being polyadenylated and degraded during infection (189). The advent of deep sequencing technology has enabled a much greater appreciation for the extent of heterogeneity and modifications at the 3’ends of miRNAs (182, 183, 190). In the coming years it will be important to further characterise the enzymes that write and read these modifications and to understand their impact on miRNA stability and function.

*Sequence motifs regulating miRNA stability*

Several reports have demonstrated altered kinetics in the turnover of individual miRNAs under conditions where the expression levels of most miRNAs are unchanged (160, 161). This suggests that cis acting elements in the mature miRNA sequence provide specificity to the miRNA degradation process. In a survey to characterise the role of miRNA turnover during the cell cycle, Rissland and colleagues (191) found that miR-503 and other members of the extended miR-16 family are constitutively unstable in NIH-3T3 cells. The high turnover rate allows dynamic transcriptional regulation of these miRNAs during the cell cycle. For example, miR-503 is rapidly down regulated upon cell cycle re-entry but accumulates during cell cycle arrest by serum starvation. Sequence elements within the seed and 3’ end of the miRNA appear to be required for the degradation. Similarly, miR-382 is selectively unstable in HEK293 cells and an element in the 3’ end of the miRNA is required for its enhanced turnover in vitro (160). Optimal paradigms to study cis acting elements with a role in miRNA decay are miRNAs that are co-transcribed and highly similar on a sequence level, yet differ in their decay rates. The miR-29 family provides such an example: miR-29b is unstable in cycling cells and only accumulates during mitosis whereas miR-29a is stable throughout the cell cycle (78). miR-29a and miR-29b share the same seed sequence but are distinguished by a C to U substitution at position 10 and miR-29b contains a hexanucleotide motif (AGUGUU) at its 3’ end that is responsible its nuclear localisation. However, the motif does not account for the accelerated miRNA decay. Instead, uridines at position 9-11 in miR-29b seem to enhance destabilisation and many, but not all, miRNAs that contain a uridine stretch at this position are reported to display faster turnover rates (192). Therefore, additional factors must dictate the differential stability of miRNAs. Altogether these studies show that miRNAs, though limited in coding space, contain sequence elements outside the classical seed that may critically influence miRNA abundance and function. To date, no viral miRNAs have been reported to contain such motifs, but this could provide another strategy for viruses to diversify miRNA function and regulation during their life cycles. Identification of the *trans*-acting factors that recognise these motifs is important for further investigations in this area.
Trans-acting factors regulating miRNA stability

The first report of enzymes that are capable of degrading single-stranded small RNAs came from a candidate gene approach in plants. In *Arabidopsis*, SDN1 (Small RNA degrading nuclease 1) possesses 3’-5’ exonuclease activity on small RNAs including miRNAs. In a cell free assay system, SDN1 specifically degrades ssRNA but not dsRNA. The 2’-O-methylation present on the 3’ terminal nucleotide of plant miRNAs is protective against SDN1 activity (193). The enzyme belongs to a family of exoribonucleases with partially overlapping functions in *Arabidopsis* that are responsible for miRNA turnover in plants. Interestingly, members of this protein family are conserved in all eukaryotes and it seems likely that animal homologues of SDNs have similar functions but these have not yet been reported (194). The XRN family of enzymes play various roles in miRNA stability in different organisms: in *Arabidopsis* XRN2 and XRN3 are involved in degrading the loop sequence of pre-miRNAs (195), in mammalian cells XRN2 degrades the pri-miRNA following processing by Drosha (43, 196). In *C. elegans*, XRN2 degrades mature miRNAs once released from the RISC complex and may also influence the rate at which they are released (197). Interestingly, the presence of target RNA counteracts the decay of miRNAs by XRN2 both *in vitro* and *in vivo* (197, 198). Whether this is due to direct competition between the target and XRN2 for miRNA binding or through another molecular mechanism is not yet known. The exoribonuclease XRN1 and the exosome core subunit Rrp42 (ribosomal RNA-processing protein-42) are proposed to be involved in turnover of miR-382 in HEK293 cells, as knock-down of these factors selectively increases miR-382 expression levels (160).

In a human melanoma cell line, ectopic expression of hPNPase<sup>old-35</sup> (human polynucleotide phosphorylase protein) leads to the selective down regulation of several miRNAs (miR-221, miR-222 and miR-106b). Immunoprecipitation studies show that this 3’-5’ exoribonuclease directly associates with these miRNAs and causes their degradation *in vitro*. However, it remains unclear whether hPNPase<sup>old-35</sup> is also able to actively dislodge them from the RISC complex. Interestingly, hPNPase<sup>old-35</sup> is an interferon-stimulated gene and mediates IFN-β-induced down regulation of miR-221. One of the direct targets of miR-221 is the cell-cycle suppressor p27<sup>kip1</sup>. Consequently, both miR-221 overexpression and knockdown of hPNPase<sup>old-35</sup> protect human melanoma cells from INF-β- induced growth arrest, indicating a pivotal role of controlled miRNA decay in tuning cell proliferation (199). The 3’-5’ exoribonuclease Eri1 was recently implicated in regulating miRNA stability in mouse lymphocytes, based on the global increase in miRNA levels observed in NK and T cells from Eri1 knockout mice (200). The regulation of miRNA levels by Eri1 appears to be required for NK-cell development and antiviral immunity, but its mechanism of action remains to be established.

Besides promoting miRNA degradation, RNA binding proteins can also enhance the stability of mature miRNAs. For example, Quaking, a member of the STAR (signal transduction and activation of RNA) family of RNA binding proteins, is up regulated...
in response to p53 signalling and stabilises mature miR-20a (201). The identification of proteins that stabilise and de-stabilise mature miRNAs supports the idea that regulation of miRNA decay is important in controlling the miRNA repertoire of the cell. Yet, there are still major gaps in understanding how specificity in degradation or stabilization is mediated.

**Target mediated miRNA turnover**

In contrast to target-mediated stabilization of miRNA in *C. elegans*, binding of miRNAs to RNAs can promote miRNA degradation in *Drosophila* and mammals. In flies, most miRNAs are incorporated in Ago1-containing RISC complexes whereas siRNAs, usually derived from dsRNA from viruses and transposons, are loaded into Ago2 (202) and are 3’ methylated by the *Drosophila* homolog of HEN-1 (203). Intriguingly, binding of Ago1 associated miRNAs to target sites with extensive complementarity results in destabilization of the miRNAs (204). Deep sequencing the small RNAs revealed that a large proportion of these miRNAs are either shortened or have non-templated nucleotide additions at their 3’ends (mostly adenines and uridines). This mechanism of trimming and tailing, mediated by as yet unknown enzymes, seems to precede miRNA decay (Figure 4). In contrast, miRNAs that associate with Ago2 and thus are methylated appear to be protected from degradation. In human cells, miRNAs are also subject to this target-directed destabilisation, as evidenced by trimming and tailing in Hela cells *in vitro* (204). Baccarini and colleagues examined in more detail the fate of a miRNA molecule after target recognition and demonstrated that miRNAs generally out-live their targets, whether the target is perfectly complementary or contains a central bulge. However, target recognition promotes post-transcriptional modification of miRNAs (mostly 3’ uridylation) which is postulated to induce their degradation, thereby limiting miRNA recycling (205). It is not yet known what features in the target RNA direct the posttranscriptional modification of a miRNA but this may extensive pairing as proposed in flies (204).

Two distinct mammalian herpesviruses, a gamma herpesvirus infecting new world primates and a beta herpesvirus infecting mice, exploit the mechanism of target-directed miRNA degradation (Figure 4). Several HSURs are expressed in Herpesvirus saimiri (HVS)-transformed T-cells and one of these, HSUR1, contains an interaction site for the endogenous miRNA, miR-27 (206). Cazalla *et al.* showed that binding of HSUR1 to miR-27 accelerates its rate of turnover and replacing the miR-27 interaction site with a binding site for miR-20 re-targets HSUR1 to the other miRNA (206). Similarly, miR-27 is also rapidly down regulated in murine cytomegalovirus (MCMV) infection of several mouse cell lines as well as primary macrophages. Yet, the expression levels of miR-27 precursors remain stable, indicating that the mature form is subject to enhanced degradation, presumably by a viral inhibitor (207). Indeed, the MCMV *m169* gene contains a binding site for miR-27 in its 3’ UTR and miR-27 levels are rescued if the *m169* gene is knocked
down or deleted from the virus (208, 209). During lytic MCMV infection, m169 is among the most highly transcribed genes (209) and it represents the most frequent non-miRNA segment sequenced in Ago2 immunoprecipitations (208). Down regulation of miR-27 is linked to its 3’ end tailing and trimming, indicating that a similar mechanism as suggested in flies and human cells might underlie the degradation process (204, 209). As reported for HSUR1, replacing the miR-27 binding site with an interaction site for an unrelated miRNA is able to redirect m169 to target that specific miRNA (206, 208, 209). The degradation of miR-27 by two distinct herpesviruses might suggest that this miRNA plays an important role in the viral life cycles. Indeed, miR-27 represses MCMV replication when over-expressed in cell culture experiments (207) and MCMV mutants incapable of down regulating miR-27 display attenuated viral growth in mice (209). So far, however, it remains unclear which cellular miR-27 target(s) are responsible for modulating MCMV replication and whether it plays the same role in both MCMV and HVS infections. In summary, the pairing patterns of miRNAs with their targets as well as the relative amounts of each seem to be crucial factors that determine the extent of target-mediated miRNA decay (205). A range of reports suggest that endogenous mRNAs, noncoding RNAs and pseudogenes also play a role in regulating miRNA activity and/or stability, reviewed in (210).

Figure 4: Target-mediated miRNA degradation. Different sources of target RNA can induce miRNA decay including two herpesviral transcripts (Herpesvirus saimiri HSUR1 and murine Cytomegalovirus m169) and transgenic miRNA targets with extensive basepairing. Whether there are endogenous mRNAs that induce miRNA degradation remains to be investigated. Both in vertebrates and invertebrates target-mediated miRNA degradation has been associated with tailing and trimming of miRNAs. The relationship between tailing and trimming is still unclear, and the factors involved in mediating these effects and subsequent degradation remain to be determined.
Viral suppressors of RNA interference may modulate miRNA expression

In insects and plants RNA silencing pathways mediate a potent antiviral response. For efficient replication, viruses that infect these hosts therefore rely on virus-encoded suppressors of RNAi (VSRs) (211). Also in mammalian viruses, proteins with RNAi suppressive activity have been identified, although the importance of this suppressive activity in vivo remains to be established (212, 213). In the following section we will discuss how the expression of these VSR affects miRNA biosynthesis in insects and plants and we will further speculate about their possible influence on miRNA expression in mammals.

The RNA interference machinery in insects recognizes viral dsRNA in the cytoplasm and processes it into vsiRNA (viral siRNAs) (211). These vsiRNAs associate with Ago2-containing RISC complexes, which then act as antiviral effectors by cleaving viral RNA in the cytoplasm (214). Whereas the production of siRNA and miRNA molecules in mammals largely rely on the same biogenesis factors, the miRNA and antiviral RNAi pathways in insects are governed by a distinct set of processing and effector complexes. Specifically, pre-miRNAs are processed by Dicer-1 to be loaded into Ago1-containing RISC complexes. In contrast, cytoplasmic long dsRNA is sensed and cleaved by Dicer-2 and the resulting 21 nt siRNAs are predominantly loaded into Ago2-containing RISC (202, 215, 216). Insect VSRs interfere with the RNAi machinery at different stages of the pathway. Drosophila C virus 1A for example binds long dsRNA, thereby preventing its efficient processing into siRNA (214). Flock house virus B2 binds both long dsRNA and siRNAs (217-220). Cricket Paralysis virus 1A and Noravirus VP1 directly interact with the small RNA-loaded Ago1 effector complex and prevent its target RNA cleavage activity (221, 222) (and unpublished observations).

Although the siRNA and miRNA biogenesis machineries are distinct in insects and plants, many VSRs have dsRNA binding properties, and it might be expected that they could affect miRNA processing too. However, this does not seem to be the case in flies. VSR expression in transgenic Drosophila does not alter levels of mature miRNAs nor does it affect the activities of miRNA reporters. Furthermore, in contrast to Ago1 loss-of-function mutants, transgenic animals expressing VSRs do not display developmental defects, suggesting that VSRs do not affect global miRNA biogenesis and function (214, 219, 221-223). In contrast, transgenic expression of VSRs in plants leads to pleiotropic, developmental defects due to alterations in miRNA-mediated gene regulation (224-226). This is likely based on the convergence of the plant siRNA and miRNA biogenesis pathways, which use the same processing factors. For instance, both miRNAs and antiviral siRNAs can be loaded into Ago1 effector complexes in plants (227-229). Yet, for many plant VSRS it remains elusive how they manipulate the miRNA machinery in vivo. A number of VSRs have dsRNA binding activity in vitro, which has been hypothesised to explain their interference with miRNA biogenesis
(230-235). For instance, Tombusvirus P19 directly binds siRNA duplexes preventing their efficient loading into effector RISC complexes in vitro (224, 225, 230, 236-238). In transgenic Arabidopsis, P19 also prevents miRNA loading into Ago1-containing RISC. However, this seems to be a rather exceptional property as three other VSRs tested, Turnip crinkle virus P38, Peanut Clump virus P15, Turnip mosaic virus Hc-Pro, blocked siRNA loading into Ago1 but did not disturb its association with miRNAs (238).

A number of plant VSRs may act on the miRNA machinery in other ways than by small RNA sequestration. Turnip crinkle virus (TCV) P38 and Sweet potato mild mottle virus (SPMMV) P1 directly interact with the siRNA/miRNA effector Ago1 by mimicking the glycine/tryptophane (GW)/WG repeats normally found in host proteins that associate with Ago proteins (239, 240). Indeed, host miRNA levels were reduced in TCV infections (240) and P1 expression suppresses silencing of a miRNA sensor (239). However, in a study using transgenic Arabidopsis, P38 did not suppress accumulation of miRNAs in Ago1-containing RISC complexes (238), which might reflect the differences between the two model systems (TCV infection versus P38 transgenic plants). Beet western yellow virus P0 has been suggested to target Ago1 for degradation by acting as a F-box protein (241-244). F-box proteins are components of E3 ubiquitin ligase complexes, which target proteins for ubiquitination and subsequent degradation (245). Interestingly, the VSR activity of P0 is insensitive to proteasome inhibition, indicating that P0 induces Ago1 degradation via a non-canonical pathway (241). Besides suppression of dsRNA-induced RNAi, transgenic expression of P0 in Arabidopsis causes developmental defects reminiscent of miRNA pathway-defective plants. Indeed, six out of twelve analysed miRNA target genes have elevated expression levels suggesting that P0 also affects the miRNA pathway (242). The indications that P38, P1 and P0 inhibit both (v)sRNA and miRNA biogenesis may reflect the convergence of these two pathways on Ago1 (227-229).

In mammalian cells, virus infection triggers a potent protein-based immune response and it remains unclear to what extent RNAi-based mechanisms contribute to antiviral immunity. Yet, three lines of evidence support the idea that vsiRNAs could contribute to antiviral immune defence in mammals. First, in a broad small RNA deep-sequencing survey of six different RNA virus infecting multiple hosts virus-derived small RNAs were discovered in 4 positive (+) strand RNA viruses and 1 negative (-) strand RNA virus (246). However, the origin, Dicer-dependence, and functional importance of these small RNAs remains to be established. Second, siRNAs engineered to target viruses restrict virus growth in several mammalian model systems (247, 248). This suggests that the RNAi pathway could have intrinsic antiviral activity, provided that vsiRNAs are naturally generated at sufficient levels. Third, several viruses were suggested to encode proteins that suppress RNAi in mammalian cells, including Influenza virus NS1, Vaccinia virus E3L, Nodamura virus B2, La Crosse virus NSs, HIV Tat and Ebola virus VP30, VP35 and VP40 (216, 249-253). Many of these VSRs, including NS1, E3, VP30 and VP35, have dsRNA binding activity. Influenza NS1 protein has been demonstrated to
function as VSR only in heterologous plant and *Drosophila* cell systems (216, 254, 255). In mammalian cells this protein fails to suppress RNAi induced by exogenous shRNA or siRNAs (256). VSR activity of Nodamura virus B2 has also been attributed to its RNA binding properties. B2 binds both siRNAs and shRNAs and interferes with Dicer processing in mammalian cells *in vitro* (249). Since pre-miRNAs are structurally similar to shRNAs it is expected that this VSR could bind pre-miRNAs and thereby hinder their processing. Indeed, human cells stably expressing NoV B2 display elevated levels of pre-let-7d, suggesting that efficient Dicer processing of this pre-miRNA is inhibited (249). However, this effect was not observed for two other endogenous miRNAs and the mechanism has not been examined further (249). Nonetheless, these results demonstrate that viral RNA binding proteins have the potential to interfere with miRNA biogenesis through RNA-protein interactions.

In contrast to RNA binding, VSRs may also function through direct interaction with protein components of the mammalian RNAi machine. Ebola virus VP30 and VP35 can directly interact with Dicer or with Dicer-associated factors TRBP and PACT, and thereby inhibit the production of functional siRNAs (252, 253). Unlike the small RNA biogenesis machinery in insects, mammalian cells only express one Dicer that is responsible for both the production of siRNAs and miRNAs (5). Inhibition of Dicer processing by VP30 and VP35 is therefore expected to interfere with pre-miRNA processing but this requires further experimental validation. Similarly, the HIV Tat protein has been suggested to interfere with Dicer processing of shRNAs *in vitro* (251). Tat associates with Dicer in an RNA-dependent manner but the molecular identity of the required RNA is still unknown (257). Furthermore, it remains elusive if the Tat-Dicer interaction is necessary for the VSR activity of Tat. A retrovirus, Primate foamy virus (PFV) type 1 encodes the Tas protein, which has been suggested to be a non-specific suppressor of miRNA-mediated silencing with an as yet unknown mode of action (258). Interestingly, PFV is efficiently targeted by the host miR-32 and inhibiting this cellular miRNAs with locked nucleic acid miRNA antagonists enhances PFV replication. Blocking the miRNA-virus interaction may thus represent a major function of Tas VSR activity. However, the antiviral activity of miR-32 remains an item of debate (259), as does the functional importance of retroviral VSRs. For example, Qian *et al.* suggest that HIV Tat protein suppresses RNAi by inhibiting a step downstream of siRNA processing (260). In another study, overexpression of both HIV tat and PFV Tas failed to suppress shRNA-induced RNAi in human cells (261).

To conclude, a number of mammalian VSRs have the potential to actively manipulate host miRNA biogenesis either through interactions with RNA or protein components of the small RNA processing machinery. Yet, for most candidate VSRs, firm support for a global change of miRNA levels or activity in the context of an authentic infection is lacking. Making use of high throughput sequencing and screening approaches it will be possible to assess to what extent VSRs contribute to changes in miRNA expression or activity in infected mammalian cells.
CONCLUSIONS

Since their initial discovery nearly 20 years ago miRNAs have been shown to play fundamental roles in virtually all cell-biological processes. Therefore it is not surprising that their expression is tightly regulated in a spatio-temporal fashion. There are many mechanisms by which miRNAs can be produced and subsequently regulated in mammalian cells. Studies of viral systems have revealed diversity in the origin of miRNAs, the factors required for their synthesis, and the factors that can control their turnover. In some cases, viruses influence global expression levels of miRNAs, in-line with their mode of action in targeting RNAi pathways in plants and insects. However, as reviewed here, miRNAs play diverse functional roles in a cell and there are numerous mechanisms for regulating specific subsets of miRNAs, or individual miRNAs, rather than the global machinery. It appears that some viruses such as HVS and MCMV have tapped into these modes of regulation, most likely in order to precisely control specific pathways in the host cell. With the advancement of RNA-protein mapping techniques and sequencing technologies it is likely that many more viral-host interactions targeting miRNA regulation will emerge.
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Appendix
SUMMARY

Blood-feeding insects, in particular mosquitoes are important vectors for numerous viruses especially in the tropical and subtropical areas of Africa, Latin America and Southeast Asia. Well-known examples of mosquito-transmitted viral diseases include dengue fever, yellow fever, chikungunya fever or Zika fever. In general, viruses that are transmitted by mosquitoes are referred to as arboviruses, an acronym for arthropod-borne viruses. Infections with these viruses can cause febrile illnesses, which last for few days but sometimes a more serious disease course can occur, especially in young children, elderly or individuals with a weak immune system. Dependent on the virus, severe symptoms may involve shock symptoms, hemorrhagic fever, seizures, or encephalitis. In rare cases the disease is fatal. In the past years, a number of large arbovirus epidemics occurred, such as the 2013-2014 chikungunya and the 2015-2016 Zika outbreaks in Latin America with hundred thousands of estimated cases. The most important human arbovirus,
dengue virus, is present in virtually all areas with tropical and subtropical climates and about half of the human population lives at risk of being infected with dengue. For most arboviral diseases, specific treatments or prophylactic vaccines are lacking.

Arbovirus transmission occurs either in a sylvatic (forest dwelling) or urban cycle. In the sylvatic cycle, arboviruses are transmitted primarily between mosquitoes and wild animals. Occasional infections of humans may lead to the onset of a disease, but virus uptake and transmission from the infected individual by a naïve mosquito is not possible. In contrast, in the urban cycle mosquitoes can directly transmit arboviruses from human to human which increases the risk of large epidemics (Figure 1A). Arboviruses in an urban, epidemic cycle are transmitted by mosquitoes of the *Aedes* genus, in particular *Aedes aegypti* (Yellow fever mosquito) and *Aedes albopictus* (Asian tiger mosquito). They have adapted to city habitats and prefer to feed on humans. Because these mosquito species are an essential component of the viral life cycle they represent a suitable target for the development of a strategy to reduce arbovirus transmission. Yet, to achieve this, more insights into the factors that determine virus transmission by mosquitoes are needed.

For effective human-to-human transmission, arboviruses that have been taken up in a blood meal (step 1 in Figure 1B) need to infect the epithelial cells of the mosquito midgut (step 2a) prior to complete inactivation of virus particles in the digestive tract. Subsequently, viral particles egress these cells at the baso-lateral side (step 2b in Figure 1B) and disseminate to secondary tissues (step 3). Finally, the virus infects the epithelial cells of the salivary gland (step 4a) and replicates in the cells that line the salivary duct. When a sufficiently high number of virus particles has been shed into the saliva (step 4b) the mosquito is able to transmit the virus to non-infected hosts with every subsequent bite.

Besides these anatomical barriers, arboviruses need to overcome the immune responses that are raised in the mosquito. The most important branch of the antiviral immune system of insects is the so-called RNA-interference system. In this pathway, small RNA molecules, which are called small interfering RNAs (siRNAs), are produced from replicating viral RNA. Eventually, these siRNAs are responsible for the destruction of the viral genetic material and therefore suppress arbovirus replication. Very much to our surprise we and others found that in *Aedes* mosquitoes, besides siRNAs, a second class of small RNAs, called PIWI-interacting RNAs (piRNAs) is produced from viral RNA. These findings suggested that two independent small RNA pathways contribute to antiviral immunity in mosquitoes.

The insect piRNA pathway is studied most extensively in the fruit fly Drosophila melanogaster in which it is primarily responsible for the defense against transposons in the female germline. Transposons are genetic elements that randomly integrate into the genome of their host species with detrimental consequences for the integrity of the
genetic material. In *Drosophila*, transposon-derived piRNAs associated to PIWI proteins suppress transposon mobilization and therefore protect the genome from potentially harmful mutations.

Interestingly, in *Aedes* mosquitoes the piRNA pathway seems to have gained additional functions beyond repression of transposons in germ cells. The PIWI protein family is greatly expanded in these mosquitoes and some of its members are expressed outside of the germline in somatic tissue. In addition, the repertoire of the associated piRNAs is broader than in fruit flies and includes viral piRNAs, which have not been observed in any other model organism before. However, the molecular determinants of piRNA biogenesis and function in *Aedes* mosquitoes are almost completely unknown.

The increased complexity of the *Aedes* piRNA pathway makes it difficult, if not impossible, to directly translate findings from other model organisms to the mosquito. In this doctoral thesis, we have therefore used *Aedes aegypti* Aag2 cells to biochemically and genetically dissect the molecular mechanisms that underlie the production of viral and non-viral piRNAs.

The second and third chapters focus on the production of piRNAs from viral RNA: In chapter 2, we studied the biogenesis of arboviral piRNAs from Sindbis virus. We knocked down individual PIWI proteins in Aag2 cells and using small RNA northern blotting and deep-sequencing we found that Piwi5 and Ago3 depletion strongly reduced viral piRNA levels. By immunoprecipitation of PIWI proteins followed by small RNA deep sequencing we could verify that these two proteins directly bind viral piRNAs. Interestingly, canonical transposon-derived piRNAs were dependent on all somatic PIWI proteins Piwi4, Piwi5, Piwi6 and Ago3, indicating that distinct PIWI proteins have specialized in recognizing and processing piRNAs from different sources. In chapter 3, this finding was further supported by our observation that piRNA production from another arbovirus, dengue virus, was dependent on Piwi5 and Ago3 and in addition, Piwi6, although to a lesser extent. Using small RNA deep-sequencing of uninfected and dengue-infected mosquito cells, we also found that in Aag2 cells, dengue infection did not largely influence the expression profile of microRNAs, another class of small RNAs. Yet, mining our deep sequencing data, we could identify novel host microRNAs thereby complementing the repertoire of these regulatory small RNAs in *Aedes aegypti*.

The chapters four to six focus on the characterization of piRNAs from various endogenous sources encoded in the *Aedes aegypti* genome. In chapter 4, we analyzed the production of piRNAs from protein-coding genes and we identified different classes of genes for which piRNA biogenesis was dependent on distinct sets of PIWI proteins. Amongst the group that, like viral piRNAs, relied on Ago3 and Piwi5 we identified the replication-dependent histones and showed that their piRNAs accumulated dynamically during the cell cycle. Interestingly, amongst the piRNA-producing genes were several viral sequence elements that in the course of evolution had integrated into the mosquito
A genome. In chapter 5, a broad comparative-genomics analysis of these so-called endogenous viral elements revealed that these were particularly abundant in Aedes aegypti and Aedes albopictus and that they gave rise to piRNAs in these mosquitoes. In chapter 6 our analysis of non-viral piRNAs unveiled a rather unexpected source of piRNAs in the Aedes aegypti genome: a satellite DNA locus that we named satDNA1. Satellite DNA is special type of repetitive DNA elements, consisting of directly repeated DNA sequences of very few to a couple of hundred nucleotides in length. These elements evolve quite rapidly in the course of evolution and are barely conserved even between closely related species. satDNA1 however was outstanding since it was conserved for approximately 180-200 million years. Two highly abundant piRNAs were derived from this locus and they exclusively associated with Piwi4. Strikingly, a satDNA1 piRNA was capable of silencing the expression of a reporter gene indicating that it has the capacity to regulate the expression of mosquito genes.

Collectively, our results indicated that in Aedes mosquitoes different PIWI-protein – piRNA complexes are generated which serve different roles in the production of viral and non-viral piRNA. We hypothesized that, besides PIWI proteins, additional protein families were involved in the assembly, stabilization, and function of these complexes. Prime candidates were TUDOR-domain containing proteins, which are known PIWI-protein interaction partners in other model organisms. Indeed, in chapter 7, using a knockdown screen, we identified the Tudor protein AAEL012441 to be required for piRNA biogenesis from Sindbis virus. Immunoprecipitation of AAEL012441 followed by mass-spectrometry identified additional proteins that, in cooperation with Piwi5 and Ago3, form a macro-molecular protein complex responsible for the production of viral piRNAs.

In chapter 8, the findings of this doctoral thesis are discussed in the broader context of the current literature and suggestions for future studies are made. In chapter 9, the role of microRNAs in virus-host interactions is reviewed.

In summary, this doctoral thesis provides important fundamental knowledge about the mechanisms of piRNA production from viral and non-viral sources in Aedes aegypti mosquitoes. It establishes mosquito cell culture as a powerful tool to delineate somatic piRNA production and identifies interesting, novel classes of small RNAs that expand the ever-growing repertoire of regulatory RNAs. Based on these results future studies can investigate the role of viral and Aedes genome-derived piRNAs in the mosquito immune system and determine their impact on the transmission of arboviruses.
NEDERLANDSE SAMENVATTING


Bij de overdracht van arbovirussen maakt men onderscheid tussen een sylvatische (in de bos voorkomend) en een stedelijke cyclus. In de sylvatische cyclus dragen steekmuggen het arbovirus voornamelijk over tussen wilde dieren. Mensen die door een geïnfecteerde mug worden gestoken kunnen weliswaar ziekteverschijnselen ontwikkelen, maar verdere overdracht van het virus naar een niet-besmette mug is niet mogelijk. In de stedelijke cyclus daarentegen worden arbovirussen door muggen rechtstreeks van mens naar mens overgedragen en dit gaat gepaard met een verhoogd risico op grote epidemieën (Afbeelding 1A op pagina 296). Arbovirussen in een stedelijke, epidemische cyclus worden overgedragen door muggen van het genus *Aedes*, met name *Aedes aegypti* (denguemug) en *Aedes albopictus* (tijgermug). Deze soorten zijn goed aangepast aan het leven in de stad en hebben een voorkeur om zich op mensen te voeden. Omdat deze muggensoorten een essentieel onderdeel zijn van de levenscyclus van arbovirussen, zijn zij een veelbelovend doelwit voor de ontwikkeling van nieuwe strategieën om virustransmissie te voorkomen. Hiervoor is het echter noodzakelijk om goed te begrijpen welke factoren invloed hebben op de overdracht van arbovirussen door muggen.

Voor een efficiënte overdracht van mens naar mens moeten arbovirussen, nadat ze door de mug zijn opgenomen in een bloedmaaltijd (Stap 1 in Afbeelding 1B op pagina 296), de cellen van het epitheel weefsels van de middendarm infecteren (Stap 2a) voordat alle virusdeeltjes zijn geïnactiveerd door het verteringsproces. Vervolgens verlaten de
virusdeeltjes deze cellen aan de baso-laterale (=van de middendarm afgekeerde) kant (Stap 2b) om zich naar andere organen te verspreiden (Stap 3). Uiteindelijk infecteren de virussen het epitheelweefsel van de speekselklier (Stap 4a) om zich te vermeerderen in de cellen langs het speekselkanaal. Wanneer er een groot aantal virusdeeltjes in het speeksel van de mug aanwezig is (Stap 4b), kan de mug met elke steek virusdeeltjes overbrengen naar een niet geïnfecteerd individu.

Naast deze anatomische barrières, moeten arbovirussen ook de immuunrespons van de mug zien te overleven. Het belangrijkste onderdeel van het immuunsysteem van insecten is RNA-interferentie. In dit proces wordt replicerend viraal RNA omgezet in kleine RNA moleculen, die men ‘small interfering RNAs (siRNAs)’ noemt. Deze siRNAs zijn verantwoordelijk voor de afbraak van het genetische materiaal van virussen, waardoor de vermenigvuldiging van een arbovirus geremd wordt. Tot onze grote verrassing hebben wij en anderen ontdekt, dat er naast siRNAs in Aedes muggen nog een tweede soort kleine virale RNAs gemaakt wordt, die ‘PIWI-interacterende RNAs (piRNAs)’ heten. Deze bevindingen suggereren dat er twee onafhankelijke kleine RNA systemen bijdragen aan de antivirale immuunafweer in muggen.

Het piRNA systeem is voornamelijk bestudeerd in de fruitvlieg Drosophila melanogaster, waar het een belangrijke functie heeft in de bescherming tegen zogenaamde transposons in de vrouwelijke kiembaan. Transposons zijn genetische elementen die zich willekeurig in het genoom van hun gastheer kunnen verplaatsen en daardoor de integriteit van het erfelijk materiaal kunnen aantasten. In de vlieg onderdrukken piRNAs de mobiliteit van deze transposons en beschermen zodoende het genoom tegen potentieel schadelijke mutaties.

In Aedes muggen vervult het piRNA mechanisme extra functies naast het onderdrukken van transposons in de geslachtsdelen. Deze muggensoorten hebben meerdere PIWI genen waarvan sommigen buiten de kiembaan in somatische cellen tot expressie komen. Bovendien is het repertoire aan piRNAs uitgebreider dan in de fruitvlieg en omvat het onder andere virale piRNAs die tot nog toe in geen ander model organismen zijn beschreven. De moleculaire mechanismes die ten grondslag liggen aan de productie en functie van piRNAs in Aedes muggen zijn echter vrijwel onbekend.

De verhoogde complexiteit van het piRNA systeem maakt het lastig, zo niet onmogelijk, om bevindingen die in andere model organismen zijn gedaan rechtstreeks te vertalen naar de mug. Daarom is er in dit proefschrift gebruik gemaakt van Aedes aegypti Aag2 cellen om de moleculaire mechanismes van virale en niet-virale piRNA productie te ontrafelen.

In het tweede en derde hoofdstuk ligt de focus op de biogenese van arbovirale piRNAs: In hoofdstuk 2, hebben wij de productie van piRNAs bestudeerd die gemaakt werden van Sindbisvirus RNA. Door middel van knockdown van individuele PIWI eiwitten en met behulp van northern blot en deep-sequencing analyses hebben we kunnen aantonen
dat aantallen virale piRNAs sterk omlaag gingen na depletie van Piwi5 en Ago3. Met behulp van immuno-precipitatie van PIWI eiwitten gevolgd van deep-sequencing hebben wij kunnen bevestigen dat virale piRNAs direct gebonden zijn aan deze PIWI eiwitten. De productie van transposon piRNAs was afhankelijk van alle somatische PIWI eiwitten, Piwi4, Piwi5, Piwi6 en Ago3. Dit suggereert dat de verschillende PIWI eiwitten gespecialiseerd zijn in het herkennen en verwerken van diverse piRNA substraten. In hoofdstuk 3 werd deze bevinding verder ondersteund door onze observatie dat piRNA productie van een ander arbovirus, denguevirus, naast Piwi5 en Ago3 ook afhankelijk was van Piwi6, hetzij in mindere mate. Door kleine RNAs in dengue geïnfecteerde en niet-geïnfecteerde muggencellen te deep-sequencen, hebben wij verder aangetoond dat denguevirus infectie geen groot effect heeft op de expressie van cellulaire microRNAs, een onafhankelijke klasse van kleine RNAs. Wel hebben we nieuwe microRNAs in onze data kunnen identificeren en daarmee hebben we het repertoire van deze regulatoire RNAs in Aedes aegypti verder uitgebreid.

De hoofdstukken vier tot en met zes richten zich op de karakterisering van piRNAs die gecodeerd zijn in het genetisch materiaal van de mug zelf. In hoofdstuk 4 vonden wij dat eiwit-coderende genen een bron zijn van piRNAs en wij hebben verschillende groepen genen geïdentificeerd die voor hun piRNA biogenese afhankelijk zijn van verschillende combinaties van PIWI eiwitten. In de groep van genen die, vergelijkbaar met virale piRNAs, afhankelijk waren van Piwi5 en Ago3 zaten de replicatie-afhankelijke histonen. We hebben kunnen aantonen dat hun piRNAs dynamisch accumuleren tijdens de celcyclus. Sommige piRNA-producerende genen bleken virale elementen te zijn die in de loop van evolutie zijn geïntegreerd in het genoom van de mug. In hoofdstuk 5 hebben wij met een vergelijkende genoomanalyse laten zien dat deze zogenaamde endogene virale elementen vooral voorkomen in Aedes aegypti en Aedes albopictus en dat zij een bron van piRNAs zijn. In hoofdstuk 6 hebben wij een onverwachte bron van piRNAs in het Aedes aegypti genoom aan het licht gebracht: een satelliet DNA locus dat wij satDNA1 hebben genoemd. Satelliet DNA hoort tot de repetitive DNA elementen en bestaat uit directe herhalingen van DNA sequenties die enkele tot een paar honderd nucleotides groot zijn. Dit soort elementen evolueren normaal heel snel en zijn zelfs tussen evolutionair nauw verwante soorten nauwelijks geconserveerd. satDNA1 daarentegen bleek al ruim 180 miljoen jaar geconserveerd. Vanuit de satDNA1 locus kwamen twee piRNAs hoog tot expressie die uitsluitend gebonden waren aan Piwi4. Een satDNA1 piRNA was in staat om een reportergeen uit te schakelen, wat suggereert dat deze piRNAs betrokken zijn bij de regulatie van genexpressie in muggen.

Onze resultaten laten zien dat in Aedes muggen diverse PIWI eiwit – piRNA complexen gemaakt worden die verschillende functies hebben in de productie van diverse klassen virale en niet-virale piRNAs. Wij veronderstelden dat, naast PIWI eiwitten, andere eiwitfamilies betrokken zijn bij de opbouw, het stabiliseren, en functie van deze complexen.
Uitgelezen kandidaten hiervoor zijn TUDOR eiwiten, waarvan bekend is dat ze in andere modelorganismen belangrijke cofactoren zijn van PIWI eiwiten. Dit vermoeden bevestigen we in hoofdstuk 7 waar we met behulp van een knockdown screen het Tudor eiwit AAEL012441 geïdentificeerd hebben als biogenese factor voor Sindbisvirus piRNAs. Immuno-precipitatie van AAEL012441 gevolgd door massaspectrometrie heeft nog verdere eiwiten aan het licht gebracht, die samen met Piwi5 en Ago3 een groot eiwitcomplex vormen dat verantwoordelijk is voor de productie van virale piRNAs.

In hoofdstuk 8 worden de resultaten van dit proefschrift bediscussieerd in relatie met de recente literatuur en worden mogelijke richtingen voor vervolgstudies besproken. In hoofdstuk 9 wordt de rol van microRNAs in virus-gasteer interacties beschreven.

Samenvattend heeft dit proefschrift belangrijke fundamentele kennis opgeleverd over virale en niet-virale piRNAs in Aedes aegypti. Bovendien heeft het aangetoond dat muggencellen een uitstekend systeem zijn om somatische piRNAs te bestuderen en zijn er interessante nieuwe klassen van kleine RNAs geïdentificeerd. Deze resultaten vormen de basis voor toekomstige studies naar de functie van virale en niet-virale piRNAs in het immuunsysteem van de mug en hun rol in de transmissie van arbovirussen.
DEUTSCHE ZUSAMMENFASSUNG


Man unterscheidet bei der Übertragung von Arboviren zwischen einem sylvatischen (=im Wald auftretenden) und einem städtischen Zyklus. Im sylvatischen Zyklus übertragen Stechmücken das Arbovirus in erster Linie zwischen wilden Tieren. Menschen die von einer infizierten Mücke gestochen werden, können zwar eine Viruserkrankung entwickeln, aber eine weitere Übertragung des Virus auf eine nicht-infizierte Mücke ist nicht möglich. Im städtischen Zyklus hingegen werden Arboviren durch Mücken direkt von Mensch zu Mensch übertragen, was ein höheres Risiko auf größere Epidemien nach sich zieht (Abbildung 1A auf Seite 296).


Für eine effiziente Übertragung von Mensch zu Mensch, müssen Arboviren nach der Aufnahme in einer Blutmahlzeit (Schritt 1 in Abbildung 1B) die Zellen des...
Mitteldarmdeckgewebes der Mücke infizieren (Schritt 2a). Im nächsten Schritt verlassen die Virusteilchen diese Zellen auf der Mitteldarm abgewandten Seite wieder (Schritt 2b) und verbreiten sich in weiteren Organen (Schritt 3). Letztendlich, infiziert das Virus das Speicheldrüsenseckgewebe (Schritt 4a) und vermehrt sich in den Zellen, die den Speichelkanal umgeben. Wenn sich genügend Virusteilchen im Speichel der Mücke angesammelt haben (Schritt 4b), kann die Mücke mit jedem Stich den Virusreger auf eine nicht-infizierte Person übertragen.
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Finny, you brought great virology expertise to the molecular biology-biased piRNA club, which I really enjoy a lot. Yet, I still have a hard time seeing, how you can honestly enjoy doing that many plaque assays :-). I’m also happy to have somebody around who so passionately defends the greatest book of the 20th century against the ignorant – my dear fellow of the ring.

Susan, du hast das Phänomen CRISPR zu uns ins Labor gebracht und deine Expertise auf diesem Gebiet wurde nicht nur in unserer Gruppe sondern auch im ganzen Institut (à la „meet the expert meeting“) gewerteschätzt. An dich darf ich auch den Promotions-Staffelstab weitergeben. Ich wünsche dir alles Gute auf den letzten Metern und viel Erfolg beim Schreiben deiner Doktorarbeit.

Febi, you came to our group all the way from Indonesia and brought your little family to Nijmegen – I have great respect for that decision. Thank you for trying to make us believe that on Java it is actually too hot and that the Dutch summers are just perfect.

Bodine, you are the latest addition to the club of van Rij lab PhDs. I wish you good luck for your Zika project. And also important, I wish you a fun time and a lot of exciting memories to look back at when you are about to graduate.

Gijs, you are the good soul of the lab. You know where everything is, how everything works and how to help a country getting over its fear for cell-fusing agent virus. The mosquito scientific community of the Netherlands owes you a lot! I’m already looking forward to celebrate that during the happy hardcore session of the next ‘Het foute uur’ party.

Erika, you were a great colleague and you pushed the genic piRNA project so much. You also established so many valuable techniques like RNA-Seq, GFP-Trap or Cell-cycle manipulation in the lab. It is a pity that we never had the chance to put your Café-Jos-under-the-table-claim to the test. I hope that there will be time for this at some point.
Sarah, for a long time we have shared an (I-)U-tje and our work spaces were just separated by the paper river Rhine. Who would have thought that, after you left the lab, we would once be living in the same neighborhood only a walking distance away from Pasteur institute and a cozy Café opposite of métro Convention. Thank you for great scientific and non-scientific discussions with food and drinks served from lab glassware. Also I want to say thank you for sharing your expertise in mosquito handling and P3 training (what doesn’t the P stand for).

Koen, you taught me a lot about the general lab-habits when I just started in the group and you also introduced me to the BSL-3 lab. I still remember your warning in the old BSL3 lab – “in summer it’s going to be warm in here”. And then later in July, we were practically running out of sweat. Luckily there is always Café Jos to re-stabilize the water-balance.

Walter, you always showed great interest in the progress of the piRNA project and stayed involved, which I really appreciated. In Keystone it was great to meet you again and I will remember the good times we had at this conference, both in the plenary room and on the slopes.

Joël, as the alpha PhD student, I was happy that you convinced the pack to accept me although I was the first one not to work with flies. You were always there to help even a lost mosquito person. Thanks also for the gezellige evenings with some bottles of Schneider’s on the table (I’m not talking about the medium here).

Rob, during the time you stayed in our group you were the master of funny, unbelievable stories – I mean they were literally unbelievable. I’m still surprised that many/most/all of them seemed to be true in the end except of course for your masterpiece – the 6th finger. Thank you also for introducing us to the Discodel!!

Inge and Jeroen, you were my first students and both of you have done great work that pushed the piRNA project further. I wish you all the best for your future careers.

Thanks to the lab mates from the Parasitology group and to the colleagues from “the other side” especially in the BSL-3 lab for your regular support. I’m looking forward to more memorable activities at our joined lab outings or Christmas parties.

Carla, you entered the stage when my PhD studies were supposed to slowly finish and I was mentally preparing for finalizing some last experiments and writing things up. But the wind changed, and instead I got the great opportunity to join your group during the last months of my PhD and beyond. I want to thank you again for having made this experience possible. I learned a lot about mosquito work during my stay and hope to stay in close contact also in the future.

Thanks also to all the members of the group who have given me such a warmhearted
welcome making it easy to feel home in Paris: Annabelle, Brigitte, Irena, Lorena, Valerie, Vanessa, Virginia, Hervé, Juan, Lionel and Yasu. Thanks for all the support and assistance that I got in the lab – from identifying the locations of enzymes, over preparing and analyzing deep-seq libraries, to learning how to dissect mosquito ovaries. I enjoyed the friendly atmosphere with ice-breaking questions, Ponyo Ponyo songs, cheese and wine tastings or Whisky Wednesdays. Thanks also to members of the Vignuzzi and Lambrechts labs who have made my stay in Paris such a memorable time. I’m looking forward to seeing many of you in the future.

I was lucky to still be in the lab when the van Kuppeveld groep was around. When you moved to Utrecht, not only did we lose a lot of valuable expertise - most importantly we lost a bunch of great lab mates. Therefore, it is always nice to meet some of you guys at the DAVS or at a graduation party.

Bert, we know already since my first master’s internship and I was happy when you agreed to be my PhD mentor. I have enjoyed our meetings a lot and will remember many of your valuable advices on how to shape a scientific career.

Science does not occur in a bubble and I’m happy to be part of so many inspiring collaborations. First of all, I want to thank Amy and Valentina. You were my supervisors during the second Master internship at the University of Edinburgh. I’m happy that also during my PhD, together with Al, we have had the chance to work together on some projects. Also Valentina, it was great to spend (too little) time together in Paris. Thanks to Gorben, Giel and Jelke from the virology group and Sander and Chantal from the entomology group in Wageningen for the fruitful collaborations. Finally, thanks to Umberto and Mariangela for the exciting work on endogenous viral elements in mosquito genomes. I’m certain we will stay in close contact in the future.

The co-editors of The Microbial TIMES Amelieke and Tobias, it has been and still is a great pleasure to prepare the newsletter together with you. Rumors say that the MT is currently the most-read newsletter in the department – a great achievement :-).

Sometimes I can barely believe that the rotation of the earth is independent of the interaction between Piwi5 and Ago3. Therefore, I’m glad to have friends who regularly remind me that, apparently, there is a reality outside of the piRNA world: B, Bowo, Jockel, Monty, Murvin, Yogi – Sehr geehrte Vereinsmitglieder des Doppelkopfklubs Kalkar ®. Einer Nachricht an euch, für die ich keinen Anwalt brauche: Jungs, ihr seid einfach die Besten. Christel und Floppi: Ihr marschiert seit vielen Jahren mit Gitarre und Wasserflasche in der Hand mit mir auf dem Weg des Lebens. Möge er noch lange voller Freude so weitergehen. Ellen, Helena, Ina, Vanessa, Vera, Marcel, René, Andrea, Öppi, Sarah, Sina, Markus ob ruhiger Spieleabend, ein leckeres Abendessen, oder eine ausgelassene Schlagerparty – mit euch sind diese Events gleich noch mal so schön. Und Ellen – ganz lieben Dank für
die Nachhilfe in Photoshop und Indesign und deine Unterstützung beim Coverdesign.

**Fieke, Laurien, Steef and Abby** – You have made my time in Edinburgh unforgettable. I’m looking forward to our next reunion to share a wee dram of Monkey Shoulder.


**Antje und Laura**, gefühlt gerade noch wohlbehütet Kamilla und von Steinfurt im Sandkasten geerntet, hat sich doch gerade in den letzten Jahren so viel Spannendes getan, sowohl beruflich als privat. Ihr wart in all den Jahren immer an meiner Seite und dafür möchte ich aus tiefstem Herzen danke sagen.

**Mama und Papa.** So, ich denke mal euer innigster Traum ist wahr geworden. Ihr dürft in den kommenden Jahren weiterhin regelmäßig sagen „Er ist in der Forschung und macht was mit Mücken“. Aber jedes Mal, wenn ihr diesen Satz benutzt, dürft ihr euch bewusst sein, dass ihr einen großen Beitrag dazu geleistet habt, dass ich **was mit Mücken mache.** Ihr standet mir bei all meinen noch so ungewöhnlichen Karriere-Entscheidungen zur Seite, und das bedingungslos. Immer konnte ich mir eures Rückhalts bewusst sein und das tat und tut auch heute noch sehr gut. Ich danke euch dafür.
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