Capturing the phase diagram of (2+1)-dimensional CDT using a balls-in-boxes model
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Abstract

We study the phase diagram of a one-dimensional balls-in-boxes (BIB) model that has been proposed as an effective model for the spatial-volume dynamics of (2+1)-dimensional causal dynamical triangulations (CDT). The latter is a statistical model of random geometries and a candidate for a nonperturbative formulation of quantum gravity, and it is known to have an interesting phase diagram, in particular including a phase of extended geometry with classical properties. Our results corroborate a previous analysis suggesting that a particular type of potential is needed in the BIB model in order to reproduce the droplet condensation typical of the extended phase of CDT. Since such a potential can be obtained by a minisuperspace reduction of a (2+1)-dimensional gravity theory of the Hořava-Lifshitz type, our result strengthens the link between CDT and Hořava-Lifshitz gravity.

1 Introduction

The emergence of spacetime and its classical dynamics from some underlying fundamental theory is the dream of most approaches to quantum gravity. One natural attempt in such a direction is to try to build spacetime from some fundamental building blocks, following some set of “microscopic” rules (i.e. interactions between the building blocks), and look for the emergence of classical geometries with classical dynamics at “macroscopic” scales (i.e. at scales much larger than the typical scale of a building block, in a system containing a large number of them). Several approaches to quantum gravity fall rather directly into this category: dynamical triangulations [1], causal sets [2], group field theory [3], tensor models [4], and causal dynamical triangulations [5]. Among all of them, the latter stands out as the only one so far having succeeded in passing the first test, that is, producing an emergent geometry with at least some classical features (such as the correct Hausdorff dimension), and with an effective dynamics (describing the spatial-volume evolution in the ground state and the fluctuations around it) governed by a classical action, which in 3+1 dimensions is compatible with general relativity (apart from a sign [6]).

On the other hand, there are reasons to believe that without any special fine tuning the full dynamics of CDT would not in general reproduce that of general relativity. In fact, one of the main ingredients of CDT, the one that distinguishes it from the old dynamical triangulations models and which is unique among all the other approaches mentioned above, is the presence of a preferred foliation. This fact, together with a number of recent results [7, 8, 9, 10, 11, 12, 13], has led to the suggestion that the effective field theory underlying CDT is not general relativity, but Hořava-Lifshitz gravity [14, 15]. Since the latter faces a number of challenges in recovering general relativity at low energy [16, 17, 18],
if the link between the two were to be confirmed, this would raise some concerns about CDT as a viable theory of quantum gravity. Or at least it would tell us that a very special fine tuning is needed when taking the continuum limit: we are free to view general relativity as a special case of HL gravity, corresponding to a very precise choice of its couplings, such that full diffeomorphism invariance is recovered; in the same way, it might be possible to fine tune CDT to restore in the continuum limit the invariance broken by the foliation. In any case, regardless of the phenomenological viability of HL gravity or of the fine tuning of the continuum limit, if we could show in some detail that CDT admits a continuum limit described by HL gravity, this would already be a spectacular result for a theory of random geometry of this type, the only known precedent being in two dimensions the link between dynamical triangulations and Liouville gravity [19].

Unfortunately, the (3+1)-dimensional case is very difficult to study, from both sides of the story: for that dimension, CDT has a complex phase diagram that so far we can only approach by Monte Carlo simulations, while HL gravity is a complicated theory with many couplings. One natural option is then to consider lower dimensional models. Things get extremely simple in 1+1 dimensions, where in fact CDT (without matter) is exactly solvable [20], and HL gravity becomes a one-dimensional model for the length of the spatial slices [12]. In this case it has been shown that indeed the continuum limit of CDT is HL gravity [12]. However, the (1+1)-dimensional case being rather trivial, it is not obvious that the relation between the two would generalize to higher dimensions. An intermediate case is that of 2+1 dimensions, where both CDT and HL gravity are non-trivial, but definitely simpler than in one dimension higher. CDT in 2+1 dimensions is so far not solvable, and its properties have also been studied mostly by numerical simulations [21, 22, 9, 10, 23, 11, 24, 25], but one can in principle reach larger volumes than in higher dimensions, and furthermore some analytical tools are available [26, 27] (and others might be developed more likely than in higher dimensions). Similarly, HL gravity in 2+1 dimensions has so far not been solved, but it is a theory of only one degree of freedom, for which one-loop computations are possible [28, 29].

Here we want to strengthen the links between CDT and HL gravity by following directly on [13], where the case for an effective HL-type description of (2+1)-dimensional CDT was made. The observable discussed in that work is the time-dependent volume (or area) of the spatial slices $V_2(t)$, which one can easily compare to classical solutions of minisuperspace reductions of the target continuum theory. Due to the foliation, the spatial volume is a natural observable in CDT and it is the main one characterizing the different phases: in particular, the extended geometry phase corresponds to a volume profile that averages to a droplet configuration, i.e. it is characterized by one maximum, at say $t = 0$, around which is concentrated the bulk of the total volume and by a stalk of minimal spatial volume (see figure 7). We refer to this configuration also as a condensation, both because the total volume condenses in a subset of the total time interval (which is kept fixed in the simulations) and in opposition to other phases, where the volume is more evenly distributed (averaging for example to a constant). The idea put forward in [13] is based on a very simple observation: when applying a minisuperspace reduction from the full metric $g_{\mu\nu}(\vec{x}, t)$ to the scale factor $\phi(t)$ of the spatial slices, the general relativity action in 2+1 dimensions reduces to a purely kinetic term, with no potential for $\phi(t)$; on the contrary, HL gravity leads in general to a non-trivial potential. As argued in [13], only in the presence of a potential can droplet condensation occur. It was argued that the potential arising in HL gravity for the case of spherical spatial slices leads precisely to a dominance of droplet configurations in the path integral (for some range of parameters) and that the shape of such droplets match remarkably well the one of CDT.

However, the analysis in [13] was of a semiclassical nature and it required a number of assumptions. Furthermore, the proposed model contains a stabilizing constraint that leads to a boundary in configuration space and, as a consequence, to the non-standard situation in which a configuration that is not a solution of the equations of motion dominating the path integral. Most importantly, while such analysis showed that a droplet configuration would dominate over a constant one for certain values of parameters, no strong evidence could be offered to exclude the presence of other configurations being even more dominant. In fact, the configuration discussed in [13] is probably just an approximation to the real mean configuration, which in particular we would expect to have a smoother behavior at
the junction between the bulk of the droplet and the stalk. All that will be reviewed and clarified in section 2.

The weaknesses of the semiclassical analysis are a strong motivation for probing the non-perturbative regime of the model by different means. This is precisely the scope of the work that we present in section 3, where we study a BIB model with the methods developed in [30]. In particular, we have studied the BIB model via Monte Carlo simulations and clearly identified at least five different phases, among which is present a droplet phase with the properties predicted in [13].

A brief summary and outlook is given in section 4.

## 2 Origin and analysis of the model

### 2.1 BIB model

In the context of dynamical triangulations, a balls-in-boxes model is defined via a canonical partition function of the form:

$$ Z_{bib}(T, M) = \sum_{m_0=m_{min}}^{M} \cdots \sum_{m_{T-1}=m_{min}}^{M} \delta_{M, \sum_j m_j} \prod_{j=0}^{T-1} g(m_j, m_{j+1}) $$

$$ = \sum_{\{m_j\}} e^{-S[\{m_j\}]} \delta_{M, \sum_j m_j} . $$

(1)

Such a system has support on a one-dimensional circular lattice with $T$ sites (circular in the sense that the sites are indexed modulo $T$). To the $j$-th site, one associates an integer $m_j \geq m_{min} > 0$, such that their sum is subject to the constraint:

$$ \sum_{j=0}^{T-1} m_j = M . $$

(2)

The weight factors $g(m_j, m_{j+1})$ capture a nearest-neighbour interaction and if it was not for the delta function imposing the constraint (2) the partition function (1) would be the standard discretized path integral for a one-dimensional model. In the case proposed in [13], the precise form of the weight factors is:

$$ g(m_j, m_{j+1}) = \exp \left\{ -\frac{2(m_{j+1} - m_j)^2}{m_{j+1} + m_j} b_1 + \frac{2}{m_{j+1} + m_j} b_2 \right\} , $$

(3)

where $(b_1, b_2)$ are phase space parameters, and the factors 2 remind us that we have chosen to write in the denominators the arithmetic mean of $m_j$ and $m_{j+1}$ (other choices, even non-symmetric, are possible, but are expected to be irrelevant in the continuum limit [30]). This is the model under investigation hereafter.

At large $T$ and $M$ we can use a continuum approximation, introducing a lattice spacing $a$, and defining a continuous time variable $t = a j$, with period $\tau = a T$. Furthermore, we will assume a three-dimensional interpretation of the model, which is justified a posteriori by the scaling observed in the droplet phase (see figure 1), therefore defining a continuous volume variable $V_3 = v_3 a^3 M$, as well as interpreting the number of balls in a given box $j$ as the two-dimensional volume of a slice at time $t$: $V_2 = v_2 a^2 m$. Here, $v_2$ and $v_3$ are two arbitrary constants.

In the limit $a \to 0$, with $\tau$ and $V_3$ fixed, the action $S$ in (1) becomes:

$$ S[V_2] = \frac{1}{a} \int_0^{\tau} dt \left\{ \frac{b_1}{v_2} \frac{V_2^2}{V_3^2} - a^2 b_2 v_2 \frac{1}{V_2} \right\} , $$

(4)

1To distinguish this from their use in modeling zero-range processes [31], where the weight factors are generally of the simpler form: $g(m_j)$.

2As one might imagine, the lattice sites and integers correspond to the aforementioned boxes and balls, respectively. Meanwhile, equation (2) constrains the total number of balls.
while the constraint (2) becomes:
\[ \int_0^\tau dt V_2 = \frac{v_2}{v_3} V_3. \]
(5)

It is then natural to take \( v_2 = v_3 \equiv v \).

Note that the presence of the \( 1/a \) factor in front of the action suggests that a good way to minimize the action is to identify the behavior of the model in the continuum limit (but at finite \( a \), i.e. at finite volume, one should take also \( b_1 \) and \( b_2 \) not too small for the same analysis to apply).

### 2.2 From gravity to balls-in-boxes

We can reverse the logic of the previous section and, starting from a gravity action in the continuum, we can reduce it to a BIB model in the discrete.

**Starting point:** One sets off with the most generic, projectable, \( z = 2 \) action for Hořava-Lifshitz gravity in \((2 + 1)\) dimensions:

\[ S_{(2+1)} = \frac{1}{16\pi G} \int dt d^2x \sqrt{g} \left\{ \sigma (\lambda K^2 - K_{ij} K^{ij}) - 2\Lambda + bR - \gamma R^2 \right\}. \]
(6)

We shall return in Section 2.4 to detail why one might chose this starting point but, for the moment, let us just present a digest of the derivation leading to the BIB model (3).

HL gravity describes a class of metric theories supporting a preferred foliation. Thus, the more familiar space-time diffeomorphism symmetry is broken down to foliation-preserving diffeomorphisms.\(^3\)

\(^3\)Such foliation-preserving diffeomorphisms are described by time-reparameterizations and spatial diffeomorphisms of
In (6), the action is presented in terms of ADM variables: \( N \) is the lapse function, \( g \) is the determinant of the spatial metric, \( R \) is its Ricci scalar, \( K_{ij} \) is the extrinsic curvature associated to the leaves of the foliation, while \( K \) is its trace.

The action contains the familiar parameter pair \((G, \Lambda)\), corresponding to Newton’s constant and the cosmological constant, respectively. The parameter \( \sigma = \pm 1 \) neatly encapsulates some metric signature information. Meanwhile \( \lambda, b \) and \( \gamma \) characterize the deviation from full diffeomorphism invariance. Indeed, for \( \lambda = b = 1 \) and \( \gamma = 0 \), one recovers the Einstein-Hilbert action with either Euclidean \((\sigma = 1)\) or Lorentzian \((\sigma = -1)\) signature.

The theory is said to be \textit{projectable} if one imposes at the outset that the lapse function is spatially constant: \( N = N(t) \).

The \( z\)-\textit{exponent} refers to half the maximal order of spatial derivatives arising in the inverse propagator of the free theory. Thus for \( z = 2 \), it may contain at most quartic terms, permitting the inclusion of the \( R^2 \) term.

Space-time topology and boundary conditions: We consider spacetimes with topology \( S^2 \times S^1 \), that is, spherical spatial slices and a compactified time. To implement this, we impose periodic boundary conditions in time, with period \( \tau \).

Mini-superspace reduction: We perform a mini-superspace reduction to constant lapse, vanishing shift vector (hidden so far in the extrinsic curvature) and spatial metric \( \phi \). Time appears as a projection coordinate, thus avoiding the famous conformal sickness of GR.

For concreteness of the analysis, we take \( \sigma (2\lambda - 1) > 0 \). As a result, the kinetic term is positive definite. However, in order to satisfy the periodic boundary conditions and to get real oscillating solutions, it turns out that one needs to take \( \omega^2 > 0 \) (that is, a positive bare cosmological constant) and \( \xi > 0 \) (that is, an \( R^2 \) term with the wrong sign), thus leading to a potential which is unbounded from below. Both sources of unboundedness can be cured by constraining the configuration space:

1. One can avoid the potential unboundedness stemming from the \( 1/\phi^2 \) term by imposing a minimal spatial volume constraint at the outset, such as:

\[
\phi(t) > \epsilon, \quad \forall t. \tag{10}
\]

This can be thought as a regularization of the theory, and as discussed in [13], there are possible scaling limits to safely let \( \epsilon \to 0 \).

The redefinition of parameters goes as follows:

\[
\kappa^2 = \frac{\sigma N G}{2 \lambda - 1}, \quad \omega^2 = \frac{\sigma N^2 \Lambda}{2 \lambda - 1}, \quad b' = \frac{\sigma N^2 b}{2 \lambda - 1}, \quad \xi = \frac{\sigma N^2 \gamma}{2 \lambda - 1}. \tag{8}
\]

In both cases we obtain the Lagrangian \( R - 2\Lambda \), where \( R \) is the spacetime Ricci tensor. Notice that the action was chosen to have in this case an overall minus sign with respect to standard GR, in order to match the sign observed in CDT simulations [22, 6]. In fact CDT has long been known to lead to a positive sign for the kinetic term for the conformal mode, thus avoiding the famous conformal sickness of GR.
2. The unbounded $\phi^2$ term is tamed by the working in the canonical ensemble, i.e. at fixed total volume. To that end, we add a term $\frac{8\pi N\kappa^2}{V_3}$, where $V_3$ is a constant, to (9) and treat $\omega^2$ as a Lagrange multiplier. Such an addition leaves the existing Euler-Lagrange equations unchanged, while variation with respect to the Lagrange multiplier imposes the constraint:

$$V \equiv 4\pi N \int_{-\frac{T}{2}}^{\frac{T}{2}} dt \phi^2(t) - V_3 = 0,$$

(11)

that is, it fixes the 3-volume.

Note that the compatibility of (11) with (10) requires $\epsilon < \sqrt{V_3/(4\pi N\tau)}$.

Note also that the constant lapse $N$ has been neatly hidden away in (9). This is rather innocuous in a classical setting. But in principle, it is a degree of freedom that should be integrated over in a quantum regime leading to the imposition of a Hamiltonian constraint. Following [13], we shall not consider this scenario, rather setting $N = 1$ from here on. As we shall see in the Section 2.4, that is appropriate when wishing to set it in comparison with CDT.

In order to complete the link with (4), one should simply change variables to:

$$V_2 = 4\pi \phi^2,$$

(12)

which comes from having assumed the slices to be 2-spheres of radius $\phi$. Leaving aside the constant term and the harmonic term, which is part of the volume constraint, one can rewrite (9) as:

$$\tilde{S}_{(2+1)-\Lambda_m-min} \equiv \frac{1}{2\kappa^2} \int_{-\frac{T}{2}}^{\frac{T}{2}} dt \left\{ \phi'' - \frac{\xi}{\phi^3} \right\} = \frac{1}{2\kappa^2} \int_{-\frac{T}{2}}^{\frac{T}{2}} dt \left\{ \frac{1}{16\pi} \frac{V_2^2}{V_2} - \frac{4\pi \xi}{V_2} \right\},$$

(13)

which upon comparison with (4) leads to the identifications:

$$\frac{1}{32\pi\kappa^2} = \frac{b_1}{av}, \quad \frac{2\pi \xi}{\kappa^2} = ab_2 v,$$

(14)

or:

$$\frac{b_2}{b_1} = \frac{64\pi^2 \xi}{v^2 a^2}.$$  

(15)

One can eliminate all references to the cutoff scale $a$ by looking only at dimensionless ratios of the parameters of the model. For example, using $va^2 m_{min} = 4\pi \epsilon^2$, one can write:

$$\frac{v b_2}{b_1 m_{min}} = \frac{16\pi \xi}{\epsilon^2}.$$  

(16)

In this way we will be able to translate our predictions from the continuum to the discrete.

Notice that general relativity corresponds to the case $b_2 = 0$.

2.3 Analysis of the model

The equations of motion derived from (9) are of Ermakov-Pinney type, i.e.:

$$\ddot{\phi} + \omega^2 \phi - \frac{\xi}{\phi^3} = 0,$$

(17)

and their solution is:

$$\phi_0(t) = \frac{1}{\omega A} \sqrt{\left(\omega^2 A^4 - \xi\right) \cos^2(\omega t + \psi) + \xi},$$

(18)

where $A$ and $\psi$ are integration constants. Shifting the maximum of the curve to $t = 0$ fixes $\psi = 0$. Thereafter, this maximal value $\phi_0(0) = A$ is fixed by initial conditions. Meanwhile, the constraint $\mathcal{V}$ suffices to determine $\omega$ in terms of $\{V_3, A, \xi\}$. However, notice that these solutions oscillate with period
and therefore in order to satisfy periodic boundary conditions at $t = \pm \tau/2$, $\omega$ must also satisfy

$$\frac{\pi}{\omega} = \frac{\tau}{n}$$

for some positive integer $n$. As a consequence, the space of solutions forms a discrete set.

These solutions never reach zero for $\xi > 0$. This has ramifications for the space-time topology. In particular, it indicates the non-occurrence of potential conical singularities, rather there is a minimal throat, at which the space-time bounces.

Besides the oscillating solutions, there is also a constant solution:

$$\tilde{\phi}_0(t) = \sqrt{\frac{V_3}{4\pi\tau}},$$

which is a special case of equation (18) with $A = \xi^{1/4}/\sqrt{\omega}$, and $\omega = 4\pi\tau\sqrt{\xi}/V_3$ fixed by the volume constraint. This solution has special significance, since in comparison to the other local extrema, it has least action:\footnote{The on-shell action evaluates to:}

$$\tilde{S}_{(2+1)-\text{nl-}\text{min}}[\phi_0] = \begin{cases} 
\frac{1}{\omega A} \sqrt{(\omega^2 A^4 - \xi) \cos^2(\omega t)} + \xi & \text{for } t \in \left[-\frac{\pi}{2\omega}, +\frac{\pi}{2\omega}\right], \\
\frac{\sqrt{\xi}}{\omega A} & \text{for } t \in \left[-\frac{\tau}{2}, -\frac{\pi}{2\omega}\right) \cup \left(+\frac{\pi}{2\omega}, +\frac{\tau}{2}\right),
\end{cases}$$

where one period of a configuration of the form (18) is confined to a subinterval of length $\pi/\omega < \tau$, while a constant configuration is attached in the remainder.

Such configurations are unusual for at least two reasons. First, they do not in general correspond to solutions of the Euler-Lagrange equations, except in the degenerate cases $A^2 = (V_3 + \sqrt{V_3^2 + 16\pi^2 \xi})/(4\pi\tau)$, for which $\omega = \pi/\tau$, i.e. there is no stalk, and $A^2 = \xi^{1/2}/\omega = V_3/(4\pi\tau)$, for which $\phi = \tilde{\phi}_0$, i.e. there is no droplet. Second, they are only the local extrema providing the dominant configurations.

Local extrema vs absolute minima: The partition function of the system, for the moment in the continuum, reads:

$$Z_{(2+1)-\text{nl-}\text{min}} = \int_{\tilde{S}(t) > \epsilon} D\phi(t) \delta(V) \exp \left\{ -\frac{1}{2\kappa^2} \int_{\tau/2}^{\tau/2} dt \left[ \tilde{\phi}^2 - \frac{\xi}{\tilde{\phi}^2} \right] \right\}.$$  

In the limit $\kappa \to 0$ we expect the partition function (and the observables) to be dominated by those configurations that minimize the action. Under the assumption that the space of field configurations is such that the action is at least differentiable (in the functional sense), there are two possible ways of how the on-shell action can arise: local extrema (i.e. solutions of the equations of motion) or minima lying on the boundary of configuration space. In the case that local extrema provide the dominant configurations for the path integral, this would imply dominance of the constant solution, because as we have seen this has the least action among all the solutions. On the other hand, if a configuration lying on the boundary of configuration space provides a global extremum, then we can have a non-constant profile. Such a possibility arises quite naturally in situations where an action unbounded from below is tamed by constraints. In our case, as we have already pointed out, the unboundedness of the action (13) at
\(\xi > 0\) is tamed by the constraint (10), which introduces a boundary in configuration space. Therefore, global minima that are not local extrema can be expected. Indeed, it was argued in [13] that this is precisely what gives rise to the droplet phase, with a profile of the form (22) dominating the partition function.

The rationale behind (22) is based on a balance between kinetic and potential terms in the action (created by their relative sign difference). If one looks at the kinetic term alone (at positive \(b_1\), i.e. \(\kappa^2\)), then it is obvious that the minimizing configuration is a constant one, \(\phi(t) = 0\). The volume constraint then fixes the value of \(\phi(t)\) to (19). On the other hand, if one looks only at the potential term, then minimization would seem to push to a configuration with \(\phi(t) = 0\), leading to a singular value of the action which would clearly dominate over any other configuration (as long as \(\phi(t)\) stays finite). This is of course the instability caused by the unboundedness of the action, and as already repeatedly stressed it is cured by the constraint (10), as a consequence of which the potential actually favors the configuration \(\phi(t) = \epsilon\). In fact, the volume constraint forbids a solution with \(\phi(t) = \epsilon\) everywhere, but clearly if it were just for the potential term a delta-function configuration \(V_2(t) = (V_3 - 4\pi\epsilon^2\tau) \delta(t - t_0) + 4\pi\epsilon^2\) would do the job.\(^7\)

Therefore, for \(\epsilon\) small enough, one sees a competition between the kinetic term, which favors the constant configuration, and the potential, which favors the delta-function configuration. What (22) envisages is a situation where the latter essentially wins, with the constant part being fixed at the minimal slice volume for the optimal choice of \(A\), but with the kinetic term smoothing out the delta function, to a shape determined by local minimization of the action.\(^8\)

**Phase transition:** The discussion above was intended to provide a simple intuition of why a configuration such as (22) might dominate the path integral, but of course one has to explicitly check whether that is the case. The presence of several parameters and the fact that (11) leads to a cubic equation for \(\omega\) complicate things, and in [13] only a perturbative analysis for small \(\epsilon\) and \(\xi\) was presented.

Indeed plugging (22) into (11) we find:

\[
V_3 = 4\pi \left( \frac{\pi(\xi + A^4\omega^2)}{2A^2\omega^3} + \frac{\xi}{A^2\omega^2} \left( \tau - \frac{\pi}{\omega} \right) \right), \tag{24}
\]

which, multiplied by \(\omega^3\) (non-zero otherwise we would have the constant solution again), gives us a cubic equation for \(\omega\). It is convenient to rewrite the latter in terms of \(\epsilon\) rather than \(A\), taking \(A = \sqrt{\xi/\epsilon\omega}\), because we expect the constant part to reach its minimal allowed value (from the considerations above, and from the perturbative analysis of [13]). We arrive at:

\[
(4\pi\tau\epsilon^4 - V_3\epsilon^2)\omega^3 - 2\pi^2\epsilon^4\omega^2 + 2\pi^2\epsilon = 0. \tag{25}
\]

Although solvable, the general solution to such an equation is not very enlightening due to the presence of several parameters. We can gain some insight with some further assumptions on the nature of the roots. The discriminant of the cubic equation is:

\[-108\pi^4\xi^2\epsilon^4 (V_3 - 4\pi\tau\epsilon^2)^2 + 64\pi^8\xi^2\epsilon^2, \tag{26}\]

and it has the following two roots when viewed as a function of \(\xi\):

\[
\xi_1 = 0, \quad \text{and} \quad \xi_2 = \frac{16\pi^4\epsilon^8}{27(V_3 - 4\pi\tau\epsilon^2)^2} > 0. \tag{27}
\]

For small \(\epsilon\) and large \(V_3\), the positive root takes a very small value, and therefore we concentrate on the case \(\xi > \xi_2\). In such case, the discriminant is negative and therefore the cubic equation has only

---

\(^7\)Our choice of working with the variable \(\phi\) rather than \(V_2\) would not be the best in this case due to the need of taking the square root of the delta function.

\(^8\)Notice that for negative \(b_1\) the kinetic term looses its smoothing effect and we might expect the delta function configuration to dominate. This is indeed what we will find in the next section (see the localized phase).
one real root. Then we can use the representation of the real root in terms of hyperbolic functions, writing:

\[
\omega_0 = 2\sqrt{-\frac{p}{3}} \cosh \left( \frac{1}{3} \arccosh \left( \frac{3q}{2p} \sqrt{\frac{3}{p}} \right) \right) - \frac{a_2}{3a^3},
\]

where:

\[
p = \frac{3a_3a_1 - a_0^2}{3a_3^2} = -\frac{4\pi^4 \epsilon^4}{3(V_3 - 4\pi \tau \epsilon^2)^2},
\]

\[
q = \frac{27a_3^2a_0 - 9a_3a_2a_1 + 2a_0^3}{27a_3^2} = \frac{16\pi^6 \epsilon^8 - 54\pi^2 \xi (V_3 - 4\pi \tau \epsilon^2)^2}{27\epsilon^2 (V_3 - 4\pi \tau \epsilon^2)^4},
\]

and \(a_n\) is the coefficient of \(\omega^n\) in the cubic equation (25). Furthermore, in (28) we have assumed \(p < 0\), \(q < 0\) and \(4p^3 + 27q^2 > 0\), which are all valid for large enough \(V_3\).

Lastly, we take (22) with \(A = \sqrt{\xi/(\epsilon \omega)}\) and replace \(\omega\) by the solution (28), to obtain a profile which is a function of \(\xi, V_3, \tau\) and \(\epsilon\). Denoting such configuration as \(\hat{\phi}_0(t)\), we are interested in studying:

\[
S \equiv \tilde{S}_{(2+1)-ul-min}[\tilde{\phi}_0] - \tilde{S}_{(2+1)-ul-min}[\hat{\phi}_0]
\]

as a function of \(\xi\), at fixed \(\kappa^2, V_3, \tau\) and \(\epsilon\), in order to check if and when the droplet configuration (22) dominates (i.e. \(S > 0\)).

More conveniently, we can re-express \(S\) in terms of the discrete BIB dimensionless parameters, eliminating \(\xi, V_3\) and \(\tau\) by means of the relations:

\[
\frac{16\pi \xi}{\epsilon^2} = \frac{\epsilon b_2}{b_1 m_{\text{min}}},
\]

\[
\frac{V_3}{(4\pi \epsilon^2)^{3/2}} = \frac{M}{m_{\text{min}}^{3/2} v_{1/2}},
\]

\[
\frac{\tau}{(4\pi \epsilon^2)^{1/2}} = \frac{T}{(m_{\text{min}} v)^{1/2}}.
\]

One then finds that both \(\epsilon\) and \(\sqrt{\tau}\) factor out, so that \(S' \equiv \kappa^2 S/ (\epsilon \sqrt{\tau})\) depends only on the remaining discrete parameters. In particular, for \(m_{\text{min}} = 1\), \(S'\) depends only on \(M, T\) and the ratio \(\epsilon b_2/b_1\).

We thus come to a first conclusion: for fixed \(M\) and \(T\), the reasoning based on the minimization of the action predicts that if there is a phase transition between a droplet (\(S > 0\)) and a correlated fluid phase (\(S < 0\)), then the boundary between the two phases is a straight line in the \(\{b_1, b_2\}\) plane. In fact, for fixed \(M\) and \(T\), \(S'\) is only a function of the ratio \(\alpha \equiv b_2/b_1\), and the point at which \(S'(\alpha_c) = 0\) corresponds to the phase transition. Unfortunately, such an equation cannot be solved in a closed form, and we are limited to a numerical evaluation of \(\alpha_c\). For example, at \(M = 4000\) and \(T = 80\), we find \(\alpha_c = 1.5\), while at \(M = 16000\) and \(T = 80\), we find \(\alpha_c = 7.1\). We can also check numerically that at large volume \(\alpha_c \propto M/T^3\). However, the quantitative predictions about the location of the phase transition should not be taken too seriously, because near the phase transition we expect the fluctuations to become important and affect the transition point.

The above results show that the droplet configuration (22) wins over the constant one in a certain range of parameters. What we have not shown is that there are no other solutions that win over both in that same range of parameters. In fact it is plausible that the actual dominant configuration is a smooth version of (22), i.e. one in which bulk and stalk are joined smoothly. However, we believe that the mechanism described above for our ansatz correctly captures the essential physical features of the problem. One of the goals of the numerical simulations will be to exclude the existence of very different configurations winning over the droplet one, and thus to confirm the existence of a droplet phase in the model.
2.4 From CDT to balls-in-boxes

Before we proceed with the numerical investigation, it is worthwhile questioning why one would wish
to examine the quantized mini-superspace reduction of a projectable, \( z = 2 \) Hořava-Lifshitz model
in the first place. As anticipated in the introduction, the motivations centre around the potential
correspondence between a continuum limit of causal dynamical triangulations (CDT) and Hořava-
Lifshitz gravity.

The CDT program (in \( 2 + 1 \) dimensions) proposes a non-perturbative definition for quantum gravity
through a path integral of the form:

\[
Z_{\text{CDT}} = \sum_{\Delta \in \mathcal{D}} \frac{1}{|\text{aut}(\Delta)|} e^{-S_{\text{Regge}}(\Delta)}
\]  

(35)

where \( \mathcal{D} \) is an ensemble of \( 2 + 1 \)-dimensional piecewise-flat geometries comprised of identical simplicial
building blocks (tetrahedra in this case). The members of the ensemble are distinguished by the
connectivity among the simplices and, importantly, only configurations satisfying a certain causal
restriction are permitted \[21\].

The weight contains two factors. \(|\text{aut}(\Delta)|\) is the size of the automorphism group for the simplicial
complex \( \Delta \). For generic configurations, it equals one and so it will be neglected from here on out.
Meanwhile:

\[
S_{\text{Regge}}(\Delta) = \kappa_3 N_3 - \kappa_0 N_0 ,
\]  

(37)

is the Regge action for the geometry in question. Here, \( \kappa_3 \) and \( \kappa_1 \) refer to parameters constructed
from the bare Newton’s constant and the cosmological constant, while \( N_3 \) and \( N_1 \) are respectively the
number of tetrahedra and vertices in \( \Delta \).

The causality clause in the definition of the ensemble takes several forms. In its original, global
incarnation, it states that permissible simplicial geometries possess a preferred foliation. This is used
to ensure a causal structure and, of course, singles out a parameter \( t \) that indexes the slices. Recently,
a more local expression has been developed and studied \[32, 25, 33\]. Interestingly, while this new
formulation does not rely on a preferred foliation, there are strong indications (stemming from the
nascent investigation of the phase structure) that it lies in the same universality class as the original
foliated model.

We shall discuss only about the original, global definition for the causal structure. For CDT simulations,
one generally utilizes a canonical, rather than grand canonical ensemble, meaning fixed \( N_3 \):

\[
Z_{\text{CDT}}(T, N_3) = \sum_{\Delta \in \mathcal{D}_{N_3}} e^{\kappa_0 N_0} .
\]  

(38)

There are a number of points worth elaborating on here:

- The causal structure within CDT allows allows one to differentiate between spacelike and timelike
  edges. Thus, the set of \( d \)-dimensional simplices may be partitioned into subsets indexed by
  \( m \in \{1, \ldots, d\} \), indicating that \( m \) of its vertices are on one slice, while \( d + 1 - m \) of its vertices
  are on the later adjacent slice. However, topological relations in \( d = 3 \) \[34\] ensure (37) is the
  most general linear action for such variables.

- When performing computer simulations, for reasons of technical simplicity, one imposes a space-
time topology of \( S^2 \times S^1 \); a spherical spatial slice and cyclical time, meaning periodic boundary
  conditions (in time). Moreover, as well as fixed 3-volume, one restricts to a fixed number of time
  steps. As we commented earlier, this matches a continuum theory wherein the lapse has not been
  integrated.

\[\text{Actually, generically the Regge action for a dynamical triangulation in (2 + 1) dimensions is:}\]

\[
S_{\text{Regge}}(\Delta) = \kappa_3' N_3 - \kappa_1' N_1 ,
\]  

(36)

but topological relations allow one to rewrite \( N_1 \) as a linear combination of \( N_3 \) and \( N_0 \).
- The minimal volume of a spatial slice (typically forbidden to be empty by construction) corresponds to the minimal number of triangles needed to triangulate the surface of given topology, while satisfying the appropriate regularity condition (i.e. being a simplicial manifold). In the case of \( S^2 \), such number is four (the number of triangles in a tetrahedron).

**Naïve continuum limit leads to GR or HL?** The aim of the game, of course, is to devise a theory some phase of which describes a macroscopic universe governed by Einstein’s equations. Indeed, there is evidence for such a phase within CDT and it is being vigorously pursued.

Despite this fact, the discrete theory is written down in terms of certain parameters and with support on certain structures. With regards to the first, this means that of all the ways to take a continuum, it is without doubt true that some stand out more than others purely due to the way the theory is formulated. This we shall term a naïve continuum limit. With regards to the second point, there is a choice of foliation. This is at odds with the full diffeomorphism invariance of Einstein relativity. However, there is no reason in a continuum limit (naïve or otherwise) that such a preferred foliation could not be washed out and the full space-time diffeomorphism invariance of GR recovered. Recently, there has been growing evidence that a preferred foliation survives the naïve continuum limit of CDT, with the result that the related continuum theories lie in the universality class of HL gravity.

There is of course a dearth of analysis with respect to the renormalization group flow of CDT, it has only just begun in earnest [35]. So it is wise at this stage to consider any HL theory purely in an effective field theory spirit. We have chosen the simplest that possesses certain desirable features. In particular, the projectability reduces considerably the number of permissible invariants. Meanwhile, we have truncated the expansion of our action to order \( R^2 \), higher order terms being irrelevant at the \( z = 2 \) Lifshitz point, where the theory is renormalizable.

Having said that, non-perturbative calculations in the CDT formalism are still time-consuming and even the naïve continuum limit is not easy to analyze. In search of a simpler, more accessible model that can mimic the essential features, at least for simple observables, one is quite readily led to mini-superspace reductions of these classical gravity theories. These constitute a drastic reduction of degrees of freedom and so, within a CDT-type (that is, lattice) quantization, many of the analytic and computation difficulties are ameliorated. Nevertheless, the spatial volume still acts as an observable that captures non-trivial information from the theory. With its manifest geometric interpretation, it is interesting to compare its properties within the quantized reduced theory and within CDT proper.

Of course, there is no guarantee the quantization of a classically-reduced theory is neatly embedded as some limit of the more general quantized theory. However, once certain properties have been found in the simpler theory, they serve as motivation to search for them in the more general theory.

## 3 Simulations

### 3.1 Phase diagram

Just as in [30], we expect a multi-faceted phase structure to emerge and with that in mind, we enlist a number of aptly chosen order parameters to detect phase transitions:

\[
\sigma = \left\langle \frac{\sum_{j=0}^{T-1} m_j^2}{M^2} \right\rangle, \quad (39)
\]

\[
\gamma = 1 - \left\langle \frac{1}{\min m_j} \right\rangle, \quad (40)
\]

\[
\delta = 1 - \left\langle \frac{\sum_{j=0}^{T-1} |m_j - m_{j+1}|}{2M} \right\rangle, \quad (41)
\]

All three parameters lie in the range \([0, 1]\), and they each have a simple meaning:
- $\sigma$ measures the degree of localization. If one time slice should possess significantly more volume than the others, then $\sigma$ increases. Meanwhile, if all times have roughly the same volume, then $\sigma \sim 1/T$.

- $\gamma$ signals if any time slice has minimal volume. $\gamma = 0$ is such an instance (for $m_{\min} = 1$). Else $\gamma > 0$.

- $\delta$ measures the degree of smoothness. Should the volumes associated to adjacent slices vary greatly, then $\delta \sim 0$. Meanwhile, for smoother samples, $\delta \sim 1$.

![Phase diagram](image)

Figure 2: Phase diagram for system with $T = 80, M = 4000$: droplet (red triangles), localized (yellow squares), antiferromagnetic (blue pentagons), correlated fluid (green hexagons), and uncorrelated fluid (origin).

We found evidence for five phases, whose location in the phase diagram is illustrated in figure 2. Typical configurations for each phase are presented in figure 3, and they are characterized as follows:

**Droplet phase:** $(\sigma \sim 1/W \sim 0, \gamma = 0, \delta \sim 1)$. This phase occurs for $b_1 > 0, b_2 > b_{2,\text{crit}}(b_1)$. For a typical configuration, the majority of volume condenses onto a contiguous subset of time slices of width $W \gg 1$. The remainder of the volume forms a stalk with each constituent time slice possessing minimal volume.

**Localized phase:** $(\sigma \sim 1, \gamma = 0, \delta \sim 0)$. This phase exists for $b_1 < 0, b_2 > b_{2,\text{crit}}(b_1)$. For a typical configuration, all volume resides on one time slice, while all other times possess minimal volume.

**Antiferromagnetic fluid phase:** $(\sigma \sim 2/T \sim 0, \gamma = 0, \delta \sim 0)$. This phase exists for $b_1 < 0, b_2 < b_{2,\text{crit}}(b_1)$. For finite systems, $\sigma \sim 2/T$. A typical configuration consists of alternating peaks and troughs, where the troughs possess minimal volume.

**Correlated fluid phase:** $(\sigma \sim 1/T \sim 0, \gamma \sim 1, \delta \sim 1)$. This phase exists for $b_1 > 0, b_2 < b_{2,\text{crit}}(b_1)$. For finite systems, $\sigma \sim 1/T$. A typical configuration consists of the volume approximately evenly allotted to the time slices, with relatively small fluctuations about the mean volume.

**Uncorrelated fluid phase:** $(\sigma \sim 1/T \sim 0, \gamma \sim 0, \delta \sim 1/2)$. This phase exists near the origin, i.e. for $b_1 \sim b_2 \sim 0$. The values of the exponents at the origin can be computed exactly from the solution at that particular point [30, 36].

Two of the phases above are in one to one correspondence with the two dominating configurations discussed in section 2.3. These are the droplet and the correlated phase. Clearly the former should correspond to the droplet configuration (22) (see also figure 4), and we will get back to their comparison...
Figure 3: Typical configurations for the various phases (left-to-right): droplet, localized, antiferromagnetic, correlated fluid, uncorrelated fluid.

Figure 4: Mean value $\langle m_i \rangle$ as a function of $i$, for non-centred samples in the correlated phase and centred samples in the droplet phase.
in section 3.3. That the correlated phase should correspond to the constant configuration is perhaps not completely evident from the plot in figure 3, but it certainly should be so from the ensemble average in figure 4. The antiferromagnetic and localized phases appear at negative kinetic term, and for this reason they were not discussed in section 2.3.

In figure 5 we show the behavior of the relevant order parameters around the phase transitions.

3.2 Mean field sanity check

It is tempting to check that nothing has gone awry by performing a rough mean field approximation to our model along the following lines. One simply evaluates the action in (1) on a configuration displaying the rough properties of the dominant configurations in each phase. This provides four functions in the phase parameters \((b_1, b_2)\). One assigns each point \((b_1, b_2)\) to a given phase, dependent on which of the four has least value.

**Droplet phase:** The typical configuration has minimal volume \(v_{\text{min}}\) at sites outside a droplet of width \(W\). For large \(M\), the droplet takes on the form \(m_j = \frac{M}{W} m \left( \frac{t}{W} \right)\). However, the stalk cannot be neglected due to the potential term in the action. This leads to:

\[
S_{\text{droplet}} \sim b_1 \frac{M}{W} \int_0^W \frac{dt}{2} \left[ \frac{m \left( \frac{t+1}{W} \right) - m \left( \frac{t}{W} \right)}{m \left( \frac{t+1}{W} \right) + m \left( \frac{t}{W} \right)} \right]^2 - b_2 \frac{W}{M} \int_0^W \frac{dt}{m \left( \frac{t}{W} \right) + m \left( \frac{t+1}{W} \right)} - \frac{2 b_2 (T - W)}{v_{\text{min}}},
\]

\[
\sim b_1 I_1 \frac{M}{W^2} - b_2 I_2 \frac{W^2}{M} - \frac{b_2 (T - W)}{v_{\text{min}}},
\]

where:

\[
I_1 = \int_0^1 ds \frac{m'(s)^2}{m(s)} \quad \text{and} \quad I_2 = \int_0^1 ds \frac{1}{m(s)}.
\]  

(42)  

(43)

Treating the integrals as unknown constants, one minimizes the action with respect to the width.
\[ W^4 - \frac{M}{2I_2v_{\text{min}}}W^3 + \frac{b_1I_1}{b_2I_2}M^2 = 0 \]  
(44)

For large \( M \), the discriminant is negative indicating two real roots. One finds that, for \( b_1 > 0, \ b_2 > 0 \), they are positive and behave as:

\[ W_0 \sim \left( \frac{b_1I_1m_{\text{min}}M}{b_2} \right)^{1/3}, \quad W_1 \sim \frac{M}{I_2m_{\text{min}}} \]  
(45)

The smaller of the two, \( W_0 \), has the lesser action, which scales like:\[^{10}]\n
\[ S_{\text{droplet}} \sim \left( \frac{b_1b_2}{m_{\text{min}}^2} \right)^{1/3} M^{1/3} \]  
(46)

**Localized phase:** With essentially all volume (\( m_{\text{peak}} = M - (T - 1)m_{\text{min}} \)) concentrated at a single site, while the remaining sites possess \( m_{\text{min}} \), one finds:

\[ S_{\text{localized}} \sim 4b_1M + 4b_1(T + 2)m_{\text{min}} - b_2T - \frac{2}{m_{\text{min}}} \]  
(47)

up to \( O(1/M) \) terms.

**Antiferromagnetic phase:** A typical configuration has an alternating peak-trough behaviour. On average, these peaks and troughs have volumes \( \frac{2M}{V} - m_{\text{min}} \) and \( m_{\text{min}} \), respectively. This leads to a mean field action of the form:

\[ S_{\text{antiferromagnetic}} \sim 4b_1M - 8b_1Tm_{\text{min}} \]  
(48)

up to \( O(1/M) \) terms.

**Correlated fluid phase:** One assumes that the site volumes vary around a mean volume \( \overline{m} = \frac{M}{T} \), with stochastic fluctuations on average of order \( \sqrt{m} \) (in fact, this is borne out by the numerical simulations). This immediately reduces the action to:

\[ S_{\text{correlated fluid}} \sim b_1T - b_1\frac{T^{3/2}}{\sqrt{M}} \]  
(49)

up to \( O(1/M) \) terms.

**Uncorrelated fluid phase:** We do not attempt to incorporate the uncorrelated fluid phase within the mean field analysis. Although for finite-size systems, one finds it to encompass a small region around the origin in phase diagram, one expects this to shrink to a single point, the origin, in the thermodynamic limit. At this point, the action vanishes and the system’s behaviour is dominated by fluctuations.

The mean field analysis comprises simply of evaluating each of these four actions for different values of the phase space parameters \((b_1, b_2)\). Thereafter, one assigns that point to a given phase, dependent on which of the four has least value.

As one can see from Figure 6, one finds qualitatively the same phase diagram as one obtains from the numerical simulations in Section 3.1. Sanity has been preserved.

Note that at this order, the transition line separating the localized and droplet phases is specified by:

\[ b_{2,c}(b_1) \sim \frac{4m_{\text{min}}^2(3T + 2)}{T - 2}b_1 \sim_{T \to \infty} 12m_{\text{min}}^2b_1 \]  
(50)

Meanwhile the mean field analysis, for \( b_1 > 0 \), also confirms the analysis from section 2.3.

[^10]: Meanwhile, the action for the larger root \( W_1 \) behaves like \( S \sim M \).
Figure 6: Analytically computed mean field phase diagram for system with $T = 80$, $M = 4000$: droplet (red triangles), localized (yellow squares), antiferromagnetic (blue pentagons), correlated fluid (green hexagons).

3.3 Comparison to CDT

As our main motivation was the droplet (also known as extended) phase of CDT, it is now time to actually compare the result of our BIB simulations, with the CDT simulations from [9, 13].

We will compare the shape of the respective droplets. To that end, our first task is to shift the center of volume of each sample, within the droplet phase, to some fixed time (the condensate spontaneously breaks time-translation invariance, but as usual we have to pick by hand one ground state out of the continuum of ground states that are related to each other by time translations). We do this following the method described in appendix A, applying it to both the BIB and CDT data. Then, we average over the samples and compare the curves obtained in the two models. We use as reference data for the CDT side the simulations done with 100k tetrahedra, and total time extension $T = 96$. However, the total volume of the spatial slices in CDT is given by the total number of spatial triangles $N_2^{(s)}$, and this is roughly one third the number of tetrahedra; more precisely, for our CDT data at $\kappa_0 = 5$, we have the expectation value $\langle N_2^{(s)} \rangle = 35026$, with standard deviation $\sigma = 85$. Therefore, we repeated the simulations for the BIB model at $M = 35026$ and $T = 96$ (and $m_{\text{min}} = 10$, to match the minimum number of triangles observed in a CDT spatial slice), and looked within the droplet phase for the set of parameters $b_1$ and $b_2$ giving rise to a droplet comparable to the CDT one. The result is shown in figure 7.

Since the shape of the CDT volume profile was already compared to (22) in [13], the excellent agreement between the CDT and BIB data also provides an indirect comparison between the latter and (22).

We have also compared the fluctuations around the average, i.e. $\sqrt{\langle m_i^2 \rangle - \langle m_i \rangle^2}$, and the result is also shown in figure 7. The rough shape is again in good agreement, although there are some noticeable differences: the three peaks are flattened down in the BIB case, and the fluctuations in the stalk are more important in the CDT case. Nevertheless, considering how much simpler is the BIB model in comparison to CDT, it is quite remarkable that even the fluctuations are reproduced to such an extent.

It remains an open question whether the other phases of the BIB model are to be found in CDT. In (2+1)-dimensional CDT we have in the canonical ensemble only one parameter to tune, and one typically finds only one more phase besides the droplet one [21]. Such a phase is similar to phase “A” of (3+1)-dimensional CDT [5], and as noticed in [30], it may correspond to the uncorrelated fluid phase observed in the BIB model. We will comment in the conclusions about the possible appearance of the correlated fluid phase in extended models of CDT.
4 Conclusions

Our main results are summarized by the figures 2 and 7. The former shows the rich phase diagram of the BIB model proposed in [13] and obtained here by numerical simulations. In particular, note the presence of a droplet phase, which however would be absent were one to set $b_2 = 0$, yielding the BIB model related to minisuperspace reduction of general relativity. Figure 7 shows the excellent correspondence between the droplet phase of the BIB model and the CDT volume profile. Thus, we have compelling evidence that the effective dynamics of the CDT spatial slices is well captured by the BIB model (1)-(3), which in turn can be seen as a minisuperspace reduction of the Hořava-Lifshitz model (6). Therefore, our results tighten the link between CDT and HL gravity.

As discussed in [13], a further link between CDT and our BIB model, and thus indirectly to HL gravity, comes from the results of [24]. The authors of that paper studied (2+1)-dimensional CDT for the case toroidal spatial slices and found no condensation, i.e. no droplet phase. Rather, they only found the equivalent of the correlated phase. This can be understood from our section 2, because in the toroidal case the minisuperspace reduction of (6) leads to no potential term. Therefore, one is in the $b_2 = 0$ subspace of the BIB model, and figure 2 clearly shows how we are in the correlated phase in that case.

An attempt to more directly CDT and HL gravity was made in [10], where the foliated structure of the CDT triangulations was exploited to modify the CDT action in such a way as to correspond to a discretized (2+1)-dimensional HL action. In particular, the $R^2$ term of (6) was put in by hand, whereas our results suggest that it arises dynamically in CDT even if we start with the simple Regge action for discrete general relativity. And as we argued, it arises with the unstable sign. This means that if in CDT we want to reach an effective BIB model with zero or negative $b_2$ (the stable sign in our conventions), then we need to add to the CDT action an explicit $R^2$ term with a sufficiently large and positive coefficient. In that case, the authors of [10] found a new phase that they called phase “E”. We conjecture that phase E is nothing but the correlated phase and the results presented in [10] appear to corroborate it.\footnote{In particular, note the (almost) absence of minimal slices. The fluctuations around the average of a typical configuration in phase E look larger than what we have in figure 3 for the correlated phase, but this could be simply due to our choice of phase diagram point for that picture, or to the choice of $\kappa_0$ made in [10].}

Of course, in order to establish beyond doubt that our BIB model is the effective model of (2+1)-dimensional CDT, it would be important to extract the effective action directly from the CDT data, in a similar fashion to what has been done in [39, 40] for the (3+1)-dimensional case. We hope to come back to this in the near future.
A Considerations when performing the simulation

We have performed simulations using Markov-Chain-Monte-Carlo techniques along similar lines to [30].

To simulate the model at a given point in the phase space \((b_1, b_2)\):

Parameter specification: Apart from the phase space point, one must specify the number of lattice sites \(T\), the total volume \(M\) and the minimal site volume \(m_{\text{min}}\).

Initialization: One draws a random initial configuration from the space of BIB model configurations according to a uniform distribution.\(^{12}\)

Markov Chain: One constructs a Markov chain in the space of configurations. More precisely, say a Markov chain satisfies the necessary requirements of the Metropolis-Hastings algorithm. It is also observable for each configuration and performs an arithmetic mean:

\[
\langle O \rangle = \frac{1}{|C|} \sum_{c \in C} O_c
\]

As one can see, configuration \(B\) is generated from \(A\) simply by transferring one unit of volume from the site \(i\) to site \(j\). However, the completion of this transferral is a random variable drawn from a Bernoulli distribution with probability:

\[
P(A \rightarrow B) = \min\{1, W(A \rightarrow B)\}.
\]

\(P(A \rightarrow B)\) is known as the acceptance probability for the move and this method of generating the Markov chain satisfies the necessary requirements of the Metropolis-Hastings algorithm. It is also worth noting that this algorithm automatically conserves the total volume.

Restricting the sample space: The sample space visited by the algorithm is explicitly restricted to those configurations for which every site satisfies the minimal volume constraint \(m_j \geq m_{\text{min}}\). This is effected by immediately rejecting any move that would violate the constraint.

Estimating observables/exponents: Having generated (and saved) this set of configurations \(C\), in principle, it is a simple matter to estimate various physical quantities. One evaluates the value of the observable for each configuration and performs an arithmetic mean:

\[\langle O \rangle = \frac{1}{|C|} \sum_{c \in C} O_c\]

As with any simulation, there are a number of subtleties that reduce the set of useable configurations to a proper subset of all configurations generated.

Subtleties: There are an array of technical subtleties that one faces when conducting such a simulation:

- To diminish autocorrelation, we thinned the Markov chain by sampling periodically with periods of the order of the total volume.

\(^{12}\)For \(M\) units of volume to be distributed among \(T\) sites containing at least \(m_{\text{min}}\) volume units, it is an elementary calculation to show that there are:

\[
\left| \frac{M - (m_{\text{min}} - 1)T - 1}{M - m_{\text{min}}T} \right|
\]

such configurations. Furthermore, it is elementary exercise to devise an algorithm that draws uniformly from this sample space.
- Large burn-in times are necessary in certain regions of the phase space.

- To speed up the algorithm, we precomputed certain pertinent quotients of the transfer matrix:

\[
\alpha(m_i, m_j) = \frac{g(m_i, m_j - 1)}{g(m_i, m_j)}, \quad \beta(m_i, m_j) = \frac{g(m_i - 1, m_j)}{g(m_i, m_j)},
\]

\[
\gamma(m_i, m_j) = \frac{g(m_i - 1, m_j + 1)}{g(m_i, m_j)}, \quad \delta(m_i, m_j) = \frac{g(m_i + 1, m_j - 1)}{g(m_i, m_j)}.
\]

(55)

for \(m_{\text{min}} \leq m_i, m_j \leq m_{\text{max}}\), where \(m_{\text{max}}\) was bounded by available memory. With respect to these auxiliary factors, the acceptance probabilities take the form:

\[
W(A \rightarrow B) = \begin{cases} 
\frac{\alpha(m_{i-1}, m_i)\beta(m_i, m_{i+1})}{\alpha(m_{j-1}, m_j + 1)\beta(m_j + 1, m_{j+1})} & \text{for } j \not\equiv i \pm 1 \mod T, \\
\frac{\alpha(m_{i-1}, m_i)\gamma(m_i, m_{i+1})}{\beta(m_{i+1} + 1, m_{i+2})} & \text{for } j \equiv i + 1 \mod T, \\
\frac{\beta(m_i, m_{i+1})\delta(m_{i-1}, m_i)}{\alpha(m_{i-2}, m_{i-1} + 1)} & \text{for } j \equiv i - 1 \mod T,
\end{cases}
\]

(56)

- Within the droplet phase, we centred each of the samples before averaging in order to retain pertinent information about droplet shape. The periodic boundary conditions suggest embedding the lattice as equidistant points on the origin-centred unit circle in the 2-dimensional plane and calculating the centre-of-mass (that is, centre-of-volume) of the resulting configuration. The lattice point closest to this 2d centre-of-mass is then designated as central lattice point.
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