The influence of the atmospheric refractive index on radio $X_{\text{max}}$ measurements of air showers
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\textbf{Abstract.} The refractive index of the atmosphere, which is $n \approx 1.0003$ at sea level, varies with altitude and with local temperature, pressure and humidity. When performing radio measurements of air showers, natural variations in $n$ will change the radio lateral intensity distribution, by changing the Cherenkov angle. Using CoREAS simulations, we have evaluated the systematic error on measurements of the shower maximum $X_{\text{max}}$ due to variations in $n$. It was found that a 10\% increase in refractivity ($n - 1$) leads to an underestimation of $X_{\text{max}}$ between 8 and 22 g/cm$^2$ for proton-induced showers at zenith angles from 15 to 45 degrees, respectively.

\section{1 Introduction}

Measurements of the radio emission from air showers, together with microscopic simulations, form a useful method to infer their defining physical quantities, such as primary energy \cite{1} and the depth of shower maximum $X_{\text{max}}$ \cite{2}. The latter is sensitive to the composition of the primary particles.

Using the densely instrumented inner region of the LOFAR radio telescope \cite{3} has allowed to sample the radio lateral intensity distribution (‘footprint’) in close detail, and to infer $X_{\text{max}}$ to a precision of 20 g/cm$^2$ \cite{2}. This precision is comparable with more common fluorescence measurements (see e.g. \cite{4}), and good for detailed composition studies \cite{5}. In a central ring of 320 m diameter, one can use nearly 300 dual-polarized antennas, operating in the 30 – 80 MHz band. Outside this ring, 18 more stations of 96 antennas are spread over an area of 6 km$^2$. LOFAR has measured the radio signals from air showers since 2011 \cite{6}. For the $X_{\text{max}}$ measurement, the measured radio footprints are compared to simulated footprints, using the CoREAS simulation package \cite{7} for the radio emission, and CORSIKA \cite{8} for the particles in the air showers.
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In CORSIKA and CoREAS, the US Standard atmosphere \[9\] is taken by default as the model atmosphere. It features a constant temperature lapse rate of \( L = 6.5 \text{ K/km} \), zero humidity, and a pressure altitude profile given by

\[
T(h) = T_0 - Lh, \quad (1)
\]

\[
p(h) = p_0 \left( \frac{T(h)}{T_0} \right)^{\frac{g}{R}}. \quad (2)
\]

Standard values are \( p_0 = 1013.25 \text{ hPa} \), \( T_0 = 288.15 \text{ K} \), \( g = 9.80665 \text{ m/s}^2 \), \( R = 8.31447 \text{ J/(mol K)} \) and \( M = 0.0289644 \text{ kg/mol} \). For more realistic circumstances, humidity can be added as a non-zero partial pressure of water vapour \( p_w \). The refractivity \( N = 10^6 (n-1) \) is given by \[10\]

\[
N = 77.6890 \frac{p_d}{T} + 71.2952 \frac{p_w}{T} + 375463 \frac{p_w}{T^2}, \quad (3)
\]

with \( p_w \) and dry-air pressure \( p_d \) in hPa, and \( T \) in K.

In CoREAS, a default refractivity is taken as \( N = 292 \) at sea level. Using the above formulas, we obtain refractivity values at altitudes 3 and 5 km as a function of sea-level temperature, Fig. (1) and Fig. (2). Shown is the relative correction in \% to the CoREAS default. It is seen that at lower altitudes, \( N \) is generally overestimated by about 2 \%, with a large spread with humidity at higher temperatures. At higher altitudes, relevant for slanted air showers, \( N \) is overestimated by about 4 \%. Below we evaluate the effect of a 10 \% change in refractivity on measurements of \( X_{\text{max}} \); a more accurate treatment of the simulations, by including local atmospheric data from the GDAS database \[11\] is under investigation.

![Relative correction in refractivity wrt CoREAS default altitude=3.0 km](image1.png)

**Figure 1.** Correction to default refractivity, versus sea-level temperature, at 3 km altitude and relative humidity \( RH \).

![Relative correction in refractivity wrt CoREAS default altitude=5.0 km](image2.png)

**Figure 2.** Idem at 5 km altitude.

### 2 Method

Using CoREAS simulations, we have determined the systematic offset in \( X_{\text{max}} \) measurements for a 10 \% increase in refractivity. For proton primary particles coming in at four different zenith angles,
we have created 50 simulated showers at a default refractivity of \( N = 292 \) at sea level, and 50 showers at a 10\% higher refractivity. The refractivity at higher altitudes is proportional to air density for dry air, and is taken as such in the simulations, which currently assume dry air.

The two ensembles of showers are compared, by taking one shower from the higher-refractivity ensemble, and fitting the lateral intensity distribution by all 50 from the normal-\( N \) ensemble. A mean squared error is used as a fit quality measure. This method is similar to [2], where we compare two simulated ensembles, instead of simulation versus data. As the simulated \( X_{\text{max}} \) is known for all showers, the optimum in the fit quality (fitted \( X_{\text{max}} \)) is compared to the true \( X_{\text{max}} \). Due to natural shower-to-shower fluctuations, scatter arises in the fit quality plots; an example is shown in Fig. (4). To lowest order, the fit quality is a quadratic function of \( X_{\text{max}} \) near its optimum. Therefore, we fit the points with a parabola. A weighting factor of \( 1/y^2 \) is introduced to put more emphasis on well-fitting showers, increasing precision of the \( X_{\text{max}} \)-fit by about 20\%.

Averaging fitted minus true \( X_{\text{max}} \) over the 50 showers yields the systematic offset in \( X_{\text{max}} \). We compare the simulation results with a simplistic model, assuming the size of the radio footprint scales with the Cherenkov angle at the \( X_{\text{max}} \) altitude. The altitude-dependent Cherenkov angle \( \alpha \) is given by

\[
\cos \alpha = \frac{1}{\beta n(h)}.
\]

The model is depicted schematically in Fig. (3). It is expected to hold qualitatively for higher frequencies, above 100 MHz, as for these frequencies, a clear Cherenkov ring is observed both in simulations and in LOFAR data [12].

3 Results

The offset in \( X_{\text{max}} \) per 10\% change in refractivity has been evaluated for four zenith angles in the range of 15 to 45 degrees. For each shower in the ensemble, the difference between fitted and simulated \( X_{\text{max}} \) is shown in Fig. (5). A quadratic fit to the points is shown.

A modeled offset is calculated from the simplistic assumption that the radio footprint would scale (only) with the size of the Cherenkov cone, starting at the \( X_{\text{max}} \) altitude. The offsets thus found
are nearly twice as large as those found from full simulations. This indicates that Cherenkov time compression is not the only factor that sets the shape of the radio footprint, as is known for lower frequencies (< 100 MHz).

Figure 5. Results for the LOFAR low-band frequency range, 30 – 80 MHz.

Figure 6. Results for a higher-frequency range, 120 – 250 MHz.

4 Summary

For mass composition analysis, the accuracy of \( X_{\text{max}} \) measurements is critical. Here, we have simulated the systematic error due to variations in the atmospheric refractive index. For the 30 – 80 MHz band, a 10% change in refractivity yields changes in inferred \( X_{\text{max}} \) from 8 to 22 g/cm\(^2\) for zenith angles ranging from 15 to 45 degrees. At higher frequencies, 120–250 MHz, the range is 20 to 45 g/cm\(^2\), and agrees qualitatively with a toy model based on the Cherenkov angle at the \( X_{\text{max}} \) altitude.

Realistic corrections to the CoREAS default refractivity are on the order of 4%, leading to a zenith-angle dependent bias of up to about 10 g/cm\(^2\). Including local atmospheric data per air shower into the simulations is a subject of further investigation.
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