Next Speakers Plan Their Turn Early and Speak after Turn-Final “Go-Signals”
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In conversation, turn-taking is usually fluid, with next speakers taking their turn right after the end of the previous turn. Most, but not all, previous studies show that next speakers start to plan their turn early, if possible already during the incoming turn. The present study makes use of the list-completion paradigm (Barthel et al., 2016), analyzing speech onset latencies and eye-movements of participants in a task-oriented dialogue with a confederate. The measures are used to disentangle the contributions to the timing of turn-taking of early planning of content on the one hand and initiation of articulation as a reaction to the upcoming turn-end on the other hand. Participants named objects visible on their computer screen in response to utterances that did, or did not, contain lexical and prosodic cues to the end of the incoming turn. In the presence of an early lexical cue, participants showed earlier gaze shifts toward the target objects and responded faster than in its absence, whereas the presence of a late intonational cue only led to faster response times and did not affect the timing of participants’ eye movements. The results show that with a combination of eye-movement and turn-transition time measures it is possible to tease apart the effects of early planning and response initiation on turn timing. They are consistent with models of turn-taking that assume that next speakers (a) start planning their response as soon as the incoming turn’s message can be understood and (b) monitor the incoming turn for cues to turn-completion so as to initiate their response when turn-transition becomes relevant.

Keywords: turn-taking, task-oriented dialogue, production, planning, eye-movements, intonation

1. INTRODUCTION

Taking turns at talk in conversation is an essential feature of human interaction. When talking to one another in everyday encounters, interlocutors efficiently align their turns-of-talk, most of the time leaving only very short gaps of about 200 ms (Sacks et al., 1974; de Ruiter et al., 2006; Stivers et al., 2009; Heldner and Edlund, 2010; Levinson, 2016). How they achieve such rapid timing in turn-taking is still largely unresolved (Levinson, 2012). For such neat alignment of talk, next speakers need to (i) start to plan the content of a response to an incoming turn and (ii) recognize the incoming turn’s point of completion to know when to launch the articulation of their response. Different turn-taking models have been proposed to explain conversational turn management. They vary in the amount of attention they give to the two tasks faced by next speakers. A group of models developed in the 1970s focuses on the transmission of signals about the state of the current
turn at talk (e.g., Duncan, 1972; Duncan and Niederehe, 1974; Duncan and Fiske, 1977). In their approach, the current turn (or speaker) displays signals for turn continuation or yielding which the next speaker could react to when they are displayed. However, most of these cues, prosodic, syntactic, or gestural in nature, are displayed toward the end of the turn, which is arguably too late to start planning a response and initiate articulation without long gaps due to the latencies involved in speech production (Levinson, 2012). Therefore, more recent models of turn-taking formulated the need for early response planning, i.e., preparing the next turn while the incoming turn is still unfolding (Heldner and Edlund, 2010; Levinson and Torreira, 2015)\(^1\).

In a previous study investigating the timing of task (i), planning of the content of a response, Barthel et al. (2016) came to the conclusion that next speakers begin to plan their response as early as possible, irrespective of how far the current turn’s end lies ahead. However, in a dual-task study, Sjerps and Meyer (2015) came to contrary conclusions. In that study, participants tapped their fingers while taking turns with a pre-recorded voice in naming lines of objects on a screen. On the basis of participants’ eye-movements and tapping performance, the authors suggested that planning began only at the very end of the incoming turn. The results of a study by Bögels et al. (2015), however, suggested that the participants in their quiz-like experiment started to plan the response to an answer as early as possible, in some cases several words before the end of a question.

Substantial research on task (ii), turn end detection, suggests that, at least in participants overhearing a conversation, projection of the incoming turn’s completion point is influenced by the presence or absence of turn-taking cues (Kendon, 1967; Beattie et al., 1982; Schaffer, 1983; Walker and Trimboli, 1984; Cutler and Pearson, 1985; Stephens and Beattie, 1986; Ford et al., 1996; Ford and Thompson, 1996; Caspers, 2003; Wesseling and Son, 2005; Hjalmarssson, 2011). In particular, a study by Lammentink et al. (2015) tested toddler and adult participants while observing a conversation without taking part in it. Both toddlers and adults were found to use both syntactic and intonational cues to turn completion in order to anticipate speaker switches, relying more on syntactic than on intonational cues when these were pitted against each other. Another study by Bögels and Torreira (2015) found that listeners who were asked to press a button upon turn completion take advantage of turn-taking cues that are located close to the turn end. In the corpus that was analyzed to serve as a source of stimuli for that experiment, no early cues to when the turn would end were found. While these studies show that some acoustic cues may be helpful to observers of a conversation, they do not shed light on the question whether interlocutors actually do make use of these cues in conversation. What remains to be shown in order to gain further insight into the organization of human interaction is whether these cues are actually used by speakers to keep gaps between turns short.

The present study was designed to disentangle the relative contribution of early planning on the one hand and reaction to the upcoming turn-end on the other hand to the fast timing of turn-taking that is commonly observed in conversation. It makes use of the list-completion paradigm (Barthel et al., 2016), in which participants listen to sentences of a confederate that contain lists of objects that participants see on a computer screen. The participants’ task is to name all objects that are displayed on the screen and have not been named by the confederate. While participants listen to the incoming utterance and eventually prepare and produce their own turn, their eye-movements are tracked as they move their gaze from the objects they need to comprehend to the objects they need to name themselves. The study’s design is based on two assumptions: (i) Participants would switch their gaze from confederate objects to participant objects dependent on when they start planning their turn (Griffin and Bock, 2000; Huettig et al., 2011); and (ii) Participants would initiate their response only when they are confident that the incoming turn is complete (Sacks et al., 1974).

Conversation analytic work on German investigated the prosodic tools German speakers have at their disposal to indicate turn-finality vs. turn-continuations. In his work on the functions of intonation for turn-taking in German, Gilles (2005) shows that a falling nuclear contour with a low boundary tone is most widely used in German to mark turn-finality in declarative sentences, whereas rises are used to indicate turn-continuation. This way of marking continuation and termination is very prominent in lists like the ones used in the present experiment, such as I have a key, a kite, a ruby. Non-final elements are generally produced with rising pitch, whereas the final element is produced with falling pitch, at least in closed lists, i.e., lists with a finite number of items (von Essen, 1956).

To display that the list under construction is a closed list, speakers can (but need not) use downstreams of successive pitch peaks on list items, which means that the rise in pitch in non-final list elements is lower and lower with every successive element ( Féry, 1993; Selting, 2007). These downstepped contours require speakers to pre-plan the length of the list in order to plan the size of the pitch steps. Consequently, listeners could use this early cue to project the length of the list before it comes to be complete.

A third cue to the end of a closed list, next to the two intonational cues, can be a conjunction like and that often precedes the final item of closed lists and indicates that the turn will end after the following noun phrase, such as in I have a key, a kite, and a ruby. Pitch contours, boundary tones, and lexical cues could therefore be monitored by listeners to identify turn-completion points and used to minimize gaps at turn transitions.

To disentangle the contributions of early planning and reaction to the upcoming turn-end, the present study applied two measures, namely gaze direction as a measure for the timing of planning, and voice onset time as a measure for the latency of launching the response turn. A combination of these two measures can be used to partly disentangle the processes of response preparation and response initiation. Assuming that next speakers aim for short gaps between turns, an earlier start in planning (operationalized as earlier looks for planning in this experiment) should also lead to shorter response latencies (assuming that the head start in planning will not be canceled

---

\(^1\)The idea of turn prediction and early planning was already present in the simplest systematics of turn-taking by Sacks et al. (1974).
out by interference of the incoming speech with the planning process. If, however, no difference in planning can be observed in eye-movements, a difference in response latencies should reflect a difference in response initiation. If next speakers can take advantage of any of the cues tested in this experiment to start planning their response early, they should be able to move their gaze for planning earlier and respond faster in turns displaying the cue than in turns without the cue. If however a cue cannot be used to initiate response planning early (e.g., because it was displayed too late in the incoming turn), it could still be useful to detect the end of the incoming turn and to launch the articulation of a response. In that case, the presence of the cue should make no difference to the timing of gaze movements but lead to shorter response latencies compared to the absence of the cue. Early turn-taking cues, including pitch downsteps on non-final items of a list and a lexical cue before the final item of a list, are therefore hypothesized to lead to earlier response planning and consequently shorter gaps between turns. Late cues to turn-completion, however, such as the final boundary tone, were argued to not aid response planning (de Ruiter et al., 2006; Levinson, 2012). Consequently, a turn-final boundary tone can be hypothesized to have no effect on the timing of response planning, but nevertheless it could be useful to detect the turn end and initiate articulation of a response. In that way, it could be used as a “go-signal” for articulation and lead to shorter gaps between turns.

2. MATERIALS AND METHODS

The present study uses the list-completion paradigm (Barthel et al., 2016) to investigate the timing of next speakers’ response planning and their orientation toward potential cues to turn completion. A confederate talks to a participant and plays pre-recorded critical utterances (recorded by the confederate), so that these utterances seem to be produced live in the flow of conversation. The confederate names the objects visible on her screen and the participant, seeing the same plus a number of further objects, responds what further objects are visible on his or her screen. It can be assumed that participants’ gaze follows the objects that are named by the confederate while comprehending the object names, and moves on to the objects that have to be named during response planning (Just and Carpenter, 1980; Griffin and Bock, 2000; Tanenhaus et al., 2000; Griffin, 2001; Altmann and Kamide, 2007; Huettig et al., 2011). The experiment was conducted in German and the critical utterances of the confederate appeared in the following conditions, exemplified in (1) to (4).

1. \textit{Ich habe einen Schlüssel, einen Lenkdrachen, einen Rubin.} (L\%)
   
   I have a key, a kite, a ruby.

2. \textit{Ich habe einen Schlüssel, einen Lenkdrachen und einen Rubin.} (L\%)
   
   I have a key, a kite and a ruby.

3. \textit{Ich habe einen Schlüssel, einen Lenkdrachen, einen Rubin.} (M\%)
   
   I have a key, a kite, a ruby.

4. \textit{Ich habe einen Schlüssel, einen Lenkdrachen, einen Rubin.} (DWNS, L\%)
   
   I have a key, a kite, a ruby.

Sentences in condition (1) (baseline condition) did not contain a lexical cue (like \textit{and}) to mark the final item of the list (−LEX) and ended in a low falling boundary tone (−BT). Non-final list items were produced with high rising intonation and pitch peaks of equal height around 400 Hz, i.e., without downsteps of pitch peaks on non-final list items (−DWNS). Sentences in condition (2) (lexical cue condition) were similar to sentences in condition (1), except that the lexical cue \textit{und} ("and") preceded the final list item to mark the item as being the last one of the list (+LEX; if the sentence contained only one item, \textit{nur} “only” was used instead of “and”). Sentences in condition (3) (no boundary tone condition) were the same as in condition (1), except that their final intonation contour was manipulated to end in a flat mid tone instead of a low falling boundary tone (−BT). Sentences in condition (4) (downstepped condition) were similar to condition (1), except that non-final list items were produced with consecutive downsteps in pitch peaks in non-final list items (+DWNS). Figure 1 shows the difference in intonation contours between sentences in conditions (1), (3), and (4).

2.1. Participants

Thirty-eight German native speakers (mean age = 22.8 years; SD = 2.9) were tested as paid participants at the MPI for Psycholinguistics. All participants reported normal or corrected-to-normal vision and normal hearing abilities. Data of three participants were not considered in the analyses due to technical failure during recording. Of the remaining participants, 10 answered “yes” to a post-experiment query whether pre-recorded materials were presented to them during the experiment. This factor was included as a binary control variable in the analyses (±recording noticed). The experiment was approved by the Ethics Committee of the Faculty of Social Sciences, Radboud University Nijmegen. Written informed consent was obtained from all subjects.

2.2. Apparatus

The participant and the confederate were seated in separate cabins in front of and about 60 cm away from 21 inch computer screens. They were unable to see each other and could only communicate via microphones and headphones. The participants’ eye-movements were recorded with an SMI RED-m remote eye-tracker (120 Hz).

2.3. Visual stimuli

Four-hundred and twenty-four pictures of concrete objects that were used in the study by Barthel et al. (2016) were used in the experiment. All pictures, with the exception of twenty pictures used in practice trials, showed inanimate objects.

One-hundred and four pairs of displays (participant displays and corresponding confederate displays) that showed a differing number of objects drawn from the pool of object pictures were used as visual stimuli (see Figure 2 for an example). The participant displays showed between three and five objects,
FIGURE 1 | Two examples illustrating the intonation contours used in conditions 1 (baseline condition), 3 (no boundary tone condition), and 4 (downstepped condition). Condition 1 (and equally condition 2, not displayed here) contains no downsteps on non-final list items and a low boundary tone at the turn end. By contrast, condition 3 contains no final low boundary tone. Condition 4 contains downsteps and a final low boundary tone.

FIGURE 2 | Example item displays. (A) Confederate display. (B) Participant display. Reproduced from Barthel et al. (2016).
including all objects shown on the corresponding confederate display plus zero, one, two, or three further objects. In participant displays that showed three objects, the objects formed an equilateral triangle, when showing four objects, the objects formed a square, when showing five objects, the objects formed an equilateral pentagon.

Ninety-two displays were critical test displays, with twenty-eight displays each showing three, twenty-eight showing four, and thirty-six showing five objects on the participant display. The confederate displays showed between zero and five objects, so that twelve participant displays showed no more objects than the corresponding confederate display; twenty-eight participant displays showed one more object, twenty-eight participant displays showed two more objects, and twenty-four participant displays showed three more objects. The experiment was preceded by a practice phase using twelve display pairs, with four participant displays each showing three, four, or five objects.

2.4. Auditory Stimuli
Sentences accompanying the visual displays were pre-recorded, using a unidirectional Sennheiser ME64 microphone attached to a digital flash recorder. Each sentence was recorded in conditions 1, 2, and 4. Sentences in condition 3 (no boundary tone condition) were manipulations of the corresponding sentences in condition 1 (baseline condition). The final low falling boundary tone was flattened to a mid level with Praat (Boersma and Weenink, 2015). Sentences in condition 4 (downstepped condition) were recorded and selected to contain downslopes of pitch peaks on non-final list items, with the first item peaking at about 400 Hz and the penultimate item peaking at about 340 Hz. The more items a list contained, the smaller were the differences in pitch peaks between adjacent list items. Sentences that contained 3 list items were produced with a downslope of 50–70 Hz. Sentences that contained 4 list items were produced with two downslopes of 30–40 Hz. Sentences that contained 5 list items were produced with three downslopes of 15–40 Hz. The pauses between object nouns were manipulated with Praat to have a random length between 400 and 600 ms, equal for the different versions of each sentence, imitating the average length in the original recordings.

Eight sentences did not contain any object nouns and were used as fillers. In these sentences, the object list was replaced by nichts (“nothing”), as in Ich habe nichts (“I have nothing”). Sentences accompanying the twelve practice trials were produced live. These sentences were produced to sound similar to the pre-recorded sentences, using the formats that were otherwise used in conditions 1, 2 and 4 in the pre-recorded sentences.

2.5. Items and Design
A participant display in combination with the accompanying sentence constituted an experimental item. In sixty-one of the items in which the confederate named at least one object, the objects were arranged in clockwise order as they were named, starting at the top of the display. In twenty-three of the items, other arrangements were used, so that the participants had to listen attentively and search for the items mentioned by the participant, rather than scanning the objects in the same order on all trials.

Four lists were constructed, with each sentence and the accompanying display appearing once per list. Since sentences with less than three objects could not appear in condition 4 (downstepped condition), and sentences with less than two objects could not appear in condition 3 (no boundary tone condition), the number of items per condition was not balanced throughout the experiment. In each list, twenty-eight items appeared in condition 1, twenty-eight items in condition 2, sixteen items in condition 3, and twelve items in condition 4. Each participant was assigned to one of the lists.

2.6. Procedure
2.6.1. Familiarization and Instructions
The procedure followed Barthel et al. (2016). Participants were invited to the lab to take part in a dialogue experiment. Upon arrival, they were given a picture booklet containing all pictures used in the experiment and asked to name them. In case a participant could not recognize or name a picture, a name was provided by the experimenter. The experimenter noted down participants’ responses. The familiarization phase was audio-recorded.

After the familiarization phase, the confederate arrived and was introduced as a second participant. Participant and confederate were informed that they would be seated in separate cabins and talk to each other via headphones and microphones to play the following game. They would see a number of displays on their respective screens, showing a number of objects. All objects that were displayed on the confederate display were also displayed on the participant display. The confederate was to tell the participant which things she has got on her display, so that the participant could tell the confederate what further objects (s)he has got. Participants were not instructed to use any particular utterance format.

The confederate was instructed to try to remember which objects she had seen and which names she had heard. This served as a cover task to distract participants from the aim of the study. Participants were told that their eye-movements would be recorded in order to study looking behavior when searching for objects on a screen whose names were heard. After instructions were given, the eye-tracker was calibrated and calibration was repeated three times during the experiment.

2.7. Test Phase
Before the test phase, participants completed twelve practice trials. During the test phase, all communication between the participants and the confederate was live, except for the critical pre-recorded sentences. The confederate started the trials and the corresponding pre-recorded utterances so as to make them fit naturally into the conversation.

Participants were asked to look at a fixation cross that was presented in the center of the display at the beginning of each trial, which triggered the presentation of the item displays. After a preview that varied randomly between items between 600 and 1,000 ms, the stimulus sentence began.
TABLE 1 | Response latencies by condition.

<table>
<thead>
<tr>
<th>Number</th>
<th>LEX</th>
<th>BT</th>
<th>DWNS</th>
<th>Mean (SE)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>1,010 (12)</td>
<td>988</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>922 (12)</td>
<td>990</td>
</tr>
<tr>
<td>3</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>1077 (14)</td>
<td>560</td>
</tr>
<tr>
<td>4</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>873 (18)</td>
<td>402</td>
</tr>
</tbody>
</table>

Means and standard errors (SE) in ms.

After the experiment, participants were asked in a computerized questionnaire whether they had noticed the presence of pre-recorded speech. The answers were used as a control variable (±recording_noticed).

The experiment took about 25 min. The entire test session took about 1 h, including familiarization, test, and questionnaire.

3. RESULTS

Statistical analyses were based on linear mixed effects regression models fitted in R (R Core Team, 2014) using the package lme4 (Bates et al., 2014). Participants’ fixation preferences and response latencies were the dependent variables. The maximal random effects structure justified by design was used for all models (Barr, 2013; Barr et al., 2013). Control variables were not included in the random effects structure. All categorical variables were dummy coded (0 and 1). Statistical significance was assessed with F-tests with Kenward-Roger approximations of degrees of freedom (Kenward and Roger, 1997; Fox and Weisberg, 2011; Halekoh and Højsgaard, 2014).

3.1. Response Timing

Response latencies for critical turn transitions were measured manually with Praat (Boersma and Weenink, 2015). They were coded as time intervals between the end of the incoming turn and the beginning of the response turn, excluding any non-speech sounds like audible in-breaths. Participants always named the correct objects that were not named by the confederate. Response latencies ranged from −56 ms (short overlap) to 5,113 ms (M = 1,002 ms, SD = 432 ms, N = 3,220). The present latencies are relatively long compared to averages observed in natural conversation, probably due to task demands. They are comparable to the latencies obtained by Barthel et al. (2016), who used the same paradigm. Table 1 shows an overview per condition. For the statistical analyses, thirty-four data points (1%) were removed from the data set since they were outliers of more than three standard deviations of the mean response latency of the respective subject that produced the data-point.

Since confederate turns in the different conditions differ in their average number of objects that are named by the confederate, they are inherently of different average lengths. Because of this difference, the duration of the critical turns was included as a control variable in the analysis.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>953.482</td>
<td>53.4</td>
<td>17.830</td>
<td></td>
</tr>
<tr>
<td>lexical cue_no</td>
<td>90.190</td>
<td>19.6</td>
<td>4.602</td>
<td>(F_{(1, 35)} = 21.041 ) ***</td>
</tr>
<tr>
<td>boundary tone cue_no</td>
<td>60.344</td>
<td>22.0</td>
<td>2.741</td>
<td>(F_{(1, 34)} = 7.391 ) **</td>
</tr>
<tr>
<td>downstepped_no</td>
<td>8.663</td>
<td>34.4</td>
<td>0.252</td>
<td>(F_{(1, 35)} = 0.061 ) n.s.</td>
</tr>
<tr>
<td>sentence_duration</td>
<td>−48.974</td>
<td>7.1</td>
<td>−6.836</td>
<td>(F_{(1, 85)} = 42.957 ) ***</td>
</tr>
<tr>
<td>recording_noticed</td>
<td>74.624</td>
<td>73.087</td>
<td>1.021</td>
<td>(F_{(1, 32)} = 0.878 ) n.s.</td>
</tr>
</tbody>
</table>

Formula: RT ∼ 1 + LEX + BT + DWNS + recording_noticed + sentence_duration_centered + (1 + LEX + BT + DWNS | subject) + (1 + LEX + BT + DWNS | item).

Presences of cues were used as reference levels, so that effects shown are effects of absence of cues. Asterisks indicate significance levels of effects. *p < 0.05; **p = 0.01; ***p < 0.001.

To test for the effects of interest, a model was designed to fit response latencies. It included presence of lexical cue (±LEX), presence of low falling boundary tone (±BT), and presence of downstepped peak pitch (±DWNS) as predictors and the duration of the confederate turns in seconds, as well as ±recording_noticed as control variables. Response latencies were significantly longer in −LEX items (condition 2) than in the baseline condition \(F_{(1, 90)} = 21.04, p < 0.001\), i.e., participants responded slower when no lexical cue to the turn end was present. Furthermore, response latencies were significantly longer in −BT items (condition 3) than in the baseline condition \(F_{(1, 90)} = 21.04, p < 0.001\), i.e., participants responded slower when no final intonational cue to the turn end was present. ±DWNS did not significantly influence response latencies, meaning that the apparent difference in the descriptive statistics is merely an artifact of sentence duration². Duration of the confederate turn had a significant effect on response latencies \(F_{(1, 90)} = 21.04, p < 0.001\), meaning that participants responded faster, the longer the incoming turn, presumably because participants’ level of preparedness to speak increases as the likelihood that the incoming turn will come to an end increases (cf. Magyari et al., 2017). Table 2 shows a model summary.

3.2. Eye-Movements

In order to investigate the time course of participants’ planning of their response to critical confederate turns, fixations to the first-mentioned objects in the participants’ responses (target objects) were analyzed. Fixations toward an area of interest covering the target objects and approximately 0.25 degrees of visual angle around them were categorized as target fixations. Figure 3 shows proportions of target fixations time-locked to the beginning of the last object noun in the confederate’s utterance.

Participants’ eye-movements were analyzed in a time window from 0 ms until 2,600 ms, corresponding to the beginning of the last noun in the confederate’s turn (0 ms) and the grand mean

²A separate model was run to test for the effect of ±DWNS in the subset of items that are directly comparable to one another, i.e., that have at least three confederate objects plus at least one additional participant object. The pattern of results is the same as in the full model, showing no effect of ±DWNS.

Table 2 | Response timing model and F-tests.
duration from the time-lock point until the beginning of the first object noun in the participant turn (2,600 ms), respectively. Fixations to the target object were aggregated to empirical logits in 100 ms time bins over the course of the analysis window by subjects and by items, respectively (Barr, 2008). The empirical logit transformation removes statistical dependencies in the data, which is important to satisfy the assumptions of linear regression. Only trials that included both looks for production and looks for comprehension were analyzed, excluding trials in which the confederate named none or all of the displayed objects. Seventy-eight of the remaining trials were discarded due to trackloss, i.e., missing data for a consecutive stretch longer than 500 ms within the time window of analysis. The final data set included 2,442 trials.

Eye-movement patterns were analyzed using hierarchical quasi-logistic growth curve modeling (Mirman, 2014). Growth curve analysis is a variety of mixed effects regression that uses orthogonal polynomial time terms as predictors to model differences in curve shapes, in this case differences in growths of fixation likelihoods as expressed by empirical logit transforms. Linear, quadratic, and cubic orthogonal time terms were included as predictors in the model. The linear time term (Time) models the overall increase in fixations over the time course of a trial. The quadratic time term (Time²) models the steepness of the curve, i.e., how “U-shaped” it is. The cubic time term (Time³) describes at what point in time fixations increase (“S-shaped” curve). An interaction of the linear time term with a factor of interest would signify a difference in the slope of the increase of proportions over time in one level of the factor vs. another level. An interaction of the quadratic time term with a factor of interest would signify a difference in the speed with which proportions increase in one level of the factor vs. another level, thereby describing the pointedness of a U-shaped curve. An interaction of the cubic time term with a factor of interest would signify a difference in latency, i.e., a difference in when proportions start to increase in one level of the factor vs. another level. This interaction is most interesting to us, since it models the predictions about when participants shift their gaze toward the target objects in the different conditions. Table 3 shows an overview of model summaries and significance levels.

Visual inspection of the proportions of fixations indicates that proportions of target looks are generally at a low level during the incoming turn, increase suddenly after the onset of the last noun of the confederate turn and start to decrease again after about two seconds (Figure 3). In condition 2, which contains a lexical cue to the turn end, the initial increase in proportions of target looks is steeper and takes place earlier than in condition 1, which does not contain this cue. Similarly, the initial increase in proportions

FIGURE 3 | Proportions and standard errors of looks to the target object time-locked to the onset of the last object noun of the confederate turn (0 ms).
in condition 4, containing downsteps of pitch peaks in non-final list items, seems to be slightly steeper than in condition 1, not containing downsteps. Proportions of target looks in condition 3, containing no low falling boundary tone, and in condition 1 do not obviously differ.

Conditions 1 and 2 were compared to test for effects of the lexical cue to turn end (±LEX). Both by-subject and by-item comparisons showed interaction effects of Time² × LEX and Time³ × LEX in the direction of earlier and steeper increases in trials with a lexical cue than in trials without a lexical cue.

Conditions 1 and 3 were compared to test for effects of a boundary tone cue (±BT). No interaction of Time² × BT or Time³ × BT was found to be significant, indicating that proportions of target looks were not modulated by the presence or absence of a final low boundary tone.

Conditions 1 and 4 were compared to test for effects of downsteps in pitch peaks on non-final list items (±DWNS). No interaction of Time³ × DWNS or Time³ × DWNS was found to be significant, indicating that the presence or absence of downstepped pitch peaks on non-final list items had no influence on the growth of proportions of target looks.

### 4. DISCUSSION

The present study set out to investigate whether, in a conversation, next speakers make use of cues to turn ends to align the beginning of their next turns to the end of the incoming turn. Three types of cues were tested: a lexical cue that indicated that the turn would end after the following noun phrase, a final boundary tone that prosodically marked the turn as complete, and a pitch contour that allowed for an early estimation of the length of the unfolding turn. To test the use of these different cues in turn-taking, an experiment using the list-completion paradigm was designed, in which a naive subject and a confederate took turns in naming objects (Barthel et al., 2016). Which objects participants had to name depended on the objects that were named in the critical turns by the confederate. These critical turns either did or did not contain the relevant turn-taking cues. The conversation of participant and confederate and the participant’s eye-movements were recorded to analyze at what moment participants planned and initiated their response turns.

Participants were found to start planning their turn as soon as they knew which objects they had to name, replicating the results of Barthel et al. (2016). When the lexical cue und (“and”) was present before the last item of the list of the incoming turn, participants knew the following list item to be the last item before the turn would be complete. In sentences containing this lexical cue, participants started planning their response earlier than in sentences not containing this cue, showing that they started planning their response as soon as possible. Dependent on when the turn-final boundary tone becomes recognizable (also indicating the end of the turn) the lexical cue gave participants a head-start in response planning of at least the length of one syllable. Through this head-start in response planning, participants could respond faster after turns with a lexical cue to the turn end than after turns in the baseline condition.

Contrary to the lexical cue, which was located before the last noun phrase of the turn, the final boundary tone was located right before the end of the turn. It was argued before that turn-taking cues which are located at the end of a turn could not be used to time the planning of the content of the response (de Ruiter et al., 2006; Levinson, 2012). The present study supports this argument. No difference in the timing of looks for response planning was found between turns that did contain a turn-final prosodic cue and turns that did not. However, participants were found to rely on turn-final cues to minimize the gap between turns. Response times were faster after turns containing a turn-final boundary tone than after turns not containing this cue. This pattern of results suggests that turn-final cues to the turn-end are irrelevant for the timing of response planning but help next speakers to time the initiation of their turn. Consequently, next speakers seem to use turn-final cues as “go-signals” to launch their response when turn transition becomes relevant. The combination of the absence of an effect on the timing of response planning as measured by participants’ gaze movements and the presence of an effect on their response latencies shows that the combination of these two measures makes it possible to differentiate between the two processes, response preparation and response initiation.

No evidence was found that next speakers make use of the early prosodic downstep cue to turn length. Participants were not found to use downsteps on pitch peaks in list items to plan their response earlier or respond faster than in turns without a downstepped pitch contour. This early prosodic cue could have been used by participants as much as the lexical cue to the last list item, since the number of list items might have been guessed from the size of the downsteps. However, it is less discrete than the lexical cue, which might be the reason why participants relied on this cue less than on the lexical cue. Both findings on the use of prosodic cues are in line with the conclusions drawn by Bögels and Torreira (2015), who found that participants in their experiments only relied on final intonational turn-taking cues.

---

3The average length of the lists’ final nouns was 670 ms.
but not on turn-initial intonational cues when trying to detect turn-completion points.

In conclusion, the results suggest that next speakers plan the content of a response as early as the incoming turn’s message becomes recognizable and that turn-final cues can function as “go-signals” to initiate response in a timely fashion. Given that lists are a natural kind of conversational turn that is frequently encountered in everyday situations, the present results can be assumed to be generalizable to casual conversation (Seling, 2007). Turn-final cues can therefore be assumed to be used by speakers to indicate turn-yielding and next speakers can orient to them so as to minimize gaps when taking the floor. The findings show that response turn preparation and the timing of its articulation need to be regarded as separate processes. Response planning depends on (an anticipation of) the incoming turn’s message, while response initiation depends on the next speaker’s confidence that the incoming turn comes to conclusion and that speaker transition becomes relevant. Consequently, the findings support turn-taking models that include early content planning and the use of turn-final cues as “go-signals” to initiate response (e.g., Sacks et al., 1974; Levinson and Torreira, 2015).
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