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Measurement of the prompt \(J/\psi\) pair production cross-section in \(pp\) collisions at \(\sqrt{s} = 8\) TeV with the ATLAS detector

ATLAS Collaboration

CERN, 1211 Geneva 23, Switzerland

Abstract The production of two prompt \(J/\psi\) mesons, each with transverse momenta \(p_T > 8.5\) GeV and rapidity \(|y| < 2.1\), is studied using a sample of proton-proton collisions at \(\sqrt{s} = 8\) TeV, corresponding to an integrated luminosity of \(11.4\) fb\(^{-1}\) collected in 2012 with the ATLAS detector at the LHC. The differential cross-section, assuming unpolarised \(J/\psi\) production, is measured as a function of the transverse momentum of the lower-\(p_T\) \(J/\psi\) meson, \(d\sigma/\sigma\) and mass, the difference in rapidity between the two \(J/\psi\) mesons, and the azimuthal angle between the two \(J/\psi\) mesons. The fraction of prompt pair events due to double parton scattering is determined by studying kinematic correlations between the two \(J/\psi\) mesons. The total and double parton scattering cross-sections are compared with predictions. The effective cross-section of double parton scattering is measured to be \(\sigma_{\text{eff}} = 6.3 \pm 1.6(\text{stat}) \pm 1.0(\text{syst})\) mb.
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1 Introduction

The study of the simultaneous production of two prompt \(J/\psi\) mesons offers an opportunity to test our understanding of non-perturbative quantum chromodynamics (QCD). These events are also sensitive to next-to-leading-order (NLO) and higher-order perturbative QCD corrections, in addition to providing an opportunity to study and compare \(J/\psi\) production models. Di-\(J/\psi\) events can be produced from a single gluon–gluon collision via single parton scattering (SPS) or from two independent parton–parton scatters in a single proton–proton collision, known as double parton scattering (DPS).

In particular, the production of di-\(J/\psi\) events via double parton scattering presents a unique insight into the structure of the proton and allows a better comprehension of backgrounds to searches for new phenomena. Although the di-\(J/\psi\) process has a low production rate in hadron collisions, the high luminosity and energy of the LHC allows a more detailed study than previously possible [1–12]. State-of-the-art techniques have been developed to describe di-\(J/\psi\) production in leading-order (LO), NLO, next-to-leading-order colour singlet non-relativistic QCD computations without loops (NLO*), and intrinsic parton transverse momentum calculations. Contributions of gluon fragmentation and quark fragmentation, which occur at even higher order calculations have been shown to make a large difference in the predictions [8].

Prompt \(J/\psi\) mesons can be produced directly [13–20] or via a higher-mass charmonium state, such as \(\chi_c \rightarrow J/\psi + X\) or \(\psi(2S) \rightarrow J/\psi + X\). These feed-down events resemble direct gluon–gluon fusion \(J/\psi\) production. Non-prompt events can be identified by their displaced decay vertex from the decay of \(b\)-hadrons. The focus of this paper is on prompt–prompt (PP) di-\(J/\psi\) production with the decay \(J/\psi \rightarrow \mu^+ \mu^-\). This decay channel has the advantage of a clean four-muon signal. Examples of prompt–prompt di-\(J/\psi\) production diagrams are shown in Fig. 1.
It is expected that DPS plays a larger role at high energies and could be increasingly important for $c\bar{c}c\bar{c}$ production [21,22]. DPS can help to explain the cross-section of multi-jet production and the large difference in rapidity\footnote{ATLAS uses a right-handed coordinate system where the nominal interaction point (IP) is defined as the origin, the $z$-axis defines the beam direction, and the $x$–$y$ plane is transverse to the beam direction. The positive $x$-axis is defined to point from the IP to the centre of the LHC ring, and the positive $y$-axis points upward. The azimuthal angle, $\phi$, is measured around the beam axis and the polar angle, $\theta$, is measured from the beam axis. The pseudorapidity is defined as $\eta = -\ln\tan(\theta/2)$ and for massive particles the rapidity $y = 1/2 \cdot \ln(E + p_x)/(E - p_x)$ is used.} for hard interaction processes [23]. As di-$J/\psi$ production is dominated by gluon interactions, it gives information complementary to recent effective cross-section measurements of quark-dominated interactions. The effective cross-section is a factor which relates the production cross-section of the two individual interactions to the total interaction. Due to the low production rate of prompt $J/\psi$ meson pairs, this process has not been studied in as much detail as other DPS processes and can therefore provide a good test of the process dependence of the effective cross-section. Testing possible correlations of non-perturbative origin between the partons in DPS events could lead to a better comprehension of non-perturbative QCD [24].

DPS has been studied in multiple final-states such as $W(\to \ell\nu)+2$ jets [25,26], $Z(\to \ell^+\ell^-)+J/\psi$ [27], quarkonium plus open charm [22,28], double quarkonium [29,30], dijet [31], $\gamma+3$ jets [32–35], and 4 jets [35–38]. The production of di-$J/\psi$ events via DPS and SPS is described in Refs. [10–12,39–43].

In this paper, the differential cross-sections for PP $J/\psi$ pairs are measured as functions of the transverse momentum of the lower-$p_T$ $J/\psi$ meson, the di-$J/\psi$ transverse momentum, and the di-$J/\psi$ mass. The lower-$p_T$ (sub-leading) $J/\psi$ meson is denoted as $J/\psi_2$ hereafter. Measurements are presented in two regions of the sub-leading $J/\psi$ meson rapidity both within the muon $p_T$ acceptance and extrapolated to the full acceptance by integrating the muon transverse momentum to zero. Additionally, the differential cross-section over the full $J/\psi$ rapidity region defined by the muon selection criteria is measured for these variables along with the difference in rapidity and the azimuthal angle between the two $J/\psi$ mesons. Using the sub-leading $J/\psi$ meson allows the full range of the muon kinematic region to be explored. As the mass resolution for $J/\psi$ mesons is worse at forward rapidities, the cross-section is measured in two rapidity regions, $|y(J/\psi_2)| < 1.05$ and $1.05 \leq |y(J/\psi_2)| < 2.1$, to increase the sensitivity of the results.

A data-driven method is used to produce background-subtracted SPS-weighted and DPS-weighted distributions of several kinematic variables. The measured distributions are compared with both the leading-order (LO) DPS and NLO$^*$ SPS predictions in the same fiducial volume. Finally, using the PP di-$J/\psi$ cross-section, the fraction of DPS events, and the prompt $J/\psi$ cross-section [14], the effective cross-section of DPS is measured and compared to previous measurements.

In data collected at $\sqrt{s} = 7$ TeV during 2011, the CMS experiment measured the cross-section of the pair production of prompt $J/\psi$ mesons extrapolated to a muon $p_T$ of zero assuming unpolarised $J/\psi$ mesons [44]. The D0 experiment measured the fiducial prompt $J/\psi$ pair cross-section using data collected at $\sqrt{s} = 1.96$ TeV [29]. The LHCb experiment measured the pair production of prompt $J/\psi$ mesons in the forward rapidity region using data collected at $\sqrt{s} = 7$ TeV [7]. The present measurement of PP di-$J/\psi$ production uses a different kinematic range and a larger data set.

The rest of this document is organised as follows. In Sect. 2, a brief description of the ATLAS detector and the data samples used in this study is provided. In Sect. 3, the methods used in the event reconstruction as well as the selection criteria used in this analysis are reported. Section 4 focuses on the removal of non-$J/\psi$, non-prompt $J/\psi$, and pile-up backgrounds as well as the calculation of the detec-
tor and selection efficiencies used in the extrapolated signal yields. In Sect. 5, double parton scattering and the data-driven method to extract the fraction of DPS events from various kinematic variables are discussed. Section 6 reports the systematic uncertainties. In Sect. 7, the results of the cross-section measurements and DPS study are presented. Finally, the findings are summarised in Sect. 8.

2 ATLAS detector

A full and detailed description of the ATLAS detector can be found in Ref. [45]. The inner detector (ID) is composed of the pixel detector, the semiconductor tracker (SCT), and the transition radiation tracker (TRT). The pixel and SCT detectors cover the range |η| < 2.5. The barrel is constructed from concentric cylinders around the beam axis and in the end-caps the disks are oriented perpendicular to the beam axis. The TRT is made up of straws filled with gas. It covers a range of |η| ≤ 2.0. The TRT surrounds the SCT and provides r–𝜙 information as well as electron identification information from transition radiation photons. The ID is surrounded by a solenoid which provides a 2 T axial magnetic field. The calorimeter has separate electromagnetic and hadronic components. The muon spectrometer (MS) consists of monitored drift tubes for |η| ≤ 2.7 in combination with cathode strip chambers for 2.0 < |η| < 2.7. Additionally, there are two types of triggering chambers, the resistive plate chambers (RPC) and the thin gap chambers (TGC). The MS is designed to provide precise position and momentum measurements in the bending plane and is capable of stand-alone muon reconstruction. The ATLAS trigger system has three levels (Level-1, Level-2, Event Filter). The Level-1 muon trigger uses information from three layers of RPCs in the barrel region (|η| < 1.05) and three layers of TGCs in the end-cap regions (1.05 < |η| < 2.4). The geometric coverage of the Level-1 trigger for single muons is about 99% in the end-cap regions and about 80% in the barrel region [46]. Information from the ID and MS is included in the Level-2 and Event Filter triggers.

3 Event reconstruction and selection

The data set used was collected during 2012 at √s = 8 TeV for proton–proton collisions. The total integrated luminosity of the data set used is 14.1 ± 0.3 fb−1, and 11.4 ± 0.3 fb−1 [47] after accounting for the prescale factor of the J/ψ dimuon trigger.

The selected events satisfy a J/ψ dimuon trigger requiring two muons with pT > 4 GeV and invariant mass in the range 2.5 < m(μμ) < 4.3 GeV. Two J/ψ candidates reconstructed through their decay to a pair of oppositely charged muons are required. The reconstruction of the muon tracks is described in Ref. [48]. The offline selection requires that events have at least three muons identified by the MS with matching tracks in the ID. Due to the ID acceptance, the reconstruction of muons is limited to |ημ| < 2.5 and must satisfy the selection criteria described in Ref. [48].

The two J/ψ candidates in each event are ordered by transverse momentum. In the event reconstruction, it is permitted that the two J/ψ candidates are associated with two different proton–proton collision vertices. This is necessary to model the pile-up background. The signed transverse decay length, Lxy, of each J/ψ candidate is defined as the projection of the vector from the closest reconstructed hard-scatter vertex candidate along the beam direction to the J/ψ decay vertex onto the J/ψ transverse momentum vector. Events with the two J/ψ candidates originating from different vertices are removed later by imposing a limit on the distance along the beam axis between the two vertices and subtracting the pile-up events that make it through this requirement, as described in Sect. 4.4. After subtracting the remaining multiple vertex events, the primary vertex is the common vertex which is closest to each J/ψ candidate along the beam direction. The following kinematic and geometrical requirements on the muons and J/ψ mesons are applied:

- |ημ| < 2.3 and pT J/ψ > 2.5 GeV.
- 2.8 ≤ m(μμ) ≤ 3.4 GeV.
- |yJ/ψ| < 2.1 and pT J/ψ > 8.5 GeV.
- For the triggered J/ψ, both of the reconstructed muons must have an ID track matched to a MS track.
- For the non-triggered J/ψ candidate, at least one of the reconstructed muons must have an ID track matched to a MS track.
- The distance between the two J/ψ decay vertices along the beam direction is required to be |dxy| < 1.2 mm. This requirement aims to select two J/ψ mesons that originate from the same proton–proton collision.
- The uncertainty in the measurement of Lxy is required to be less than 0.3 mm.

Although the requirement on |dxy| affects events with large decay length, there is negligible bias in the measurement for PP signal events due to the narrow dxy distribution of prompt J/ψ pair production. This is discussed further in Sect. 6.

A total of 1210 events satisfy the above selection criteria.

4 Signal extraction

The PP differential cross-sections are measured in two rapidity regions based on the sub-leading J/ψ rapidity: the central region, |y(J/ψ2)| < 1.05, and the forward region, 1.05 ≤ |y(J/ψ2)| < 2.1,
\[ \frac{\Delta \sigma_i(pp \rightarrow J/\psi J/\psi + X)}{\Delta x} = A_i \times \epsilon_i \times BF(J/\psi \rightarrow \mu^+\mu^-)^2 \times \Delta x \times \mathcal{L}. \] \hspace{1cm} (1)

In this equation the differential cross-section in bin \( i \), of size \( \Delta x \), of the kinematic variable \( x \) is a function of the number of PP di-\( J/\psi \) signal events in the interval, \( N_{\text{sig}}^i \); the kinematic acceptance correction, \( A_i \), which is defined as the probability of a di-\( J/\psi \) event in the bin to pass the kinematic requirements; the efficiency, \( \epsilon_i \), of the trigger, reconstruction, and selection criteria; the branching fraction of a \( J/\psi \) meson to two muons, \( BF(J/\psi \rightarrow \mu^+\mu^-) \); and the total integrated luminosity of the data set, \( \mathcal{L} \).

The main sources of background to PP di-\( J/\psi \) production are non-\( J/\psi \) events, non-prompt \( J/\psi \) events, and events containing \( J/\psi \) mesons originating from two separate proton–proton collisions (called pile-up background). This analysis uses a sequential extraction of the di-\( J/\psi \) PP signal. First, each event is weighted by the inverse of the trigger, reconstruction and selection efficiencies and the kinematic acceptance. Next the two-dimensional distribution of the mass of the leading \( J/\psi \) candidate against the sub-leading \( J/\psi \) candidate is fit using a two-dimensional probability density function (PDF) in a maximum-likelihood fit [49] to subtract non-\( J/\psi \) background and extract the di-\( J/\psi \) signal. The extracted di-\( J/\psi \) signal is used to create PP event weights (the probability that the event is prompt–prompt) from the two-dimensional fit of the transverse decay length distribution of the leading \( J/\psi \) meson against the sub-leading \( J/\psi \) distribution. The extracted di-\( J/\psi \) signal is taken in bins \( \Delta x \) of the chosen variable \( x \), weighted by the PP event weight and finally the pile-up background is subtracted.

Results are reported for the fiducial cross-section within the acceptance of the muon requirements as well as that corrected for muons produced outside the muon transverse momentum acceptance, described in detail in Ref. [14]. The world-average branching fraction of a \( J/\psi \) meson to two muons, \( 5.96 \pm 0.03 \% \), is used [50].

### 4.1 Efficiency and acceptance

The PP di-\( J/\psi \) signal is corrected for the reconstruction, trigger, and event selection efficiencies, \( \epsilon_i \) in Eq. (1). To obtain the dimuon trigger efficiency, the first step is to calculate the single-muon-trigger efficiency of each muon, multiply the two efficiencies, and then apply a correction term that accounts for correlations between the vertex resolution and opposite-sign requirements, as well as correcting for configurations in which the muons are too close to each other to be resolved by the Level-1 single-muon trigger. A further correction is applied to account for a bias due to the use of high-\( p_T \) single-muon triggers for the efficiency determination. The correction is determined from the binned ratio of data to Monte Carlo (MC) simulation of an inclusive \( J/\psi \) sample generated using PYTHIA 8.186 [51] with the AU2 set of tuned parameters [52] and CTEQ6L1 parton distribution functions [53]. The MC samples are passed through ATLAS detector simulation [54] based on GEANT4 [55], and are reconstructed with the same software as the data. Using the single-muon-trigger efficiencies, the correction term for correlations and the MC correction, the total efficiency for the \( J/\psi \) dimuon trigger, \( \epsilon \), is then calculated using a modified form of the “tag and probe” method presented in Ref. [56].

A correction to the muon reconstruction efficiency is applied using the efficiency scale factors described in Ref. [48]. Efficiency scale factors have been determined in bins of \( q \times \eta \) and \( \phi \) separately for muons with and without an ID track that matches an MS track, where \( q \) is the charge of the muon. The scale factors for muons from the triggered \( J/\psi \) are taken from the correction that includes ID track matching. Since the other \( J/\psi \) meson only requires one of the muons to have an independent ID track matched to a MS track, a combination of the two efficiency corrections is used.

The kinematic acceptance factor, \( A_i \) in Eq. (1), is determined from simulation which describes the effect of the muon \( p_T \) and \( \eta \) cuts in the fiducial region definition, and corrects the cross-section for a \( J/\psi \) observed in the \( J/\psi \) \( p_T \) and rapidity fiducial region to the full muon geometric and kinematic acceptance. The method is described in detail in Ref. [14], and is applied to the fiducial volume of this analysis. For this correction the \( J/\psi \) mesons are assumed to be unpolarised, as the \( J/\psi \) polarisation coefficients were found close to zero [57–59]. The additional maximum variation of the polarisation assumption is shown in the differential cross-section distributions.

The final component of the event-weight corrections is the signal efficiency of the selection criteria. The \( d_{x} \) selection efficiency is 99.9 and 96.9\% in the central and forward rapidity regions, respectively. The efficiency of the requirement on the \( L_{xy} \) uncertainty is 91.1\% in the central region and 94.5\% in the forward rapidity region. The correction is the inverse of the efficiency and is applied to each event.

### 4.2 Non-\( J/\psi \) background

The non-\( J/\psi \) background comes mostly from semileptonic decays of \( b \)-hadrons and from dimuon continuum events from Drell–Yan processes. An unbinned two-dimensional (2-D) maximum-likelihood fit [60] of the dimuon invariant mass of the leading \( J/\psi \) (\( J/\psi_1 \)) against the dimuon invariant mass of the sub-leading \( J/\psi \) (\( J/\psi_2 \)) is used to extract the signal. To parameterise the mass distribution of \( J/\psi \) signal events, a large inclusive \( J/\psi \) sample selected from the 2012 \( \sqrt{s} = 8 \) TeV ATLAS data is used. It has the same selection criteria,
fiducial volume, and trigger as the di-\(J/\psi\) sample with the exception of the cut on \(d_0\), which is not applied to the prompt signal.

In the fit of the inclusive \(J/\psi\) mass distribution, the signal is modelled by a modified double Crystal Ball function (CB) [61–63] and the background is modelled by a first-order polynomial. The modified double Crystal Ball function has a Gaussian core and power-law low-end and high-end tails that are fixed to have the same rate of decrease, described by the parameter \(n\) in the references. The parameter which controls the transition from the core Gaussian to the power-law tails is allowed to be different for each tail.

For the di-\(J/\psi\) sample the PDF includes terms for the signal which is parameterised as a product of two normalised CB functions and the normalised background, which is assumed to be constant in the 2-D mass plane. The values of the CB parameters for each \(J/\psi\) candidate are set to the values from the inclusive \(J/\psi\) sample in the corresponding rapidity region. The term for mixed \(J/\psi\) and non-\(J/\psi\) contributions is not found to be statistically significant within error and is therefore not included in the PDF. The expression for the PDF used to describe the data is:

\[
P = P_{\text{sig}} \times CB(m(J/\psi_1)) \times CB(m(J/\psi_2)) + P_{\text{bkg}} \times P_0,\]

(2)

where \(P_{\text{sig}}\) is the fraction of events attributed to signal, \(P_{\text{bkg}} = 1 - P_{\text{sig}}\) is the fraction of events attributed to background, and \(P_0\) is a constant. The two \(J/\psi\) masses are not expected to be correlated and no evidence of a correlation is observed in the data.

The average mass and mass resolution of the reconstructed \(J/\psi\) meson depend on \(p_T\) (both varying by about 3% with \(p_T\) in the studied region), but in the di-\(J/\psi\) sample there are not enough events to let the mean and width float free for each bin of the chosen distribution. To account for this effect, a correction is applied as a function of \(p_T\). The number of \(J/\psi\) signal events obtained from the fit of the inclusive \(J/\psi\) sample with and without a fixed mean and width is calculated as a function of \(p_T\) and the mass of each \(J/\psi\) meson in the di-\(J/\psi\) sample is corrected for the mass bias in the corresponding rapidity region.

For the extraction of the signal, the data are split into four rapidity regions based on the rapidities of the two \(J/\psi\) mesons. After correcting for the mass bias, the di-\(J/\psi\) signal is extracted from the unbinned 2-D maximum-likelihood fit of \(m(J/\psi_1)\) against \(m(J/\psi_2)\) in the range \(2.8 \leq m(J/\psi) \leq 3.4\) GeV. The 1-D projections of the fit onto each \(J/\psi\) mass in the central and forward rapidity regions are shown in Fig. 2, and are used as an illustration of the shape of the signal and background distributions. There are 1050 ± 40 non-weighted di-\(J/\psi\) events extracted from the 2-D fit of the mass distribution in the fiducial volume.

From the efficiency-weighted unbinned maximum likelihood fit, there are \((15.0 \pm 0.9) \times 10^3\) di-\(J/\psi\) signal events in the full inclusive volume; this uncertainty does not include the uncertainty arising from the extrapolation to the inclusive volume. The increase is mainly from the transformation to the inclusive volume in which the \(p_T\) of the four muons is extrapolated to zero from the fiducial \(p_T\) requirements, in addition to the weights from the other efficiency corrections.

4.3 Non-prompt background

After extracting the inclusive di-\(J/\psi\) signal, the next step is to extract the PP signal by creating a PP event weight from a fit of the transverse decay length of each \(J/\psi\) meson. The distributions of the transverse decay length \(L_{xy}\) resolution, \(R\), the prompt signal, \(S\), and the non-prompt background, \(N\), are defined as:

\[
R = G_1(L_{xy}) + G_2(L_{xy}) + G_3(L_{xy}) + G_4(L_{xy})
\]

\[
S = \delta(L_{xy}) \ast R
\]

\[
N = \frac{1}{\tau} \exp(-L_{xy}/\tau) \ast R.
\]

The resolution function is modelled by the sum of four Gaussian functions, \(G_i(L_{xy})\), centred at zero. This is determined from a study of the \(L_{xy}\) distribution of the inclusive \(J/\psi\) sample. The signal PDF is a delta function convolved with the four-Gaussian resolution function, and the non-prompt background PDF is modelled with a single-sided exponential function with decay constant \(\tau\), and is convolved with the four-Gaussian resolution function. In the di-\(J/\psi\) sample, the PP signal is extracted in four subsamples based on the rapidity of each \(J/\psi\) meson. The prompt and non-prompt PDFs are used for both \(J/\psi\), with the parameters of the resolution function set to the values from the inclusive \(J/\psi\) sample in the corresponding rapidity region. A 2-D unbinned maximum-likelihood fit of the mass is performed in bins of \(L_{xy}\), against \(L_{xy}\) to get the di-\(J/\psi\) signal distribution.

In the central–central and forward–forward cases, when both \(J/\psi\) are either central or forward, a single value of the decay constant of the non-prompt exponential function is used to describe both \(J/\psi\) candidates. For the mixed cases, the two \(J/\psi\) candidates are allowed to have non-prompt exponential functions with different decay constants. In these cases, the decay constants of the central–central and forward–forward fits are used as input parameters to a Gaussian penalty function in the fit of the exponential tail of the central and forward \(J/\psi\) candidates respectively. The Gaussian penalty with the mean set to the decay constant of the non-prompt exponential function of either the central–central or forward–forward case is applied to the fit of the \(L_{xy}\) distributions. The penalty function increases the prob-
The 1-D projections of the non-weighted invariant mass spectrum fit of the leading \(J/\psi\) in the a central and b forward rapidity regions as well as the sub-leading \(J/\psi\) in the c central and d forward rapidity regions. The fits use the parameters derived from the inclusive \(J/\psi\) sample.

Fig. 2

ability for the decay constant of the exponential tail for the \(J/\psi\) candidate to be close to the value of either the central–central or forward–forward case depending on its rapidity. The background-subtracted data are then fit with the product of the prompt PDFs for the two \(J/\psi\) mesons and the product of the non-prompt PDFs for the two \(J/\psi\) mesons. The mixed prompt and non-prompt terms are not included in the fit as the contribution is not found to be statistically significant. Figure 3 shows the 1-D projections of the results of the fits to data including the projected distributions for the prompt–prompt signal and non-prompt background. Dividing the PP PDF by the total PDF, shown in Fig. 3, gives the likelihood for an event to be PP as a function of the transverse decay length and rapidity of the two \(J/\psi\) mesons. By applying the PP probability as a signal weight to each event and then using an unbinned 2-D maximum-likelihood fit of the PP-weighted mass distribution of \(J/\psi\) against \(J/\psi\) in bins of the given kinematic variable, the projected distribution of that variable for the PP di-\(J/\psi\) signal is determined.

Because the PP event weight is determined as a function of the transverse decay length of the two \(J/\psi\) mesons in four rapidity regions over the full volume, an average value is assumed over the differential distributions. Since the fraction of PP events, \(f_{PP}\), can vary, an average \(f_{PP}\) leads to a bias of the PP event weight in the differential distributions. An example of the average \(f_{PP}\) leading to a bias is the \(p_T\) spectra of \(J/\psi\) mesons, as \(f_{PP}\) decreases with \(p_T\). To determine this bias and to correct for it, MC di-\(J/\psi\) samples are used. Three MC samples (prompt–prompt, prompt–non-prompt, and non-prompt–non-prompt) are produced. The particle-level MC samples are produced using the second-hard-process mechanism in PYTHIA 8 [51]. These scale factors are defined as a function of the reconstructed prompt–prompt fraction, \(f_{PP}\).

The resulting bias correction is displayed as a function of the reconstructed \(f_{PP}\) in Fig. 4 for the kinematic variables considered in this analysis. The lowest reconstructed \(f_{PP}\) is 15%, so the bias correction is only fit above this point. The correction factor is obtained separately for the central and forward rapidity regions of the sub-leading \(J/\psi\) meson. The bias correction is flat over a wide range of the reconstructed \(f_{PP}\) and drops quickly at low \(f_{PP}\). It is fit with a threshold function defined as \(F \times [1 - \text{erf}(\lambda)]\), where \(F\) is a free parameter and \(\text{erf}(\lambda)\) is the error function obtained by integrating the normal distribution.
Fig. 3 The background-subtracted non-weighted transverse decay length spectra, \( L_{xy1} \) and \( L_{xy2} \), of the leading and sub-leading \( J/\psi \) mesons. The data are split into four ranges: a central–central, b central–forward, c forward–central, and d forward–forward. The prompt–prompt signal component and the non-prompt background component in the fiducial volume are shown.

Fig. 4 The PP weight bias correction as a function of the reconstructed \( f_{PP} \) in the a central and b forward rapidity regions for different variables. The \( \Delta y \) distribution is used for the fit.

In Fig. 5 the correction is applied to the \( p_T(J/\psi_2) \) distribution. The correction factor is found to perform well for each of the variables considered. The original reconstructed distribution is included for comparison. Closure tests with MC samples are performed.

4.4 Pile-up background

The remaining background comes from pile-up events, which are multiple uncorrelated collisions in the same beam crossing. In pile-up events, the two \( J/\psi \) mesons originate from
The distribution of the distance between the trajectories of the two $J/\psi$ mesons along the beam direction, $|d_z| < 1.2$ mm, is used to remove events that come from two separate primary vertices.

The PP background-subtracted $d_z$ distribution is shown in Fig. 6. To determine the amount of pile-up background that passes the $d_z$ selection, a double Gaussian function is fit to the data. A narrow Gaussian describes the prompt $J/\psi$ component and a wider Gaussian describes the component due to pile-up. Only the relative normalisation is free in the fit to the di-$J/\psi$ sample. The other parameters of the Gaussian functions are determined from a fit to the large inclusive $J/\psi$ sample over a wide $d_z$ range. In the fit of the inclusive $J/\psi$ sample, the pile-up distribution is found to have a Gaussian width of $49.2 \pm 0.8$ mm. The background is determined by integrating the fitted function over the selected $d_z$ range of $|d_z| \leq 1.2$ mm.

The amount of pile-up in the accepted sample is $f_{\text{pile-up}} = (0.466 \pm 0.034 \text{ (stat)} \pm 0.004 \text{ (syst)})\%$ in the central region and $f_{\text{pile-up}} = (0.802 \pm 0.062 \text{ (stat)} \pm 0.007 \text{ (syst)})\%$ in the forward region. The systematic uncertainty is described in Sect. 6. As a check, the signal PP Gaussian width is allowed to be free in the di-$J/\psi$ $d_z$ fit. The width is compatible with the value calculated from the inclusive $J/\psi$ sample but with a much larger uncertainty. Finally, to remove the pile-up background, the pile-up distributions of the kinematic variables are needed. This is achieved by reversing the $|d_z|$ requirement to $|d_z| > 2.0$ mm. The distribution of the chosen variable with this new requirement is then plotted to get the distributions of events coming from two separate primary vertices. The pile-up distributions are normalised to the correct number of events, $n_{\text{Total}} \times f_{\text{pile-up}}$, and subtracted from the PP distributions.

The total number of PP di-$J/\psi$ signal events corrected for the muon acceptance are $3310 \pm 330$ (central) and $3140 \pm 370$ (forward) where the uncertainty is extracted from the fit of the weighted data. In the DPS analysis described in Sect. 5, the full muon fiducial volume is used. The number of

![Fig. 5](image-url)  
A comparison of the PP MC input, MC reconstructed, and MC reconstructed corrected distribution of the sub-leading $J/\psi$ $p_T$, $p_T(J/\psi)$. The ratios of the input to the MC reconstructed as well as bias corrected MC reconstructed distributions are shown.
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(a) The distribution of the distance between the trajectories of the two $J/\psi$ mesons along the beam direction, $d_z$, after subtraction of the non-$J/\psi$ and non-prompt background. A double Gaussian function is fit to the data in order to determine the fraction of pile-up background events in the central and forward rapidity regions. A narrow Gaussian describes the prompt $J/\psi$ component and a wider Gaussian describes the component due to pile-up. Only the relative normalisation is free in the fit. The parameters of both Gaussian functions are determined from a fit to the inclusive $J/\psi$ sample over a wider range of $d_z$. 

(b)
5 Double parton scattering

Due to the decrease in the average fraction of the incoming proton momentum carried by a parton at large centre-of-mass energies, the parton densities rapidly increase and therefore DPS phenomena can be of substantial importance at the LHC. The DPS cross-section is dependent on the transverse distance between partons, and should decrease quickly as a function of transverse energy. Since at the LHC energies, $J/\psi$ meson production is dominated by gluon–gluon interactions, the DPS cross-section is sensitive to the spatial distribution of gluons in the proton [64].

A simplified ansatz for defining the DPS cross-section in terms of the production cross-sections of the two final states and an effective cross-section is described in Ref. [65] as:

$$\sigma_{\text{eff}} = \frac{1}{2} \frac{\sigma_{J/\psi}^2}{\sigma_{J/\psi}^2} = \frac{1}{2} \frac{\sigma_{J/\psi}^2}{\sigma_{\text{DPS}} \times \sigma_{J/\psi}}.$$  

(4)

where $\sigma_{\text{DPS}}$ is the fraction of PP $J/\psi$ events that are due to DPS. The factor of 1/2 is because the two final states for $J/\psi$ events are identical.

The effective cross-section, $\sigma_{\text{eff}}$, is related to the spatial separation between partons inside the proton. In the derivation of the effective cross-section ansatz, process and energy independence are assumed to be first-order approximations in perturbative QCD predictions. There are possible correlations between the fractional momenta of the incoming partons, the fractional momenta of the partons and the impact parameter, as well as spin and colour correlations that are not addressed in this simplified ansatz. These correlations and a modified effective cross-section ansatz which accounts for these possible correlations are described in Refs. [66–69].

Completely uncorrelated scatterings and the factorisation of the contributions to the cross-section described by the ansatz would lead to a universal effective cross-section which would be close to the inelastic cross-section. The measured values of the effective cross-section from multiple experiments range from about 5 to 20 mb [22,25–28,30,31,33–35,37] for centre-of-mass energies of 630 GeV to 8 TeV.

5.1 Data-driven model-independent approach

One of the goals of this analysis is to measure the fraction of DPS events, $f_{\text{DPS}}$, as a function of various parameters such as the mass and $p_T$ of the di-$J/\psi$ system and the difference in rapidity and the azimuthal angle between the two $J/\psi$ mesons in order to probe regions of phase space that are sensitive to different processes. A second goal of this analysis is to use the di-$J/\psi$ DPS cross-section obtained from the measured $f_{\text{DPS}}$ to determine the effective cross-section of DPS. Additionally the modelling and subtraction of the DPS yield can be useful for studies of SPS quarkonium production models.

A common method for extracting the DPS contribution involves fitting DPS and SPS templates to the data. The theoretical predictions for the SPS distributions depend on perturbative QCD corrections of various orders and on $J/\psi$ production models [20,70–81]. By forming a template based on data, that dependence can be minimised.

In constructing the data-driven DPS template, it is assumed that the two $J/\psi$ candidates are produced independently of each other. The DPS sample is therefore simulated by combining re-sampled $J/\psi$ mesons from two different random events in the di-$J/\psi$ sample which pass the requirements. By using events from the di-$J/\psi$ sample, it is ensured that the $J/\psi$ candidates in the DPS sample have the same kinematics as the data. The distribution of the absolute difference between the rapidities, $\Delta y$, against the absolute difference between the azimuthal angles, $\Delta \phi$, of the two $J/\psi$ candidates for this DPS sample is shown in Fig. 7a. The template for the SPS component, shown in Fig. 7b, is obtained by subtracting the DPS template from the $\Delta \phi$ distribution of the background-subtracted data. The DPS contribution is normalised to the data in the region $\Delta y \geq 1.8$ and $\Delta \phi \leq \pi/2$, where DPS is assumed to dominate and SPS is assumed to be negligible. The DPS-dominated region is determined after a careful study of the data. The $\Delta y$ requirement is determined as before this region the data drops off quickly with $\Delta y$ and after it flattens out which is indicative of a dominant DPS contribution. After examining the data, it is observed that the peak at $\Delta \phi = \pi$ has a large tail in $\Delta y$ and therefore an additional requirement is placed to avoid this tail. Additionally, theoretical predictions [10,11] show that SPS is negligible in this region. The assumption of and sensitivity to the definition of the DPS-dominated region is tested by increasing the $\Delta y$ and varying the $\Delta \phi$ requirements. By increasing the $\Delta y$ requirement to a smaller region in which SPS is known to be negligible, the possibility of a SPS tail making it into the normalisation region is determined. Tests of the normalisation are included in Sect. 7.2. At low $\Delta \phi$ and large $\Delta y$, DPS dominates and this validates the choice of region used to normalise the DPS template to the data ($\Delta y \geq 1.8$, $\Delta \phi \leq \pi/2$).

From the 2-D data-driven templates of the SPS and DPS distribution, the DPS and SPS event weights, $w_{\text{DPS}}$ and $w_{\text{SPS}}$, are:

$$w_{\text{DPS}}(\Delta \phi, \Delta y) = \frac{N_{\text{DPS}}(\Delta \phi, \Delta y)}{N_{\text{Data}}(\Delta \phi, \Delta y)},$$

$$w_{\text{SPS}}(\Delta \phi, \Delta y) = \frac{N_{\text{SPS}}(\Delta \phi, \Delta y)}{N_{\text{Data}}(\Delta \phi, \Delta y)}.$$  

(5)
where $N_{\text{Data}}$ is the number of the background-subtracted and bias corrected di-$J/\psi$ data events, and $N_{\text{DPS(SPS)}}$ are the number of background-subtracted and corrected DPS (SPS) events in the normalised template.

By applying these weights as well as the PP weight, and then extracting the di-$J/\psi$ signal from the 2-D mass fits in bins of the chosen variable one can extract the PP SPS-weighted and DPS-weighted distributions of the kinematic variables studied.

From these weights, the value of $f_{\text{DPS}}$ is determined. These weighted distributions are then compared to the sum of the LO DPS and NLO* SPS predicted distributions with $f_{\text{DPS}}$ fixed to the measured experimental value. Finally, the effective cross-section is calculated and compared to the current measured values.

6 Systematic uncertainties

Sources of systematic uncertainty and their relative percentage are summarised in Table 1 for the di-$J/\psi$ cross-section and Table 2 for the $f_{\text{DPS}}$ measurement. Many of the systematic uncertainties cancel in the $f_{\text{DPS}}$ measurement.

**Trigger** The systematic uncertainty due to the trigger selection is estimated by creating one thousand MC templates, varying each bin within the statistical uncertainty of the trigger efficiency and determining the effect on the yield. Additionally, the spatial and vertex correction are varied within their uncertainty. Finally, a conservative uncertainty for the MC correction is determined by calculating the efficiency weighted yield without the application of the MC correction. This systematic uncertainty accounts for the use of different low-$p_T$ single-muon triggers in the MC simulation that are not present in data and covers the possible range of trigger corrections. This is the dominant source of the systematic uncertainty due to the trigger selection.

**Muon reconstruction** The estimation of the systematic uncertainty due to the two muon reconstruction efficiency correction used in the analysis, described in Sect. 4.1, uses the same MC method as for the trigger efficiency measurement. The dominant source uncertainty comes from the statistical error in the tag-and-probe fit of $Z \rightarrow \mu\mu$ data for high-$p_T$ muons and $J/\psi \rightarrow \mu\mu$ data for low-$p_T$ muons.

**Kinematic acceptance** Comparing the ratio with and without the acceptance correction for the SPS and DPS MC samples gives the systematic uncertainty for the assumption that the acceptance correction can be applied independently for each $J/\psi$ candidate. This assumption affects only SPS...
production. To measure the systematic uncertainty from bin migration effects due to the detector resolution, the method outlined in Ref. [14] is used in which the $J/\psi$ $p_T$ and rapidity spectra with and without convolution the experimental resolution are compared. The systematic uncertainty as a function of the rapidity is negligible and the systematic uncertainty as a function of the number with the mean and width allowed to be free, as a function of $p_T$ is small relative to the SPS correction.

**Mass model** To extract signal di-$J/\psi$ events, a 2-D fit of $m(J/\psi_1)$ against $m(J/\psi_2)$ is used. The signal parameters are determined from inclusive $J/\psi$ samples in the central and forward rapidity regions. The mass fit parameters are varied within their uncertainties to estimate the systematic uncertainty due to the choice of the mass model. Alternative characterisations of the background, such as linear and exponential functions, were tested and found to have negligible differences.

**Mass bias** The mean and width of the $J/\psi$ mass fit are not constant as a function of $p_T$. The correction for fixing these values is the ratio of the number of $J/\psi$ from the inclusive $J/\psi$ sample with fixed mean and width parameters to the number with the mean and width allowed to be free, as a function of $p_T$. To find the systematic uncertainty of the mass bias correction, the correction is varied within its uncertainties in each bin.

**Prompt–Prompt model** A 2-D fit of the transverse decay length, $L_{xy}$, for signal di-$J/\psi$ events is used to extract the PP distributions described in Sect. 4.3. The dependence of the PP model on the resolution function is tested using a triple-Gaussian function and assigning the difference from the default model as a systematic uncertainty. The systematic uncertainty is larger in the central rapidity region due to the smaller fraction of non-prompt events in the forward region from the event selection requirements. This allowed for more freedom in the fit of the PP component in the central region and a larger uncertainty from the model.

**Differential $f_{PP}$ correction** The systematic uncertainty for the correction factor of the differential $f_{PP}$ bias, described in Sect. 4.3, is determined by varying the fit of the bias correction and measuring the difference in the correction factor. A covariance matrix of the partial derivative of the likelihood function, used to determine the correction, with respect to the free parameters of the fit is used to extract the maximal deviation of the fit of the bias against the measured $f_{PP}$. The correction factor is refit with the varied parameters and the difference from the nominal final result is taken as the systematic uncertainty of the correction.

**Pile-up** The fit of the $d_{xy}$ distribution is varied by adjusting the pile-up Gaussian width within its uncertainty. As another test, a constant is used instead of a Gaussian function for the pile-up PDF. Any bias from the requirement of $|d_{xy}| < 1.2$ mm on PP events is tested by adding a requirement of $|\Delta z_0| < \sqrt{2} \times 1.2$ mm for the inclusive $J/\psi$ sample and propagating the change in the prompt PDF to the 2-D fit of the $L_{xy}$ against $L_{xy}$. Here, $\Delta z_0$ is defined as the difference in the impact parameter of an object with respect to the primary vertex in the $r$–$z$ plane for each muon, and the factor of $\sqrt{2}$ is because the di-$J/\psi$ sample has twice the muons of the inclusive $J/\psi$ sample.

**Branching fraction and luminosity** The $J/\psi$ meson to dimuon branching fraction systematic uncertainty is taken from the world-average [50]. The uncertainty in the integrated luminosity of 1.9% comes from Ref. [47] and is propagated through to the cross-section calculation.

**DPS model** The DPS-dominated region of the 2-D template used to create the SPS and DPS event weights, described in Sect. 5.1, is varied in both $\Delta \phi$ and $\Delta \gamma$ to test the dependence of $f_{DPS}$ on the assumption and definition of the DPS-dominated region. For $\Delta \phi$ the DPS-dominated region is varied by $\pi/9$, the width of a bin in the DPS-dominated region. For $\Delta \gamma$, the strictness of the DPS-dominated requirement is only increased to avoid including the SPS tail in the defined DPS-dominated region. It is increased by a single bin of $\Delta \gamma$ in the DPS-dominated region to 2.4. In this region, predictions show that SPS is negligible. The systematic uncertainty due to the contribution from the tail of the SPS distribution extending into the normalisation region has been determined by reducing the size of the normalisation region.

**DPS binning** As a cross-check, the dependence of $f_{DPS}$ on the binning of the 2-D template used to create the SPS and DPS event weights is tested. A finer bin width is used where the distribution falls off more steeply around the NLO SPS peak and the DPS-dominated region is set to avoid the tail of the SPS distribution. The change in the $f_{DPS}$ value is well within the uncertainty of $f_{DPS}$.

### Table 2
The summary of the relative systematic uncertainties for the data-driven $f_{DPS}$ measurement. Several systematic uncertainties cancel in the ratio

<table>
<thead>
<tr>
<th>Systematic uncertainty: $f_{DPS}$ [%]</th>
<th>Relative uncertainty [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger</td>
<td>±0.7</td>
</tr>
<tr>
<td>Muon reconstruction</td>
<td>±0.1</td>
</tr>
<tr>
<td>Mass model</td>
<td>±0.01</td>
</tr>
<tr>
<td>Mass bias</td>
<td>±0.02</td>
</tr>
<tr>
<td>Prompt–prompt model</td>
<td>±0.1</td>
</tr>
<tr>
<td>Differential $f_{PP}$ corr.</td>
<td>±0.1</td>
</tr>
<tr>
<td>Pile-up</td>
<td>±0.8</td>
</tr>
<tr>
<td>DPS model</td>
<td>±5.6</td>
</tr>
<tr>
<td>Total</td>
<td>±5.7</td>
</tr>
</tbody>
</table>
7 Results

The PP di-\( J/\psi \) and DPS differential cross-sections in the central and forward rapidity regions are measured for the sub-leading \( J/\psi p_T \), the di-\( J/\psi p_T \), and the di-\( J/\psi \) invariant mass corrected for the muon kinematic acceptance. Also shown are the results over the full \( J/\psi \) rapidity range in the muon fiducial volume: the total and DPS cross-sections for the difference in rapidity between the two \( J/\psi \) mesons, the azimuthal angle between the two \( J/\psi \) mesons, the di-\( J/\psi \) invariant mass, and the di-\( J/\psi p_T \). The fraction of DPS events is calculated for each distribution, and the distributions are compared to the LO DPS and NLO* SPS+DPS predictions. For this comparison, the DPS predictions are normalised to the measured fraction of DPS events and the NLO* SPS predictions are multiplied by the feed-down correction factor from \( \psi(2S) \) described in Ref. [10], which assumes that feed-down has the same distribution as the NLO* SPS predictions. For the data, feed-down is part of the PP signal. Finally, the effective cross-section of DPS is calculated and compared with previous measurements.

7.1 Cross-section measurement

The fiducial PP cross-section for the region \( p_T(J/\psi) > 8.5 \text{ GeV}, |\gamma(J/\psi)| < 2.1 \), \( p_T(\mu) \geq 2.5 \text{ GeV} \) and \( |\eta(\mu)| < 2.3 \) with the two muons from the triggered \( J/\psi \) candidate having \( p_T(\mu) \geq 4 \text{ GeV} \) is:

\[
\sigma_{\text{Fid}}(pp \rightarrow J/\psi J/\psi + X) = \begin{cases} 
15.6 \pm 1.3 \text{ (stat)} \pm 1.2 \text{ (syst)} \pm 0.2 \text{ (BF)} \\
\quad \pm 0.3 \text{ (lumi) pb, for } |\gamma| < 1.05, \\
13.5 \pm 1.3 \text{ (stat)} \pm 1.1 \text{ (syst)} \pm 0.2 \text{ (BF)} \\
\quad \pm 0.3 \text{ (lumi) pb, for } 1.05 \leq |\gamma| < 2.1.
\end{cases}
\]

The above results are measured in two rapidity regions which are defined in terms of the sub-leading \( J/\psi \) meson. The systematic uncertainties for the branching ratio and luminosity are quoted separately. The extrapolated cross-section is measured by including the acceptance correction and assuming unpolarised \( J/\psi \) production. This cross-section is measured in the \( J/\psi \) fiducial volume \( p_T > 8.5 \text{ GeV}, |\gamma| < 2.1 \) with no requirement on the kinematics of the muon in the final state. The total cross-section over the full fiducial \( J/\psi \) rapidity is 160 \pm 12 \text{ (stat)} \pm 14 \text{ (syst)} \pm 2 \text{ (BF)} \pm 3 \text{ (lumi) pb. The PP cross-section in the two rapidity regions of the sub-leading \( J/\psi \) meson is:

\[
\sigma(pp \rightarrow J/\psi J/\psi + X) = \begin{cases} 
82.2 \pm 8.3 \text{ (stat)} \pm 6.3 \text{ (syst)} \pm 0.9 \text{ (BF)} \\
\quad \pm 1.6 \text{ (lumi) pb, for } |\gamma| < 1.05, \\
78.3 \pm 9.2 \text{ (stat)} \pm 6.6 \text{ (syst)} \pm 0.9 \text{ (BF)} \\
\quad \pm 1.5 \text{ (lumi) pb, for } 1.05 \leq |\gamma| < 2.1.
\end{cases}
\]

The differential cross-sections as a function of the sub-leading \( J/\psi p_T \) are shown for the central and forward rapidity regions in Fig. 8. The DPS-weighted distribution created using the data-driven method within the muon kinematic acceptance, which is described in Sect. 5.1, is weighted by the acceptance correction to get the inclusive cross-section and is included in the figure. It is assumed that the DPS weights created within the muon kinematic acceptance can be applied to the acceptance-corrected distributions. An in-depth discussion of the DPS-weighted distribution is given in Sect. 7.2.

The cross-section results are reported under the assumption of unpolarised \( J/\psi \) mesons as the \( J/\psi \) polarisation coefficients are close to zero [57–59]. As an additional test, the variation of the cross-section has been determined for four extreme cases of \( J/\psi \) spin-alignment, one with full longitudinal polarisation and three with different transverse polarisations. Both \( J/\psi \) candidates are assumed to have the same polarisation. These are maximal polarisations compared to the small possible polarisation at the low \( p_T \) range studied in this analysis. The maximum deviations from the unpolarised case are given in Tables 3 and 4 for the total and DPS di-\( J/\psi \) cross-sections, respectively. The differential variations due to the maximal polarisation scenarios are included separately in the figures for the differential di-\( J/\psi \) cross-section.

Additionally, the cross-section in the two rapidity regions is measured as a function of the di-\( J/\psi \) transverse momentum as well as the invariant mass. The differential cross-sections as a function of \( p_T(J/\psi J/\psi) \) and \( m(J/\psi J/\psi) \) are shown in Figs. 9 and 10 respectively, along with the DPS-weighted distribution. There are two peaks in the di-\( J/\psi p_T \) distribution. The peak near zero is due to events in which the \( J/\psi \) are produced back-to-back in an away topology and the peak at higher \( p_T \) is due to events that have a towards topology in which the two \( J/\psi \) are produced in the same direction and are back-to-back with respect to an additional gluon. The large separation is due to the requirement that each \( J/\psi \) have \( p_T > 8.5 \text{ GeV} \).

| Scenario | \( |\gamma(J/\psi_1)| \leq 1.05 \) | \( 1.05 < |\gamma(J/\psi_2)| < 2.1 \) |
|----------|-----------------|-----------------|
| Longitudinal | -47% | -45% |
| Transverse positive | +68% | +82% |
| Transverse negative | +39% | +28% |
| Transverse zero | +51% | +47% |

Table 3 The maximum variation of the di-\( J/\psi \) cross-section determined for four extreme cases of \( J/\psi \) spin-alignment of maximal polarisation, one with full longitudinal polarisation and three with different transverse polarisations, relative to the nominal unpolarised assumption. Both \( J/\psi \) candidates are assumed to have the same polarisation.
Fig. 8 The differential cross-section, $d\sigma/dp_T(J/\psi)$, in the a central and b forward rapidity regions. The variation due to the choice of $J/\psi$ spin-alignment is shown separately. The longitudinal polarisation is found to minimise the di-$J/\psi$ cross-section and the positive transverse polarisation is found to maximise the di-$J/\psi$ cross-section. Also shown is the data-driven DPS distribution derived with the method described in the text. It is assumed that the DPS weights created within the muon kinematic acceptance can be applied to the acceptance-corrected distributions.

Table 4 The maximum variation of the DPS di-$J/\psi$ cross-section determined for four extreme cases of $J/\psi$ spin-alignment of maximal polarisation, one with full longitudinal polarisation and three with different full transverse polarisations, relative to the nominal unpolarised assumption. Both $J/\psi$ candidates are assumed to have the same polarisation.

| Scenario            | $|y(J/\psi_2)| < 1.05$ | $1.05 \leq |y(J/\psi_2)| < 2.1$ |
|---------------------|-------------------------|----------------------------------|
| Longitudinal        | -47%                    | -45%                             |
| Transverse positive | +79%                    | +65%                             |
| Transverse negative | +35%                    | +35%                             |
| Transverse zero     | +54%                    | +48%                             |

7.2 Double parton scattering measurement

Using the DPS and SPS event weights, which are described in Sect. 5.1, DPS-weighted and SPS-weighted differential distributions are derived. Due to the limited size of the data set, there are large fluctuations in the acceptance-corrected distributions. Therefore the muon fiducial volume is used, which does not include the acceptance weight and hence no assumptions about the $J/\psi$ polarisation are made. Because the SPS and DPS fractions add to unity by construction, only the DPS-weighted distributions are shown in Fig. 11. Since the total distribution and DPS-weighted distribution are shown, the SPS-weighted distribution is understood to be the remainder of the events that are not DPS.

The centre-of-mass energy and fiducial volume requirements of the analysis are applied to the NLO* SPS predictions in Refs. [10,11]. These predictions are generated using HELAC-Onia, which is described in Refs. [82,83], and used CTEQ6L1 for LO and CTEQ6M [53] for NLO* parton distribution functions. The colour octet contributions and the intrinsic parton transverse momentum are not included in the predictions. The DPS predictions in Refs. [10,11] are based on the models from Refs. [39,43], which assume factorisation of perturbative QCD and use an approximate prompt single-$J/\psi$ matrix element modelled from combined fits of data from multiple experiments. For comparison, the DPS predictions from Ref. [43] are used. The DPS predictions are created using the MSTW2008 NLO [84] parton distribution function. The theory predictions are made in the muon fiducial volume and assume unpolarised $J/\psi$ mesons, and therefore the acceptance correction is not needed for comparison with the predictions. In Fig. 11, the DPS-weighted distribution produced from the event weights of the data-driven method and the total distribution are compared to the LO DPS and sum of the LO DPS and NLO* SPS predictions. The DPS predictions are normalised to the $f_{DPS}$ value measured with the data-driven model. For the NLO* SPS predictions, a constant correction factor of 1.85 is applied for feed-down [10] from $\psi(2S)$ which is present in the data. Changes in SPS predictions from varying the factorisation and renormalisation scales of perturbative QCD, as well as the mass of the charm quark are assigned as systematic uncertainties.

In each of the plots in Fig. 11, the shape of the data-driven DPS distribution approximately agrees with the shape of the DPS predictions. However, there is disagreement between the total data distribution and the total theory predictions at large $\Delta y$, large invariant mass, and in the low-$p_T$ region that corresponds to di-$J/\psi$ production in an away topology.
The distributions in Fig. 11 show that a significant fraction of events have a towards topology where the NLO SPS contributions dominate: specifically events in the low-$\Delta \phi$ region of Fig. 11b and the peak of the di-$J/\psi$ $p_T$ distribution in Fig. 11d at around $p_T = 22$ GeV. Therefore LO predictions alone, which do not include the towards topology, are not enough to describe PP di-$J/\psi$ production.

Most of the NLO* SPS predictions would appear to require a larger value of $f_{\text{DPS}}$ than the values measured from the data-driven distributions to fit the data. A possible reason for the discrepancies may be that the NLO* predictions assume a constant correction factor for feed-down from higher-mass charmonium states, which could change the kinematic properties of the SPS distributions. Requiring $p_T(J/\psi) > 8.5$ GeV limits feed-down, but a change in the kinematic properties of the feed-down component could lead to a wider SPS tail [12,42]. The wide peak at low di-$J/\psi$ $p_T$ could be explained by a large effect due to the inclusion of the intrinsic parton transverse momentum, a non-constant feed-down component, or a combination of the two.

To study the properties of the discrepancies seen, a requirement of $|\Delta y| \geq 1.8$ is imposed. The corresponding distributions are shown in Fig. 12, where for a better comparison the same binning as in Fig. 11 is used. Because the SPS and DPS distributions are determined from a data-driven method, the statistics are the same as the data. For better clarity the errors
The di-\(J/\psi\) invariant mass, as expected from the relationship between the invariant momentum, shown in Fig. 12b, has an SPS peak near zero slightly larger \(p_T\) and then falls off monotonically while the DPS peaks at a away topology peaked at \(\Delta \phi \approx \pi\). To make this comparison easier, the \(\Delta \phi\) distribution is also shown on linear vertical scale in Fig. 12d. A plausible explanation for the excess of SPS in the distribution is the presence of a non-constant contribution to the di-\(J/\psi\) final state from feed-down of back-to-back SPS pair production from excited charmonium states which could change the kinematic properties of the SPS distribution [12,42].

To further understand the relative SPS and DPS composition of events in the normalisation region, the distributions of di-\(J/\psi\) invariant mass, \(\Delta y\) and di-\(J/\psi\) \(p_T\) are shown in Fig. 13 for events in the kinematic region \(\Delta \phi \leq \pi/2\). There is a clear difference in the shape of the SPS and DPS distributions. The SPS estimate has a much larger peak at low mass, and the DPS distribution falls off much more quickly as a function of the di-\(J/\psi\) \(p_T\). The SPS \(\Delta y\) distribution has a large peak near zero and the DPS distribution is flatter. The different shapes of the distributions, as well as the DPS domination at large \(\Delta y\) in this region, further confirms the choice of the normalisation region.

Reference [10] states that if the data are SPS-dominated, feed-down events should be primarily from LO \(\psi(2S)\) and \(J/\psi\) production and can make up 40% of the SPS cross-section. This matches the peaks due to events with an away topology observed in the \(\Delta \phi\) and di-\(J/\psi\) \(p_T\) distributions at
large Δy in Fig. 12. Additionally, in Ref. [10] the Δy and di-J/ψ mass from the CMS di-J/ψ measurement [44] are fit with DPS and NLO* SPS predictions. The CMS data also show an excess at large Δy and di-J/ψ mass. In Ref. [12] a comparison of the predicted NLO* SPS, feed-down, and DPS distributions is shown. The predicted di-J/ψ mass and Δy distributions from feed-down have a wider tail than the NLO* SPS distributions, similar to what is observed in the DPS distributions. The increase at large di-J/ψ mass and Δy is also predicted in Ref. [42], which studied all possible Fock state contributions to the SPS production of prompt J/ψ meson pairs. A significant non-constant contribution from feed-down is a possible explanation of the much quicker drop off of the tail in the NLO* SPS predictions relative to the data-driven distribution, seen in Fig. 11a–d. Because feed-down can have a distribution similar to DPS, it can explain why the predictions seem to require a larger fDPS value than measured by the data-driven distribution. A larger fDPS would not explain the peak at Δφ ≈ π for Δy ≥ 1.8, which can be explained by SPS from a non-constant feed-down contribution. Additionally, the wide peak seen at low di-J/ψ pT can be explained either by a large effect due to the inclusion of the intrinsic parton transverse momentum, smearing due to a non-constant feed-down component, or a combination of the two.

7.2.1 Effective cross-section measurement

With the measured inclusive di-J/ψ cross-section and the fraction of DPS events as well as the prompt J/ψ cross-section in the corresponding fiducial volume, the effective cross-section can be derived using Eq. (4). The prompt J/ψ differential cross-section is obtained from measurements in Ref. [14] by integrating over pT and extrapolating to the rapidity acceptance region of this analysis (|y(J/ψ)| ≤ 2.1 cf. |y(J/ψ)| ≤ 2.0 in Ref. [14]). The extrapolation uses a linear fit to the cross-section as a function of the absolute rapidity. The statistical and systematic uncertainties are scaled to keep
the relative uncertainties the same before and after extrapolation. The cross-section in the fiducial volume of this analysis is $\sigma_{J/\psi} = 429.8 \pm 0.1 \text{ (stat)} \pm 38.6 \text{ (syst)}$ nb.

The value of $f_{\text{DPS}}$ is taken from the $\Delta y$ distribution since it has a well-known DPS distribution, and the other distributions are used as a cross-check. Using the $\Delta y$ distribution the fraction is measured to be:

$$f_{\text{DPS}} = (9.2 \pm 2.1 \text{ (stat)} \pm 0.5 \text{ (syst)})\%.$$  

The DPS cross-section, corrected for the muon acceptance in the full $J/\psi$ rapidity range is measured to be:

$$\sigma_{\text{DPS}}^{J/\psi, J/\psi} = 14.8 \pm 3.5 \text{ (stat)} \pm 1.5 \text{ (syst)} \pm 0.2 \text{ (BF)} \pm 0.3 \text{ (lumi)} \text{ pb}.$$  

A small difference is found between the DPS cross-section measured in the inclusive volume and the cross-section extrapolated from the fiducial volume. This difference is introduced by fluctuations in the DPS distributions from the acceptance weight which is used to extrapolate to the inclusive volume, and is smaller than the statistical error. The effective cross-section obtained from these inputs is measured to be:

$$\sigma_{\text{eff}} = 6.3 \pm 1.6 \text{ (stat)} \pm 1.0 \text{ (syst)} \pm 0.1 \text{ (BF)} \pm 0.1 \text{ (lumi)} \text{ mb}.$$  

The effective cross-section measured in this analysis is compared to measurements from other experiments and processes in Fig. 14. In Fig. 15 the effective cross-sections are shown as a function of $\sqrt{s}$. In defining the effective cross-section, assumptions are made which lead to process and energy independence although there is no theoretical need for this independence. More measurements of the effective cross-section at different energies will be helpful to test this assumption. The ATLAS and D0 [29] analyses provide a hint that the effective cross-section measured from the prompt $J/\psi$ final state could be lower than that measured for the other final
the effective cross-section. The pion cloud model [86] could help to learn more about DPS and the dependencies of effective cross-sections in these states. Additional studies

In summary, using 11.4 fb\(^{-1}\) of \(\sqrt{s} = 8\) TeV proton–proton collision data, the first study of prompt J/\(\psi\)–J/\(\psi\) pairs from the ATLAS detector at the LHC is presented. The differential cross-section as a function of the sub-leading J/\(\psi\) \(p_T\), di-J/\(\psi\) \(p_T\), and di-J/\(\psi\) mass are measured for two rapidity regions of the sub-leading J/\(\psi\) meson: |y(J/\(\psi_2\))| < 1.05 and 1.05 ≤ |y(J/\(\psi_2\))| < 2.1. Integrating over the \(p_T\) of the muons, the cross-section is 82.2 ± 8.3 (stat) ± 6.3 (syst) ± 0.9 (BF) ± 1.6 (lumi) pb in the central region and 78.3 ± 9.2 (stat) ± 6.6 (syst) ± 0.9 (BF) ± 1.5 (lumi) pb in the forward region. This measurement assumes unpolarised J/\(\psi\) mesons and does not include the J/\(\psi\) spin-alignment systematic uncertainty. In the muon fiducial volume, \(p_T(\mu) > 2.5\) GeV, |\(\eta(\mu)\)| < 2.3, and the triggered J/\(\psi\) having both muons with \(p_T(\mu) > 4.0\) GeV, the cross-section is 15.6 ± 1.3 (stat) ± 1.2 (syst) ± 0.2 (BF) ± 0.3 (lumi) pb for |y(J/\(\psi_2\))| < 1.05, and 15.3 ± 1.3 (stat) ± 1.1 (syst) ± 0.2 (BF) ± 0.3 (lumi) pb for 1.05 ≤ |y(J/\(\psi_2\))| < 2.1. No assumptions are made about the J/\(\psi\) polarisation in the muon fiducial volume.

Using a data-driven method, the fraction of double parton scattering processes in a single proton–proton collision is measured to be \(f_{DPS} = (9.2 ± 2.1\) (stat) ± 0.5 (syst))\% in the muon fiducial volume. The shapes of the measured double

---

**8 Summary**

In summary, using 11.4 fb\(^{-1}\) of \(\sqrt{s} = 8\) TeV proton–proton collision data, the first study of prompt J/\(\psi\)–J/\(\psi\) pairs from the ATLAS detector at the LHC is presented. The differential cross-section as a function of the sub-leading J/\(\psi\) \(p_T\), di-J/\(\psi\) \(p_T\), and di-J/\(\psi\) mass are measured for two rapidity regions of the sub-leading J/\(\psi\) meson: |y(J/\(\psi_2\))| < 1.05 and 1.05 ≤ |y(J/\(\psi_2\))| < 2.1. Integrating over the \(p_T\) of the muons, the cross-section is 82.2 ± 8.3 (stat) ± 6.3 (syst) ± 0.9 (BF) ± 1.6 (lumi) pb in the central region and 78.3 ± 9.2 (stat) ± 6.6 (syst) ± 0.9 (BF) ± 1.5 (lumi) pb in the forward region. This measurement assumes unpolarised J/\(\psi\) mesons and does not include the J/\(\psi\) spin-alignment systematic uncertainty. In the muon fiducial volume, \(p_T(\mu) > 2.5\) GeV, |\(\eta(\mu)\)| < 2.3, and the triggered J/\(\psi\) having both muons with \(p_T(\mu) > 4.0\) GeV, the cross-section is 15.6 ± 1.3 (stat) ± 1.2 (syst) ± 0.2 (BF) ± 0.3 (lumi) pb for |y(J/\(\psi_2\))| < 1.05, and 15.3 ± 1.3 (stat) ± 1.1 (syst) ± 0.2 (BF) ± 0.3 (lumi) pb for 1.05 ≤ |y(J/\(\psi_2\))| < 2.1. No assumptions are made about the J/\(\psi\) polarisation in the muon fiducial volume.
to be $\sigma_{\text{eff}} = 6.3 \pm 1.6 \, (\text{stat}) \pm 1.0 \, (\text{syst}) \pm 0.1 \, (\text{lumi}) \, \text{mb}$. The data suggest that the effective cross-section measured from the prompt $J/\psi$ final state could be lower than that measured for the other final states.
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