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ABSTRACT. We give a very simple proof of the fact that the Lorenz equations and the Maxwell-Bloch equations do not have a polynomial flow. We also give an algorithm to decide if a two-dimensional vector field over \( \mathbb{R} \) has a polynomial flow and how to compute the solutions (in case the vector field has a polynomial flow).

INTRODUCTION

Locally nilpotent and locally finite derivations are hidden in many problems. However once their presence is revealed, information on these derivations can give valuable information on the problem under consideration. It is the aim of this paper to illustrate this statement with several examples.

The first examples we discuss in \( \S2 \) come from the theory of polynomials flows (a solution of an autonomous system of ordinary differential equations \( \dot{y} = V(y), \ y(0) = x \in \mathbb{R}^n \), where \( V \) is a \( C^1 \) vector field on \( \mathbb{R}^n \), is called a polynomial flow if the solution depends polynomially upon the initial condition). It was shown by Coomes in [3 and 4] that the Lorenz equations do not have a polynomial flow. In [5] Coomes and Zurkowski showed that the Maxwell-Bloch equations do not have a polynomial flow either. In their paper they prove the following fundamental result: let \( V \) be a polynomial vector field and \( D_v \) the corresponding derivation on the \( n \) variable polynomial ring over \( \mathbb{R} \). Then the autonomous system \( \dot{y} = V(y), \ y(0) = x \) has a polynomial flow if and only if the derivation \( D_v \) is locally finite. In this paper we give a very simple proof of the fact that the Lorenz system and the Maxwell-Bloch equations do not have a polynomial flow based on Coomes and Zurkowski's theorem and an easy but crucial property of locally finite derivations (which we call the second principle). Using this principle and results of Rentschler [12] we study locally finite derivations on polynomial rings in two variables over a field and obtain an algorithm that decides if a derivation is locally finite.

In \( \S5 \), this result is used to give a complete solution of the recognition problem for polynomial flow vector fields in the plane; i.e., given a polynomial vector...
field $V$ in $\mathbb{R}^2$ we give an algorithm to decide if this vector field has a polynomial flow. Using this algorithm we obtain a new proof of the classification theorem of Bass and Meisters [2].

More precisely, given a polynomial flow vector field $V$ corresponding to the autonomous system $\dot{y} = V(y)$, $y(0) = x \in \mathbb{R}^2$, a polynomial automorphism $\varphi$ of $\mathbb{R}[X, Y]$ is constructed such that $\varphi^{-1}D_V \varphi$ is one of the six vector fields described in the theorem of Bass and Meisters. Since the flows of these six types are well known, we can also calculate the solution of the system $\dot{y} = V(y)$, $y(0) = x$. So we obtain an algorithm to compute the solution of any autonomous system having a polynomial flow.

Section three is independent of the others. Its results are more or less known. First we describe how the automorphism group of a polynomial ring in two variables over a field can be obtained from a classification theorem of locally nilpotent derivations (these results are due to Rentschler [12]). Next we discuss the automorphism group of polynomial rings in more than two variables and describe a candidate generator set of "exotic" polynomial automorphisms. Finally, at the end of §3 we show how the Jacobian conjecture can be formulated in terms of locally nilpotent derivations.

1. Fundamental properties of locally finite and locally nilpotent derivations

Throughout this paper we have the following notations: $k$ a field of characteristic zero, $R$ a commutative $k$-algebra, and $D$ a $k$-derivation of $R$.

We call $D$ locally finite if for every $g \in R$ the $k$-vector space generated by the elements $D^i g$, $i \in \mathbb{N}$, is finite dimensional. The derivation $D$ is called locally nilpotent if for every $g \in R$ there exists an integer $n \geq 1$ such that $D^ng = 0$. From Leibniz's formula one obtains

Lemma 1.1. Let $G$ be a generating set for the $k$-algebra $R$. If for each $g \in G$ the vector space generated by the elements $D^i g$ is finite dimensional (resp. $D^ng = 0$ for some $n \geq 1$) then $D$ is locally finite (resp. locally nilpotent).

Example 1.2. Let $R = k[X]$, the one variable polynomial ring over $k$, and $0 \neq D$ a $k$-derivation of $R$, i.e., $D = a(X)\partial_X$ for some nonzero polynomial $a(X) \in R$. Then one readily verifies that $D$ is locally nilpotent if and only if $\deg a(X) < 0$ and $D$ is locally finite if and only if $\deg a(X) \leq 1$.

1.3. Two simple principles. Almost all results of this paper will be derived from the following two principles. To describe the first one (the proof of which is trivial) we denote by $R^D$ the set of constants of $D$, i.e., the set of elements $r$ in $R$ satisfying $Dr = 0$. Observe that $R^D$ is a $k$-subalgebra of $R$.

Principle I. Assume $R$ has no $R^D$-torsion. Let $S \subset R^D$ be a multiplicatively closed set. Then $D$ is locally nilpotent on $R$ if and only if $\bar{D} : S^{-1}R \rightarrow S^{-1}R$ is locally nilpotent (where $\bar{D}$ is the extended derivation defined by $\bar{D}(s^{-1}r) = s^{-1}Dr$).

1.4. An application. Let $R = k[X_1, \ldots, X_n]$ (the $n$ variable polynomial ring over $k$) and $f \in R$. Then $f\partial_{x_1}$ is locally nilpotent if and only if $f \in k[X_2, \ldots, X_n]$ (take $S = k[X_2, \ldots, X_n]\{0\}$ and use Example 1.2).
To describe the second principle we assume that $R = \bigoplus_{n \in \mathbb{Z}} R_n$ is a graded $k$-module. Hence each element $g \in R$ can be written uniquely as a sum of homogeneous elements $g = g_0 + g_{r+1} + \cdots + g_s$, for some $g_i \in R_i$. If $g_s \neq 0$ we say that $g$ has degree $s$ and write $\deg g = s$. Suppose that $D$ can be written as a sum of derivations $D = D_p + D_{p+1} + \cdots + D_d$ (with $D_d \neq 0$) satisfying $D_nR_m \subseteq R_{n+m}$ for all $n, m$. Then we have

**Principle II.** If $D$ is locally finite of degree $d \neq 0$, then $D_d$ is locally nilpotent.

**Proof.** It suffices to prove that each homogeneous element of $R$ is annihilated by a power of $D_d$. So let $g \in R_n$. Let $p \in \mathbb{N}$. If $D^p_d g \neq 0$ then

$$\deg D^p_d g = \deg D^p_d g = \deg g + pd.$$  

Since $D$ is locally finite, the $k$-vector space generated by the elements $D^p_d g$, $p \geq 0$, has a finite number of generators, each of them being a finite sum of elements of some $R_i$. So there exists a positive integer $N$ such that all elements $D^p_d g$ are contained in $\bigoplus_{n=-N}^{N} R_n$. Then $D_d g = 0$, which completes the proof. □

2. The Lorenz equations and the Maxwell-Bloch equations have no polynomial flow

As a first application of the results of §1 we show that the Lorenz equations and the Maxwell-Bloch equations have no polynomial flow.

First we recall some facts on polynomial flows (see [9, 2, 5]). Let $V$ be a $C^1$ vector field on $\mathbb{R}^n$, and consider the initial value problem

$$(2.1) \quad \dot{y} = V(y), \quad y(0) = x \in \mathbb{R}^n.$$ 

The solution (flow) $\phi$ of (2.1) is said to be a **polynomial flow** if $\phi$ depends polynomially upon the initial condition (i.e., $\phi^t(x) := \phi(t, x)$ is polynomial in $x$ for each $t$ where the solution is defined).

The vector field $V$ is then called a **poly-flow vector field**, abbreviated p-f vector field. It is shown by Bass and Meisters in [2] that if $V$ is a p-f vector field, then the $C^1$ vector field $V$ itself is polynomial, the solutions are defined for all $t \in \mathbb{R}$, and $\phi^t$ has a bounded degree in $x$, independent of $t$. Using these results, Coomes and Zurkowski give a purely algebraic description of a p-f vector field on $\mathbb{R}^n$ (or $\mathbb{C}^n$).

Let $V = (V_1, \ldots, V_n)$ be a polynomial vector field on $\mathbb{R}^n$, i.e., each $V_i$ belongs to the $n$-variable polynomial ring $\mathbb{R}[X] := \mathbb{R}[X_1, \ldots, X_n]$. Let $D = \sum V_i \partial x_i$ be the derivation on $\mathbb{R}[X]$ associated to $V$.

**Theorem 2.2** [5, Theorem 3.1]. $V$ is a p-f vector field if and only if $D$ is locally finite on $\mathbb{R}[X]$.

Now consider the Lorenz system

$$\begin{cases} \dot{x} = \sigma(y - x), \\
\dot{y} = \rho x - y - xz, & \sigma, \rho, \beta \in \mathbb{R}, \\
\dot{z} = -\beta z + xy, \\
\end{cases}$$

**Corollary 2.3.** The Lorenz system has no polynomial flow.

**Proof.** Put $R = \mathbb{R}[X, Y, Z]$ and $D = \sigma(Y - X)\partial_X + (\rho X - Y - XZ)\partial_Y + (-\beta Z + XY)\partial_Z$. By Theorem 2.2 we need to show that $D$ is not locally finite.
Therefore, let $R_n$ be the $\mathbb{R}$-vector space generated by the monomials of degree $n$. Then $R = \bigoplus R_n$ is a graded $\mathbb{R}$-module. Furthermore, write $D = D_0 + D_1$ where $D_0 = \sigma(Y - \chi)\partial_Y + (pX - Y)\partial_X + -bf Z\partial_Z$ and $D_1 = -XZ\partial_Y + XY\partial_Z$. By Principle II it suffices to show that $D_1$ is not locally nilpotent, which, in turn, is equivalent to showing that $D_1'$ is not locally nilpotent (where $D_1 = XD_1'$). But this is obvious since $D_1'$ induces an $\mathbb{R}$-linear map on $\mathbb{R}Y + \mathbb{R}Z$ that is not nilpotent. \hfill $\square$

Now consider the Maxwell-Bloch equations
\[
\begin{align*}
\dot{x} &= -y, \\
\dot{y} &= x + \varepsilon z, \\
\dot{z} &= -\varepsilon y, \\
\dot{\theta} &= -\varepsilon + \beta(x + \varepsilon z), \quad \beta \in \mathbb{R}.
\end{align*}
\]

**Corollary 2.4.** The Maxwell-Bloch equations have no polynomial flow.

**Proof.** Arguing as in Corollary 2.3, it remains to show that $D_1 = \varepsilon Z\partial_Y - \varepsilon Y\partial_Z + \beta\varepsilon Z\partial_\theta$ is not locally nilpotent on $\mathbb{R}[X, Y, Z, \varepsilon, \theta]$, which is equivalent to showing that $D_1' = Z\partial_Y - Y\partial_Z + \beta Z\partial_\theta$ is not locally nilpotent. Therefore, observe that the restriction of $D_1'$ to $\mathbb{R}Y + \mathbb{R}Z + \mathbb{R}\theta$ is a non-nilpotent linear map. \hfill $\square$

**Comment.** Corollary 2.3 was proved by Coomes in [4] and also by Coomes and Zurkowski in [5] under the restriction $\sigma \neq 0$. Corollary 2.4 was proved by Coomes and Zurkowski under the restriction $\beta \neq 0$.

3. **Locally nilpotent derivations and polynomial automorphisms**

In this section we give two examples of how locally nilpotent derivations play a role in the study of polynomial automorphisms. The first example concerns the structure of the automorphism group $\text{Aut}_k k[X]$ ($k[X] := k[X_1, \ldots, X_n]$).

The second example concerns the Jacobian Conjecture.

3.1. **Locally nilpotent derivations and the structure of $\text{Aut}_k k[X]$**. Let $F$ be a polynomial morphism of $k[X]$. Then $F$ is called triangular if $F(X_i) - X_i \in k[X_{i+1}, \ldots, X_n]$ for all $1 \leq i \leq n - 1$ and $F(X_n) = X_n$. If, furthermore, $F(X_i) = X_i$ for all $1 \leq i \leq n - 1$ with at most one exception then $F$ is called elementary. One readily verifies that a triangular $F$ is a finite product of elementary ones. Finally, a polynomial morphism that is a finite product of invertible linear polynomial morphisms and elementary ones is called tame.

Now let us consider the automorphism group $\text{Aut}_k k[X]$ in more detail. If $n = 1$ then $\text{Aut}_k k[X]$ consists of just the invertible linear polynomial morphisms. If $n = 2$ then every element of $\text{Aut}_k k[X]$ is tame. This result is due to Jung [7] and van der Kulk [8]. An elegant proof of this result was given by Rentschler in [12] using locally nilpotent derivations. He shows that every locally nilpotent derivation $D$ of $k[X_1, X_2]$ is conjugate, by a tame automorphism, to a derivation of the form $f(X_2)\partial_{X_1}$, where $f(X_2) \in k[X_2]$, i.e., there exists a tame polynomial automorphism $\phi$ such that $\phi^{-1}D\phi = f(X_2)\partial_{X_1}$ (see also §4). From this result the Jung-van der Kulk theorem follows readily: namely, let $F$ be a polynomial automorphism of $k[X]$. Let
$F_i = F(X_i)$. So $k[X] = k[F_1, F_2]$ and $d/dF_1$ is locally nilpotent. So there exists a tame automorphism $\varphi$ and a polynomial $f(X_2) \in k[X_2]$ such that $\varphi^{-1} \circ \frac{d}{dF_1} \circ \varphi = f(X_2) \partial_{X_1}$. Computing their kernels gives $k[\varphi^{-1}(F_2)] = k[X_2]$, whence $F_2 = \lambda_1 \varphi(X_2) + \mu_1$ for some $\lambda_1 \in k^*$ and $\mu_1 \in k$. Furthermore, observe that $\varphi^{-1} \circ \frac{d}{dF_1} \circ \varphi(\varphi^{-1}(F_1)) = 1$, whence $f(X_2) \partial_{X_1}(\varphi^{-1}(F_1)) = 1$. So we get $\partial_{X_1}(\varphi^{-1}(F_1)) \in k^*$, implying $\varphi^{-1}(F_1) = \lambda_2 X_1 + \mu_2(X_2)$ with $\lambda_2 \in k^*$ and $\mu_2(X_2) \in k[X_2]$, i.e., $F_1 = \lambda_2 \varphi(X_1) + \mu_2(\varphi(X_2))$. From this formula and the formula $F_2 = \lambda_1 \varphi(X_2) + \mu_1$ above, one easily deduces that $F$ is tame.

If $n \geq 3$ then it seems likely that nontame automorphisms exist. For example, the following polynomial automorphism $\sigma$ of $k[X, Y, Z]$, constructed by Nagata, is a candidate for a nontame automorphism:

$$
\begin{align*}
\sigma(X) &= X - 2(XZ + Y^2)Y - (XZ + Y^2)^2 Z, \\
\sigma(Y) &= Y + (XZ + Y^2)Z, \\
\sigma(Z) &= Z.
\end{align*}
$$

In [1] Bass showed that $\sigma$ can be obtained using a locally nilpotent derivation of $k[X, Y, Z]$. His construction is easily generalized to $n$ variables (see also [13]) as follows.

Let $D$ be a locally nilpotent derivation of $k[X]$. Then we get a well-defined polynomial map of $k[X]$, denoted $\exp(D)$, by the formula

$$
\exp(D)(f) = \sum_{k=0}^{\infty} \frac{1}{k!} D^k(f), \quad \text{for all } f \in k[X]
$$

(the sum is finite since $D$ is locally nilpotent and the property $\exp(D)(fg) = \exp(D)(f) \exp(D)(g)$ follows from Leibniz' rule). Since $\exp(D) \exp(-D) = \text{Id}$, it follows that $\exp(D)$ is a polynomial automorphism of $k[X]$.

To obtain Nagata's example, take $D = -2Y \partial_X + Z \partial_Y$ and $a = XZ + Y^2$. Then $a \in k[X, Y, Z]^D$ and $D$ is locally nilpotent. It follows that $aD$ is locally nilpotent, and one easily verifies that $\sigma = \exp(aD)$. Also all elementary polynomial automorphisms of $k[X]$ can be obtained in a similar way; let $F$ be the elementary automorphism given by

$$
F(X_i) = X_i \text{ if } i \neq p \quad \text{and} \quad F(X_p) = a(X_{p+1}, \ldots, X_n) \text{ for some } 1 \leq p \leq n - 1.
$$

Then $F = \exp(a \partial_{X_p})$, as one readily verifies. Observe that $a \in k[X]^D_{\partial_X}$.

Both derivations $D = -2Y \partial_X + Z \partial_Y$ and $a(X_{p+1}, \ldots, X_n) \partial_{X_p}$ are examples of so-called triangular derivations; a derivation $D$ of $k[X]$ is called triangular if $DX_i \in k[X_{i+1}, \ldots, X_n]$ for all $1 \leq i \leq n - 1$ and $DX_n = 0$. A triangular derivation is locally nilpotent. This can be seen as follows: since $DX_n = 0$, $D$ is locally nilpotent on $k[X_n]$ (Lemma 1.1). Since $DX_{n-1} \in k[X_n]$, it follows that $D^p X_{n-1} = 0$ for some $p \in \mathbb{N}$. So $D$ is locally nilpotent on $k[X_n, X_{n-1}]$ (Lemma 1.1). Continuing in this way, we obtain that $D$ is locally nilpotent on $k[X]$. These observations lead us to

**Definition 3.2.** A polynomial automorphism $F$ of $k[X]$ is called *semi-tame* if it is a finite product of invertible linear polynomial automorphisms and polynomial automorphisms of the form $\exp(aD)$ where $a \in k[X]^D$ and $D$ is a triangular derivation of $k[X]$.
Problem. Is every polynomial automorphism semi-tame?

As observed before it is not known if the Nagata example is tame. However it was shown by M. Smith that it is stably tame; a polynomial $F$ of $k[X]$ is called stably tame if for some choice of coordinates $X_{n+1}, \ldots, X_m$ the extension of $F$ to $k[X_1, \ldots, X_m]$, which fixes $X_{n+1}, \ldots, X_m$, is tame.

Theorem 3.3 [13]. A semi-tame polynomial automorphism is stably tame. More precisely, let $D$ be a triangular derivation of $k[X]$. Extend $D$ to $k[X][t]$ by setting $Dt = 0$. If $a \in k[X]^D$ then

$$
\exp(aD) = \tau^{-1} \exp(-tD) \tau \exp(tD)
$$

where $\tau \in \text{Aut}_k k[X][t]$ is defined by $\tau X_i = X_i$ for all $i$ and $\tau t = t + a$.

3.4. Locally nilpotent derivations and the Jacobian conjecture. Let $F$ be a polynomial morphism of $k[X]$, $F_i = F(X_i)$. Let $JF = (\partial F_j/\partial X_i)$ be the Jacobian matrix of $F$. It is not difficult to verify that if $F$ is a polynomial automorphism then $\det JF \in k^*$. Conversely, we have the

Jacobian Conjecture. If $\det JF \in k^*$ then $F$ is a polynomial automorphism.

We conclude this section with a (well-known) equivalent formulation of this conjecture in terms of locally nilpotent derivations (see Corollary 3.7). Therefore, first observe that if $F$ is a polynomial automorphism, then each $d/dF_i$ is a locally nilpotent derivation of $k[X]$. Conversely, suppose $F$ is a polynomial morphism with $\det JF \in k^*$. Then we define derivations $d_1, \ldots, d_n$ of $k[X]$ by the formula (see [11])

$$
\begin{pmatrix}
d_1 \\
\vdots \\
d_n
\end{pmatrix}
= ((JF)^{-1})^T
\begin{pmatrix}
\partial/\partial X_1 \\
\vdots \\
\partial/\partial X_n
\end{pmatrix}.
$$

Observe that $d_i(F_j) = \delta_{ij}$, for all $1 \leq i, j \leq n$.

Lemma 3.6. If each $d_i$ is locally nilpotent on $k[X]$ then $k[X] = k[F]$.

Proof. We may assume $F_i(0) = 0$ for all $i$, and hence $k[[X]] = k[[F]]$ by the local (formal) inverse function theorem. The derivations $d_i$ can be extended uniquely to the formal power series ring $k[[X]]$. Let $g \in k[X]$ and $1 \leq i \leq n$. Then $d_i^p g = 0$ for some $p \in \mathbb{N}$. Viewing $g$ as a formal power series in $k[[X]]$, it follows that $g$ is a polynomial in $F_i$ with degree $\leq p - 1$. This holds for all $i$. So $g \in k[F]$, implying $k[X] = k[F]$. $\Box$

Since $d_i = d/dF_i$ in case $F$ is a polynomial automorphism of $k[X]$ (both derivations agree on $k[F] = k[X]$!), we obtain

Corollary 3.7. Let $F$ be a polynomial morphism with $\det JF \in k^*$. Then $F$ is a polynomial automorphism if and only if all $d_i$ are locally nilpotent. Consequently the Jacobian Conjecture is equivalent with: $\det JF \in k^*$ implies all $d_i$ are locally nilpotent.

Remark 3.8. It is shown in [11] that $d_1, \ldots, d_n$ are locally nilpotent on $k[X]$ if and only if they are locally finite on $k[X]$. In fact using results from the theory of $\mathcal{D}$-modules as described in [6], it can be shown that this last condition is even equivalent with the following condition: for each $1 \leq i \leq n$ and each prime
ideal $p$ of height one in $k[F]$, any element $g \in k[X]$ satisfies an equation of the form $d^r_i g + a_{r-1} d^{r-1}_i g + \cdots + a_0 g = 0$ for some $r \in \mathbb{N}$ and $a_j \in k[F]_p$.

4. An algorithm to decide if a derivation on $k[X, Y]$ is locally finite

In this section we consider the polynomial ring $R = k[X, Y]$. To each $\varphi = (a, b) \in \mathbb{Z}^2$ we define a $\mathbb{Z}$-gradation on $R$, also called the $\varphi$-gradation by putting $R_n = \bigoplus_{a_i + b_j = n} k X^i Y^j$. So all points $(i, j)$ on the line $ax + by = n$ are homogeneous of degree $n$. Let $D$ be a $k$-derivation of $R$. Then we can write $D = \sum_{\sigma, \tau \in \mathbb{Z}} D_{\sigma}, \tau$ (finite sum) where $D_{\sigma}, \tau$ is a derivation satisfying $D_{\sigma}, i k X^i Y^j \subset k X^{i+\sigma} Y^{j+\tau}$ for all $i, j$. Furthermore, corresponding to the $\varphi$-gradation on $R$, we put $D_\rho = \sum_{a\sigma + b\tau = \rho} D_{\sigma}, \tau$. Then we have $D = \sum_{\rho \in \mathbb{Z}} D_\rho$ (finite sum) and $D_\rho R_n \subset R_{n+\rho}$ for all $n, \rho \in \mathbb{Z}$. If $\rho$ is maximal with $D_\rho \neq 0$ then $\rho$ is called the $\varphi$-degree of $D$. In case $\varphi = (1, 1) \rho$ is called the degree of $D$, denoted $\text{deg} D$. Put

$$\text{supp} D = \{(\sigma, \tau) \mid D_{\sigma}, \tau \neq 0\}.$$ 

So $\sigma, \tau \geq -1$ for all $(\sigma, \tau) \in \text{supp} D$, and, for example, $(\sigma, -1) \in \text{supp} D$ means that the term $X^\sigma \partial_Y$ appears in $D$ with nonzero coefficient.

**Proposition 4.1** [12]. If $D = aX + bY$ is locally nilpotent with $a, b \in R$ and $ab \neq 0$, then $\text{supp} D$ contains points of the form $(\sigma, -1)$ and $(-1, \tau)$, with $\sigma, \tau \geq 0$.

**Corollary 4.2.** If $D$ is locally finite of degree $\rho_0 \geq 1$, then the line $x + y = \rho_0$ contains a point of $\text{supp} D$ of the form $(\sigma, -1)$ or of the form $(-1, \tau)$.

**Proof.** By principle II $D_{\rho_0}$ is locally nilpotent. If $ab \neq 0$ then apply Proposition 4.1. If $a = 0$ then by 1.4 we get $D_{\rho_0} = b(X) \partial_Y$, in which case the result easily follows. The case $b = 0$ is treated similarly.

In case $\text{supp} D$ contains a point of the form $(\sigma, -1)$ and a point $(-1, \tau)$ we define

$$\sigma_0(D) = \max \{\sigma \mid (\sigma, -1) \in \text{supp} D\}, \quad \tau_0(D) = \max \{\tau \mid (-1, \tau) \in \text{supp} D\}.$$ 

**Proposition 4.3.** Let $D$ be locally finite of degree $\rho_0 \geq 1$, and suppose $(\sigma_0, -1) \in \text{supp} D \cap \{x + y = \rho_0\}$ (so $\sigma_0 \geq 2$). Then either

(I) $\text{supp} D$ contains no point of the form $(-1, \tau)$ so $D = \lambda X \partial_X + \beta Y \partial_Y + f(X) \partial_Y$ with $\lambda, \beta \in k$ and $\deg f(X) = \sigma_0$; or

(II) $\text{supp} D$ contains a point of the form $(-1, \tau)$ and $\tau_0(D) = 0$ so $D = \lambda X \partial_X + \alpha X \partial_X + \beta Y \partial_Y + f(X) \partial_Y$ with $\lambda \in k^*$, $\alpha, \beta \in k$ and $\deg f(X) = \sigma_0$; or

(III) $\text{supp} D$ contains a point of the form $(-1, \tau)$ and $\tau_0(D) > 0$ so $\text{supp} D \subset \text{Tr} D := \text{the triangle with vertices } (\sigma_0(D), -1), (-1, -1), (-1, \tau_0(D))$.

**Proof.** (i) Let $m$ be the line $x + y = \rho_0$. Suppose we are in case (I). Turn the line $m$ counterclockwise around $(\sigma_0, -1)$ until you meet a point of $\text{supp} D$ $(\neq (\sigma_0, -1))$. If you do not meet any point of $\text{supp} D$, $\text{supp} D = \{ (\sigma_0, -1) \}$, implying that $D = \lambda X^{\sigma_0} \partial_Y$ for some $\lambda \in k^*$. If you only meet points of $\text{supp} D$ of the form $(\sigma', -1)$, then $\sigma' < \sigma_0$ and $D = f(X) \partial_Y$ with $\deg f(X) = \sigma_0$. So we may assume that we meet a point $(\sigma', \tau') \in \text{supp} D$ with $\tau' \geq 0$. By the
hypothesis we know \( \sigma' \neq -1 \), so \( \sigma' \geq 0 \). There remain two cases. Case 1. \((0, 0)\) is the only point of \( \text{supp} D \) you meet with \((\sigma', \tau') \geq 0 \). Then \( \text{supp} D \) is contained in the triangle with vertices \((0, 0), (0, -1), (\sigma_0, -1)\) and \( D \) is as described in (I). Case 2. Suppose now that \( \sigma', \tau' \geq 0 \) with not both elements zero. By definition of \((\sigma', \tau')\) all points of \( \text{supp} D \) are below or on the line through \((\sigma_0, -1)\) and \((\sigma', \tau')\). Then by Lemma 4.5 this line contains a point of \( \text{supp} D \) of the form \((1, \tau)\), a contradiction with the hypothesis, which proves case (I).

(ii) Now assume that \( \text{supp} D \) also contains a point of the form \((-1, \tau)\). Let \( \tau_0 = \tau_0(D) \) and observe that \( \sigma_0 = \sigma_0(D) \). Let \( l \) be the line through \((\sigma_0, -1)\) and \((-1, \tau_0)\), i.e., \( l: (\tau_0 + 1)x + (\sigma_0 + 1)y = \tau_0 \sigma_0 - 1 \). We will show

\[
(4.4) \quad \text{If } (\sigma', \tau') \in \text{supp} D \text{ lays above } l \text{ then } (\sigma', \tau') = (0, 0).
\]

Let us assume (4.4) and show how we can finish the proof: therefore observe that if \((0, 0)\) lays above \( l \), then \((\tau_0 + 1)0 + (\sigma_0 + 1)0 > \tau_0 \sigma_0 - 1 \). Since \( \sigma_0 \geq 2 \), this implies that \( \tau_0 = 0 \). So in case (III) there are no points of \( \text{supp} D \) laying above \( l \) by (4.4), i.e., \( \text{supp} D \subset \text{Tr} D \). Finally if \( \tau_0 = 0 \) the only possible point of \( \text{supp} D \) laying above \( l \) is \((0, 0)\) by (4.4), whence \( \text{supp} D \subset \text{Tr} D \cup \{(0, 0)\} \), which implies the statement of case (II) since \( \text{Tr} D \) is the triangle with vertices \((\sigma_0, -1), (-1, -1), (-1, 0)\) \((\tau_0 = 0)\).

Finally we prove (4.4): let \((\sigma', \tau') \in \text{supp} D \) lay above \( l \). Then \( \sigma' \geq 0 \) (because of the choice of \( \tau_0 \)). Similarly \( \tau' \geq 0 \). Suppose now that \((\sigma', \tau') \neq (0, 0)\). Then turn the line through \((\sigma', \tau')\) and \((\sigma_0, -1)\) clockwise around the point \((\sigma_0, -1)\) in the direction of the line \( m \) \((x + y = p_0 = \sigma_0 - 1)\) and stop when this line meets for the last time a point of \( \text{supp} D \) of \((\sigma', \tau')\) with \( \sigma'' \tau'' > 0 \) and not both zero. Then by Lemma 4.5 the line \( q \) contains a point of the form \((-1, \tau)\) of \( \text{supp} D \). By construction the line \( q \) lays above \( l \), whence \( \tau > \tau_0 \) a contradiction with the choice of \( \tau_0 \). This concludes the proof of (4.4) and hence of Proposition 4.3. \( \Box \)

**Lemma 4.5.** Let \( l \) be the line \( \alpha x + \beta x = p \) with \( \alpha, \beta > 0, \alpha, \beta \in \mathbb{N}, \) and \( p \in \mathbb{R} \). Let \( D \) be a locally finite derivation on \( R \). Suppose that all points of \( \text{supp} D \) are under or on the line \( l \) and that \( l \) contains a point \((\sigma_0, -1)\) of \( \text{supp} D \) with \( \sigma_0 \geq 2 \) and a point \((\sigma', \tau')\) of \( \text{supp} D \) with \( \sigma' \geq 0 \) and not both zero. Then \( l \) contains a point of \( \text{supp} D \) of the form \((-1, \tau)\).

**Proof.** Since \((\sigma', \tau') \in l \) we have \( p > 0 \). Now consider on \( R \) the \((\alpha, \beta)\)-graduation. Since all points of \( \text{supp} D \) are under or on the line \( l \), \( D_\rho \) (= the principal part of \( D \) with respect to the \((\alpha, \beta)\)-graduation) is locally nilpotent by Principle II. Since \((\sigma_0, -1) \in l \), \( D_\rho \) contains a term of the form \( \lambda X^{\sigma_0} \partial_Y \) with \( \lambda \in k^* \). However \( D_\rho \) is not of the form \( b(X, Y) \partial_Y \) (for otherwise \( D_\rho = b(X) \partial_Y \) by 1.4 and hence the only points of \( \text{supp} D_\rho \) are of the form \((\sigma, -1)\). However \((\sigma', \tau') \in l \cap \text{supp} D = \text{supp} D_\rho \) and \( \tau' \geq 0 \), a contradiction). So \( D_\rho = a \partial_X + b \partial_Y \) with \( ab \neq 0 \). Now apply Proposition 4.1. \( \Box \)

**Corollary 4.6.** If \( D \) is locally finite, then there exists an automorphism \( \gamma \) of \( R \) such that \( \gamma D \gamma^{-1} \) is of the form \( \lambda \partial_X + \alpha X \partial_Y + \beta Y \partial_Y + f(X) \partial_Y \) with \( \lambda, \alpha, \beta \in k \) and \( f(X) \in k[X] \), or \( \deg D \leq 0 \).
Proof. Suppose \( \rho_0 = \deg D \geq 1 \). By Corollary 4.2 and if necessary a coordinate change sending \( X \) to \( Y \) and \( Y \) to \( X \), we may assume that we are in the situation of Proposition 4.3. We only need to consider case (III). So all points of \( \text{supp} D \) are on or below the line \( l: (\tau_0 + 1)x + (\sigma_0 + 1)y = \sigma_0 \tau_0 - 1 \) \((\tau_0 := \tau_0(D))\). Put \( \rho_0 := \sigma_0 \tau_0 - 1 \) and \( \varphi = (\tau_0 + 1, \sigma_0 + 1) \), and consider the \( \varphi \)-gradation on \( R \). Then by Principle II, \( D_{\rho_0} \) is locally nilpotent. So by [12, 5*] we get \( D_{\rho_0} = gD_1 \) with \( D_1 g = 0 \) and the ideal \( (D_1 R) \) equals \( R \). Since \( D_{\rho_0} \) is \( \varphi \)-homogeneous, so are \( g \) and \( D_1 \). Since \( (D_1 R) = R \), \( D_1 \) contains either a term of the form \( \lambda \partial_X \), \( \lambda \in k^* \), or a term \( \mu \partial_Y \), \( \mu \in k^* \). Let us assume we have the first case. Then \( D_1 = \lambda \partial_X + \mu X' \partial_Y \) since \((\sigma_0, -1) \in \text{supp} D \) and \( D_1 \) is \( \varphi \)-homogeneous. Consequently \( g \in k[Y - \mu X^{r+1}/(r + 1) \lambda] \) (since \( D_1 g = 0 \)). From \( \varphi \)-homogeneous it follows that \( g = \nu(Y - \mu X^{r+1}/(r + 1) \lambda)^p \) for some \( \nu \in k^* \) and \( p \in \mathbb{N} \). So \( D_{\rho_0} = \nu(Y - \mu X^{r+1}/(r + 1) \lambda)^p(\lambda \partial_X + \mu X' \partial_Y) \). Finally let \( \gamma \) be the polynomial automorphism defined by

\[
\gamma(X) = X, \quad \gamma(Y) = Y + \mu X^{r+1}/(r + 1) \lambda.
\]

Then \( \gamma D_{\rho_0} \gamma^{-1} = \nu \lambda Y \rho \partial_X \). Since \( \gamma \) respects the \( \varphi \)-gradation on \( R \), it follows that \( \gamma D \gamma^{-1} = \sum_{\rho \leq \rho_0} \gamma D_{\rho} \gamma^{-1} \) is the \( \varphi \)-decomposition of \( \gamma D \gamma^{-1} \). If \( \deg \gamma D \gamma^{-1} \leq 0 \) then we are done. If not then we may assume (as indicated above) that we are in the situation of Proposition 4.3(III). However \( \sigma_0(\gamma D \gamma^{-1}) < \sigma_0(D) \) since \( \gamma D_{\rho_0} \gamma^{-1} = \nu Y \rho \partial_X \) and the \( \varphi \)-decomposition of \( \gamma D \gamma^{-1} \) given above. So by induction on \( \sigma_0(D) + \tau_0(D) \), we can finish the proof. \( \Box \)

Corollary 4.7. If \( D \) is locally finite, then there exists an automorphism \( \varphi \) of \( R \) such that \( \varphi D \varphi^{-1} \) is one of the following forms:

(i) \( D = (\alpha X + \alpha' Y) \partial_X + (\beta X + \beta' Y) \partial_Y \), \( \alpha, \alpha', \beta, \beta' \in k \);
(ii) \( D = \partial_X + \beta Y \partial_Y \);
(iii) \( D = \alpha \partial_X + (\alpha m Y + X^m) \partial_Y \), \( m = 1, 2, \ldots \);
(iv) \( D = f(X) \partial_Y \).

Proof. The case \( \deg D \leq 0 \) is readily reduced to cases (i) and (ii). So by Corollary 4.6 we may assume that \( D \) is of the form \( \lambda \partial_X + \alpha X \partial_X + \beta Y \partial_Y + f(X) \partial_Y \).

Step 1. \( \alpha \neq 0 \). Let \( \gamma(X) = X - \lambda/\alpha \), \( \gamma(Y) = Y \). Then \( D' := \gamma D \gamma^{-1} = \alpha X \partial_X + \beta Y \partial_Y + g(X) \partial_Y \) (where \( g(X) = f(X - \lambda/\alpha) \)). If \( g = 0 \) we are in case (i). So let \( g \neq 0 \). Let \( \gamma(X) = X \), \( \gamma(Y) = Y + \sum_{m \neq -1} \beta m \partial_X - (\beta - m \alpha)^{-1} g_m X^m \), where \( g = \sum g_m X^m \). Then \( D' := \gamma D \gamma^{-1} = \alpha X \partial_X + (\alpha m Y + g_m X^m) \partial_Y \). If \( g_m = 0 \) we are in case (i). If \( g_m \neq 0 \) let \( \gamma(X) = X \), \( \gamma(Y) = g_m Y \). Then \( \gamma^{-1} D' \gamma = \alpha X \partial_X + (\alpha m Y + X^m) \partial_Y \). If \( m = 0 \) change \( X \) and \( Y \) and we are in case (ii). If \( m > 0 \) we are in case (iii).

Step 2. \( \alpha = 0 \). First assume \( \lambda = 0 \). If \( \beta = 0 \) we are in case (iv). If \( \beta \neq 0 \), let \( \gamma(X) = X \), \( \gamma(Y) = Y - \beta^{-1} f(X) \). Then \( \gamma D \gamma^{-1} = \beta Y \partial_Y \), so we are in case (i). Assume \( \lambda \neq 0 \). Let \( (d/dX) F(X) = f(X) \). If \( \beta = 0 \), let \( \gamma(X) = X \), \( \gamma(Y) = Y + \lambda^{-1} F(X) \). Then \( D' := \gamma D \gamma^{-1} = \lambda \partial_X \). Let \( \gamma(X) = \lambda X \), \( \gamma(Y) = Y \). Then \( \gamma D \gamma^{-1} = \partial_X \), so we are in case (ii). Finally assume \( \beta \neq 0 \). Let \( \gamma(X) = X \), \( \gamma(Y) = Y - \beta^{-1} f(X) \). Then \( \gamma D \gamma^{-1} = \lambda \partial_X + (\beta Y + \beta^{-1} f'(X)) \partial_Y \). Since \( \gamma D \gamma^{-1} \) is of the same form as \( D \), however, \( \deg \beta^{-1} f'(X) < \deg f(X) \). So by induction on \( \deg f \), we finally arrive at the form of case (ii), which completes the proof. \( \Box \)
Corollary 4.8. If $k = \mathbb{R}$ we obtain the six normal forms described by the classification theorem of Bass and Meisters [2].

**Proof.** One only needs to consider case (i) of Corollary 4.7 and use the Jordan form of a linear map. The details are left to the reader. □

5. A SOLUTION TO THE RECOGNITION PROBLEM IN DIMENSION TWO AND AN ALGORITHM TO SOLVE TWO-DIMENSIONAL AUTONOMOUS SYSTEMS HAVING A POLYNOMIAL FLOW

**Recognition Problem** [10, Question 9]. Given a polynomial vector field $V$ on $\mathbb{R}^n$, how can we decide whether or not its flow $\varphi(t, x)$ is a polynomial flow?

**Solution in dimension two.** By Theorem 2.2 it suffices to give an algorithm to decide if $D_V$ is locally finite. From Corollary 4.2, Proposition 4.3, and Corollary 4.6, we obtain

5.1. **Algorithm to decide if a derivation on $k[X, Y]$ is locally finite.** Step 1. If $\deg D \leq 0$, $D$ is locally finite.

Step 2. Put $W_1 = \text{supp} D \cap \{\sigma = -1\}$, $W_2 = \text{supp} D \cap \{\tau = -1\}$, $W = W_1 \cup W_2$. If $W = \emptyset$, $D$ is not locally finite. If $W_1 \neq \emptyset$ and $W_2 \neq \emptyset$, compute $\sigma_0(D)$ and $\tau_0(D)$. Changing $X$ and $Y$ if necessary, we may assume $\sigma_0 \geq \tau_0$.

If $\tau_0 = 0$, check if $D$ is of the form $D = \lambda \partial_X + \alpha X \partial_Y + \beta Y \partial_Y + f(X) \partial_Y$. If yes, $D$ is locally finite; if not, $D$ is not locally finite. If $\tau_0 > 0$, check if $\text{supp} D \subset \text{Tr} D$. If not, $D$ is not locally finite. If yes, compute $\rho_0 = \sigma_0 \tau_0 - 1$ and $D_{\rho_0}(\sum_{(\sigma, \tau) \in I} D_{\sigma, \tau})$ where $I$ is the line $(\tau_0 + 1)x + (\sigma_0 + 1)y = \rho_0$.

Write $D_{\rho_0} = a \partial_X + b \partial_Y$ and compute $g = \gcd(a, b)$ and write $D_{\rho_0} = g D_1$. Then, replacing $X$ by $Y$ if necessary we find that $D_1 = \lambda \partial_X + \mu X \partial_Y$ with $\lambda \in k^*$. Then replace $D$ by $\gamma D \gamma^{-1}$ where $\gamma(X) = X$ and $\gamma(Y) = Y + \mu X^{\nu+1}/(\nu+1)\lambda$ and return to Step 1.

Step 3. If $W_2 \neq \emptyset$ and $W_1 = \emptyset$ compute $\sigma_0(D)$ and check if $\text{supp} D \subset \text{Tr}(0, 0), (-1, -1), (\sigma_0, -1))$. If yes, $D$ is locally finite; if not, $D$ is not locally finite.

Step 4. If $W_1 \neq \emptyset$ and $W_2 = \emptyset$ change $X$ and $Y$ and return to Step 3.

**Corollary 5.2.** Let $\dot{y} = V(y)$, $y(0) = x \in \mathbb{R}^2$ be an autonomous system having a polynomial flow. Then its flow can be computed by the algorithms given in 5.1 and Corollary 4.7.

Namely, let $D_V$ be the derivation on $\mathbb{R}[X, Y]$ corresponding to the vector field $V$. By Theorem 2.2 $D_V$ is locally finite. So by 5.1 and Corollary 4.7 we can construct an automorphism $\gamma$ of $\mathbb{R}[X, Y]$ such that $\gamma D_V \gamma^{-1}$ is one of the forms described in Corollary 4.7. In each of these cases the flow $\varphi(t, x)$ of $\gamma^{-1} D_V \gamma$ can be computed explicitly (see [2]). Then the flow $\psi(t, x)$ of the original system is given by the formula $\psi(t, x) = \gamma^{-1}(\varphi(t, \gamma(x)))$.
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