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Measurement of top quark pair differential cross sections in the dilepton channel in \( pp \) collisions at \( \sqrt{s} = 7 \) and \( 8 \) TeV with ATLAS
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Measurements of normalized differential cross sections of top quark pair (\( t\bar{t} \)) production are presented as a function of the mass, the transverse momentum and the rapidity of the \( t\bar{t} \) system in proton-proton collisions at center-of-mass energies of \( \sqrt{s} = 7 \) and \( 8 \) TeV. The data set corresponds to an integrated luminosity of 4.6 fb\(^{-1} \) at 7 TeV and 20.2 fb\(^{-1} \) at 8 TeV, recorded with the ATLAS detector at the Large Hadron Collider. Events with top quark pair signatures are selected in the dilepton final state, requiring exactly two charged leptons and at least two jets with at least one of the jets identified as likely to contain a \( b \) hadron. The measured distributions are corrected for detector effects and selection efficiency to cross sections at the parton level. The differential cross sections are compared with different Monte Carlo generators and theoretical calculations of \( t\bar{t} \) production. The results are consistent with the majority of predictions in a wide kinematic range.
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I. INTRODUCTION

The top quark is the most massive elementary particle in the Standard Model (SM). Its mass is close to the scale of electroweak symmetry breaking, implying a unique sensitivity to interactions beyond the SM. The production of top quarks at the Large Hadron Collider (LHC) is dominated by pair production of top and antitop quarks (\( t\bar{t} \)) via the strong interaction. Possible new phenomena beyond the SM can modify the kinematic properties of the \( t\bar{t} \) system. Thus measurements of these distributions provide a means of testing the SM prediction at the TeV scale. In addition, more accurate and detailed knowledge of top quark pair production is an essential component of the wide-ranging LHC physics program, since \( t\bar{t} \) events are the dominant background to many searches for new physics as well as Higgs boson measurements.

The large \( t\bar{t} \) production cross section at the LHC leads to a large number of \( t\bar{t} \) pairs, allowing precise inclusive and differential measurements in a wide kinematic range. The inclusive \( t\bar{t} \) production cross section (\( \sigma_{t\bar{t}} \)) has been measured in proton-proton (\( pp \)) collisions at \( \sqrt{s} = 7, 8 \) and 13 TeV by the ATLAS and CMS experiments [1–6], with a best reported precision of 3.6% (3.7%) at 7 (8) TeV [4]. Measurements of the \( t\bar{t} \) differential cross section as a function of the kinematic properties of the top quark or the \( t\bar{t} \) pair have also been performed by ATLAS [7–11] and CMS [12–15].

This paper presents measurements of the normalized differential \( t\bar{t} \) cross sections as a function of the invariant mass (\( m_{t\bar{t}} \)), the transverse momentum (\( p_{T,t\bar{t}} \)), and the rapidity (\( y_{t\bar{t}} \)) of the \( t\bar{t} \) system in \( pp \) collisions at \( \sqrt{s} = 7 \) and 8 TeV recorded by the ATLAS detector [16]. The dilepton \( t\bar{t} \) decay mode used in this measurement yields a clean signal and thus provides an accurate test for the modeling of \( t\bar{t} \) production. This paper complements other ATLAS measurements that use the lepton + jets (\( \ell + \text{jets} \)) \( t\bar{t} \) decay mode [7–11].

A top quark pair is assumed to decay into two \( W \) bosons and two \( b \) quarks with a branching ratio of 100%. The dilepton decay mode of \( t\bar{t} \) used in this analysis refers to the mode where both \( W \) bosons decay into a charged lepton (electron or muon) and a neutrino. Events in which the \( W \) boson decays into an electron or a muon through a \( \tau \) lepton decay are also included.

Dileptonic \( t\bar{t} \) events are selected by requiring two leptons (electron or muon) and at least two jets, where at least one of the jets is identified as containing a \( b \) hadron. The specific decay modes refer to the \( ee, \mu\mu, \) and \( e\mu \) channels. In the 8 TeV measurement, one lepton must be an electron and the other must be a muon (the \( e\mu \) channel). This channel provides a data sample large enough for the measurement to be limited by systematic uncertainties at 8 TeV. In the 7 TeV analysis, where the integrated luminosity is smaller, events containing same-flavor electron or muon pairs (the \( ee \) and \( \mu\mu \) channels) are also selected in order to maximize the size of the available data set.
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II. ATLAS DETECTOR

The ATLAS detector\(^1\) is a general-purpose, cylindrically symmetric detector with a barrel and two end cap components. The inner detector (ID) is closest to the interaction point and provides precise reconstruction of charged-particle tracks. It is a combination of high-resolution silicon pixel and strip detectors and a straw-tube tracking detector. The ID covers a range of \(|\eta| < 2.5\) and is surrounded by a superconducting solenoid that produces a 2 T axial field within the ID. Surrounding the ID are electromagnetic and hadronic sampling calorimeters. The liquid argon (LAr) hadronic calorimeters use steel/scintillator tiles in \(|\eta| < 1.7\) and LAr technology for \(1.5 < |\eta| < 4.9\). The muon spectrometer is the outermost subdetector and is composed of three layers of chambers. It is designed for precision measurement and detection of muons exploiting the track curvature in the toroidal magnetic field. The trigger system involves a combination of hardware- and software-based triggers at three levels to reduce the raw trigger rate of 20 MHz to 400 Hz.

III. DATA AND SIMULATION SAMPLES

The data sets used in this analysis were collected from LHC pp collisions at \(\sqrt{s} = 7\) and 8 TeV in 2011 and 2012. The total integrated luminosities are 4.6 fb\(^{-1}\) with an uncertainty of 1.8\% at \(\sqrt{s} = 7\) TeV and 20.2 fb\(^{-1}\) with an uncertainty of 1.9\% at \(\sqrt{s} = 8\) TeV. The luminosity was measured using techniques described in Refs. [17,18]. The average number of pp interactions per bunch crossing (pileup) is about 9 for the 7 TeV data set and increases to about 21 for the 8 TeV data set. The data sample was collected using single-lepton triggers. The \(\sqrt{s} = 7\) TeV data set uses a single-muon trigger requiring at least one muon with transverse momentum \(p_T\) above 18 GeV and a single-electron trigger requiring at least one electron with a \(p_T\) threshold of either 20 or 22 GeV, with the \(p_T\) threshold being increased during data taking to cope with increased luminosity. In the \(\sqrt{s} = 8\) TeV data set, the logical OR of two triggers is used in order to increase the efficiency for isolated leptons at low transverse momentum, for each lepton type. For electrons the two \(p_T\) thresholds are 24 and 60 GeV, and for muons the thresholds are 24 and 36 GeV, where only the lower-\(p_T\) triggers impose lepton isolation requirements.

Samples of Monte Carlo (MC) simulated events are used to characterize the detector response and efficiency for reconstructing \(\ell\ell\) events, to estimate systematic uncertainties, and to predict the background contributions from various physics processes. The samples were processed through the GEANT\(^4\) [19] simulation of the ATLAS detector [20] and the ATLAS reconstruction software. For the evaluation of some systematic uncertainties, generated samples are passed through a fast simulation using a parameterization of the performance of the ATLAS electromagnetic and hadronic calorimeters [21]. The simulated events include pileup interactions to emulate the multiple pp interactions in each event present in the data.

The nominal signal \(\ell\ell\) sample, POWHEG+PYTHIA, is generated using the POWHEG (POWHEG-hvq patch4, revision 2330, version 3.0) [22–25] generator, which is based on next-to-leading-order (NLO) QCD matrix element calculations. The CT10 [26] parton distribution functions (PDFs) are employed and the top quark mass \((m_t)\) is set to 172.5 GeV. The \(h_{\text{damp}}\) parameter in POWHEG, which controls the \(p_T\) of the first additional emission beyond the Born configuration, is set to infinity for the 7 TeV sample and set to \(m_t\) for the 8 TeV sample. The main effect of this parameter is to regulate the high-\(p_T\) emission against which the top quark pair system recoils. In studies [27,28] using data from \(\sqrt{s} = 7\) TeV ATLAS \(\ell\ell\) differential cross-section measurements in the \(\ell + \text{jets}\) channel [8], \(h_{\text{damp}} = m_t\) was shown to give a better description of data than \(h_{\text{damp}} = \infty\), especially in the \(p_T\ell\) spectrum [27,28]. Thus, the POWHEG \(h_{\text{damp}} = m_t\) sample was generated at 8 TeV as the nominal sample. At 7 TeV, while only the POWHEG \(h_{\text{damp}} = \infty\) full MC sample is available, the generated parton-level distributions with \(h_{\text{damp}} = m_t\) can be accessed and are used for comparison to the results. Parton showering and hadronization are simulated with PYTHIA [29] (version 6.427) using the Perugia 2011C (P2011C) set of tuned parameters (tune) [30] and the corresponding leading-order (LO) CTEQ6L1 PDF set [31].

The effect of the choice of generators and parton showering models are studied with predictions from MC@@NLO [32,33] (version 4.01) interfaced to HERWIG [34] (version 6.520) for parton showering and hadronization and to JIMMY [35] (version 4.31) for modeling multiple parton scattering in the underlying event using the ATLAS AUET2 tune [36] and the CT10 PDFs and predictions from POWHEG interfaced to HERWIG. The uncertainties in the modeling of extra QCD radiation in \(\ell\ell\) events are estimated with samples generated using ALPGEN (version 2.14) [37] with CTEQ5L [38] PDFs interfaced to PYTHIA with varied radiation settings and MC@NLO interfaced to HERWIG with varied renormalization and factorization scales (\(\sqrt{s} = 7\) TeV) or POWHEG interfaced to PYTHIA (\(\sqrt{s} = 8\) TeV) in which the parton shower parameters are varied to span the ranges

\(^1\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the z axis along the beam pipe. The x axis points from the IP to the center of the LHC ring, and the y axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln\tan(\theta/2)\), and the transverse momentum and energy are defined as \(p_T = p \cos \theta\) and \(E_T = E \sin \theta\), respectively. Distances in \((\eta, \phi)\) space are denoted by \(\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\).
compatible with the results of measurements of $t\bar{t}$ production in association with jets [27,39,40]. All $t\bar{t}$ samples are normalized to the NNLO + NNLL cross sections [41–46]:

$$\sigma_{t\bar{t}} = 177.3^{+10}_{-11} \text{ pb at } \sqrt{s} = 7 \text{ TeV and } \sigma_{t\bar{t}} = 253^{+13}_{-15} \text{ pb at } \sqrt{s} = 8 \text{ TeV}.$$ 

Backgrounds with two real prompt leptons from decays of $W$ or $Z$ bosons (including those produced via leptonic $\tau$ decays) include $Wt$ single-top production, $Z +$ jets production, and diboson ($WW$, $WZ$, and $ZZ$) + jets production. The largest background in this analysis, $Wt$ production, is modeled using POWHEG (POWHEG-st_wtch) [47] with the CT10 PDF set and showered with PYTHIA using the Perugia 2011C tune and the corresponding CTEQ6L1 PDF set. The baseline $Wt$ sample uses the “diagram removal” scheme to remove interference terms involving $t\bar{t}$ production, and an alternative method using the “diagram subtraction” scheme [48] is used to cross-check the validity of the prediction from the diagram removal scheme and to assess systematic uncertainties. The cross section employed for this scheme is $15.7 \pm 1.2 \text{ pb (} \sqrt{s} = 7 \text{ TeV)}$ and $22.4 \pm 1.5 \text{ pb (} \sqrt{s} = 8 \text{ TeV)}$, as obtained from NLO + NNLL calculations [49]. The $Z(\rightarrow \ell\ell) +$ jets background is modeled using ALPGEN with the CTEQ6L1 PDFs interfaced to PYTHIA6 with the Perugia 2011C tune and the CTEQ6L1 PDFs, including LO matrix elements for $Zb\bar{b}$ and $Zc\bar{c}$ production ($\sqrt{s} = 8 \text{ TeV}$). Inclusive $Z$ boson cross sections are set to the NNLO predictions from FEWZ [50], but the normalizations of $Z(\rightarrow ee/\mu\mu) +$ jets in the $\sqrt{s} = 7 \text{ TeV}$ analysis are determined from data using the same procedure used in Refs. [51,52]. The diboson background is modeled using ALPGEN with the CTEQ6L1 PDFs interfaced to HERWIG and JIMMY with the ATLAS AUET2 tune and the CT10 PDFs ($\sqrt{s} = 7 \text{ TeV}$) or to PYTHIA6 with the Perugia P2011C tune and the CTEQ6L1 PDFs, including LO matrix elements for $Zb\bar{b}$ and $Zc\bar{c}$ production ($\sqrt{s} = 8 \text{ TeV}$).

### IV. OBJECT AND EVENT SELECTION

#### A. Object definition

Electron candidates are reconstructed as charged-particle tracks in the inner detector associated with energy deposits in the electromagnetic calorimeter and must satisfy tight identification criteria [56]. Electron candidates are required to have transverse energy $E_T > 25 \text{ GeV}$ and pseudorapidity $|\eta| < 2.47$, while excluding the transition region between the barrel and the end cap calorimeters ($1.37 < |\eta| < 1.52$). Isolation requirements on calorimeter and tracking variables are used to reduce the background from nonprompt electrons. The calorimeter isolation variable is based on the energy sum of cells within a cone of size $\Delta R = 0.2$ around the direction of each electron candidate. This energy sum excludes cells associated with the electron cluster and is corrected for leakage from the electron cluster itself and for energy deposits from pileup. The tracking isolation variable is based on the track $p_T$ sum around the electron in a cone of size $\Delta R = 0.3$, excluding the electron track. In every $p_T$ bin, both requirements are chosen to result separately in a 90% (98%) electron selection efficiency for prompt electrons from $Z \rightarrow ee$ decays in the 7 TeV (8 TeV) analysis.

Muon candidates are identified by matching track segments in the muon spectrometer with tracks in the inner detector and are required to be in the region $|\eta| < 2.5$ and have $p_T > 20(25) \text{ GeV}$ in the 7 TeV (8 TeV) analysis. To reduce the background from muons originating from $Wc\bar{c}$, and $Wc$ processes. The $t$-channel single-top production is modeled using the AcerMC [55] generator, while POWHEG is used for the production in the $s$ channel, and both generators are interfaced to PYTHIA6 using the Perugia P2011C tune and the CTEQ6L1 PDFs. Different methods are used in the two data sets due to the different trigger conditions and because the 7 TeV analysis uses all three dilepton channels. Other backgrounds are negligible after the event selections used in this analysis.

Table I summarizes the baseline signal and background MC simulated samples used in the 7 and 8 TeV analyses.

<table>
<thead>
<tr>
<th>Physics process</th>
<th>7 TeV analysis</th>
<th>8 TeV analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>POWHEG+PYTHIA</td>
<td>POWHEG+PYTHIA</td>
</tr>
<tr>
<td>$Wt +$ jets</td>
<td>POWHEG+PYTHIA</td>
<td>POWHEG+PYTHIA</td>
</tr>
<tr>
<td>$Z(\rightarrow \tau\tau) +$ jets</td>
<td>ALPGEN+HERWIG</td>
<td>ALPGEN+PYTHIA</td>
</tr>
<tr>
<td>$Z(\rightarrow ee/\mu\mu) +$ jets</td>
<td>ALPGEN+HERWIG</td>
<td>ALPGEN+HERWIG</td>
</tr>
<tr>
<td>Diboson + jets</td>
<td>ALPGEN+HERWIG</td>
<td>ALPGEN+HERWIG</td>
</tr>
<tr>
<td>Fake leptons</td>
<td>Data</td>
<td>Various MC samples and data</td>
</tr>
</tbody>
</table>

#### B. Event selection

Event selections are used to further reduce the backgrounds and to select events in which the signal is expected to be dominant. The event selections used in this analysis are summarized in Table II.
heavy-flavor decays inside jets, muons are required to be separated by $\Delta R = 0.4$ from the nearest jet and to be isolated. In the 7 TeV analysis, the isolation of muons requires the calorimeter transverse energy within a cone of fixed size $\Delta R = 0.2$ and the sum of track $p_T$ within a cone of fixed size $\Delta R = 0.3$ around the muon, except the contribution from the muon itself, to be less than 4 and 2.5 GeV, respectively. In the 8 TeV analysis, muons are required to satisfy $|E_T^{miss}| < 0.05$ where the isolation variable is the ratio of the sum of $p_T$ of tracks, excluding the muon, in a cone of variable size $\Delta R = 10$ GeV/$p_T(\mu)$ to the $p_T$ of the muon [57]. Both isolation requirements result in an efficiency of about 97% for prompt muons from $Z \to \mu\mu$ decays.

Jets are reconstructed by the anti-$k_t$ algorithm [58] with a radius parameter $R = 0.4$ using calorimeter energy clusters [59], which are calibrated at the electromagnetic energy scale for the $\sqrt{s} = 7$ TeV data set, or using the local cluster weighting method for $\sqrt{s} = 8$ TeV [60]. The energies of jets are then calibrated using an energy- and $\eta$-dependent simulation-based calibration scheme with in situ corrections based on data. Different calibration procedures were used for the 7 and 8 TeV data sets due to the different pileup conditions. The effects of pileup on the jet energy calibration at 8 TeV are further reduced using the jet area method as described in Ref. [61]. Jets with $p_T > 25$ GeV and $|\eta| < 2.5$ are accepted. To suppress jets from pileup, a requirement on the jet vertex fraction (JVF), the ratio of the sum of the $p_T$ of tracks associated with both the jet and the primary vertex to the sum of the $p_T$ of all tracks associated with the jet, is imposed based on different pileup conditions in the $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV [1]. At 7 TeV, jets are required to satisfy $|JVF| > 0.75$ while at 8 TeV, jets with $p_T < 50$ GeV and $|\eta| < 2.4$ are required to satisfy $|JVF| > 0.5$. To prevent double counting of electron energy deposits as jets, the closest jet lying $\Delta R < 0.2$ from a reconstructed electron is removed; and finally, a lepton lying $\Delta R < 0.4$ from a selected jet is discarded to reject leptons from heavy-flavor decays.

The purity of $t\bar{t}$ events in the selected sample is improved by tagging jets containing $b$ hadrons (“$b$ tagging”). Information from the track impact parameters, secondary vertex position, and decay topology is combined in a multivariate discriminant (MV1) [62,63]. Jets are defined to be $b$ tagged if the MV1 discriminant value is larger than a threshold (operating point) corresponding to an average 70% efficiency for tagging $b$-quark jets from top quark decays in $t\bar{t}$ events, with about 1% and 20% probability of misidentifying light-flavor jets and charm jets, respectively.

The missing transverse momentum $E_T^{miss}$ is derived from the vector sum of calorimeter cell energies within $|\eta| < 4.9$ associated with physics objects (electrons, muons, and jets) and corrected with their dedicated calibrations, as well as the transverse energy deposited in the calorimeter cells not associated with these objects [64].

### B. Event selection

Events in the 7 and 8 TeV analyses are selected based on the above definitions of reconstructed objects and the event quality. All events are required to have at least one primary vertex$^2$ reconstructed from at least five tracks with $p_T > 0.4$ GeV, and events compatible with cosmic-ray interactions are rejected. All jets are required to pass jet quality and timing requirements and at least one lepton is required to match in $(\eta, \phi)$ space with particle(s) that triggered the event. The dilepton event sample is selected by requiring exactly two charged leptons (electrons or muons) with opposite-sign charge and at least two jets, including at least one that is $b$ tagged.

To suppress backgrounds from Drell-Yan and multijet processes in the $ee$ and $\mu\mu$ channels in the 7 TeV analysis, the missing transverse momentum $E_T^{miss}$ is required to be greater than 60 GeV, and the dilepton invariant mass $m_{\ell\ell}$ is required to be outside the $Z$ boson mass window $|m_{\ell\ell} - 91$ GeV$| > 10$ GeV. The dilepton invariant mass is also required to be above 15 GeV in the $ee$ and $\mu\mu$ channels to reject backgrounds from bottom-quark pair and vector-meson decays. No $E_T^{miss}$ nor $m_{\ell\ell}$ requirements are applied in the $\mu\mu$ channel, but a reconstructed variable $H_T$, defined to be the scalar sum of the $p_T$ of all selected leptons

---

$^2$The primary vertex is defined to be the reconstructed vertex with the highest $\sum p_T^2$ of the associated tracks in the event.
and jets in an event, is required to be greater than 130 GeV to suppress remaining background from $Z/\gamma^{*} + \text{jets}$ processes at 7 TeV. In the 8 TeV analysis the $H_{T}$ requirement is not applied, since the improvement is negligible due to a higher muon $p_{T}$ requirement than the 7 TeV analysis.

In the 7 TeV analysis, an additional requirement using the invariant mass of a jet and a lepton is also applied to reject events where the reconstructed jet does not originate from the $t\bar{t}$ decay (wrong-jet events). Exploiting the kinematics of top quark decay with the constraint from the top quark mass $m_{t}$, the invariant mass of the jet with the second highest value of the $b$-tagging discriminant $j_{2}$ and either of the leptons $\ell^+ / \ell^-$ is required to be less than 0.8 of $m_{t}$ ($m_{j_{2},\ell} / m_{t} < 0.8$ OR $m_{j_{1},\ell} / m_{t} < 0.8$). This cut value was optimized to provide about 94% selection efficiency while rejecting about 16% of the wrong-jet events in the simulated $t\bar{t}$ dilepton event sample.

Table II shows a summary of the event selections for the 7 and 8 TeV analyses. The numbers of events that fulfill all selection requirements are shown in Table III.

### V. RECONSTRUCTION

To reconstruct the $t\bar{t}$ system the two jets identified as most likely to contain $b$ hadrons are used. This choice improves the resolution of the $t\bar{t}$-system observables as the jets are more likely to have originated from top quark decay. In both the 7 and 8 TeV analyses, the fractional resolution for $m_{j_{2}}$ is typically below 20%, while for $p_{T,j_{i}}$ the fractional resolution is 35% at 100 GeV and improves as a function of $p_{T,j_{i}}$. The resolution for $|y_{j_{i}}|$ is on average 17%.

An approximate four-momentum of the $t\bar{t}$ system is reconstructed from two leptons, two jets, and missing transverse momentum $E_{T}^{\text{miss}}$ as

$$E_{\text{total}} = E(\ell_{1}) + E(\ell_{2}) + E(j_{1}) + E(j_{2}) + E_{T}^{\text{miss}},$$

$$p_{x} = p_{x}(\ell_{1}) + p_{x}(\ell_{2}) + p_{x}(j_{1}) + p_{x}(j_{2}) + E_{x}^{\text{miss}},$$

$$p_{y} = p_{y}(\ell_{1}) + p_{y}(\ell_{2}) + p_{y}(j_{1}) + p_{y}(j_{2}) + E_{y}^{\text{miss}},$$

$$p_{z} = p_{z}(\ell_{1}) + p_{z}(\ell_{2}) + p_{z}(j_{1}) + p_{z}(j_{2}).$$

where $E$ indicates the energy of the corresponding objects, the $p_{x,y,z}$ is the momentum along the $x, y,$ or $z$ axis, and the indices $\ell_{1}, \ell_{2}, j_{1},$ and $j_{2}$ indicate the two leptons and two jets, respectively. The $t\bar{t}$-system observables in consideration (invariant mass, transverse momentum, and rapidity) are obtained from this four-momentum.

Figures 1 and 2 show the distributions of the reconstructed $m_{j_{i}}, p_{T,j_{i}},$ and $|y_{j_{i}}|$ together with the MC predictions at 7 and 8 TeV, respectively. The bottom panel shows the ratio of the data to the total prediction. Overall there is satisfactory agreement between data and prediction.

### VI. DIFFERENTIAL CROSS-SECTION DETERMINATION

The normalized differential cross sections with respect to the $t\bar{t}$-system observables, denoted as $X$, are obtained as follows. The estimated background contributions are subtracted from the observed number of events for each bin in the distribution of the reconstructed observable. The background-subtracted distributions are then corrected for detector acceptance and resolution effects (unfolded) and the efficiency to pass the event selection, thus extrapolated to the full phase space of $t\bar{t}$ production at parton level. The differential cross sections are finally normalized by the total $t\bar{t}$ cross section, obtained by integrating over all bins for each observable.

The differential cross section is obtained from

$$\frac{d\sigma_{t\bar{t}}}{dX_{i}} = \frac{1}{\Delta X_{i}} \cdot \ell \cdot \sum_{\alpha} (B_{\alpha} \cdot \epsilon_{\alpha}^{i}) \times \sum_{j} (M_{ij}^{-1})^{\alpha}(N_{j}^{\text{obs},\alpha} - N_{j}^{\text{bkg},\alpha}),$$

where $i (j)$ indicates the bin for the observable $X$ at parton (detector) level, $N_{j}^{\text{obs}}$ is the number of observed events in data, $N_{j}^{\text{bkg}}$ is the estimated number of background events, $M_{ij}^{-1}$ is the inverse of the migration matrix representing the correction for detector resolution effects, $\epsilon_{i}$ is the event selection efficiency with respect to the channel, $B$ is the...
branching ratio of the $t\bar{t}$ decays in the dilepton channel, $\mathcal{L}$ is the integrated luminosity, $\Delta X_i$ is the bin width, and $\alpha$ is the dilepton channel being considered, where $\alpha = ee, \mu\mu$ or $e\mu$ for 7 TeV and $\alpha = e\mu$ for 8 TeV. The measured cross section at each bin $i$ represents the bin-averaged value at the bin. The normalized differential cross section is obtained as $1/\sigma_{t\bar{t}} \cdot d\sigma_{t\bar{t}}/dX_i$, where $\sigma_{t\bar{t}}$ is the inclusive $t\bar{t}$ cross section.

The unfolding from reconstruction level to parton level is carried out using the RooUnfold package [65] with an iterative method inspired by Bayes’ theorem [66]. The number of iterations used in the unfolding procedure.

FIG. 1. Distributions of (a) the invariant mass, (b) the transverse momentum, and (c) the rapidity of the $t\bar{t}$ system at the reconstruction level obtained from the $\sqrt{s} = 7$ TeV data compared with the total signal and background predictions, in the $ee$ (left), $\mu\mu$ (center) and $e\mu$ (right) channels. The bottom panel shows the ratio of data to prediction. The error band includes all systematic uncertainties except $t\bar{t}$ modeling uncertainties. The POWHEG+PYTHIA with $h_{\text{damp}} = \infty$ sample is used for the signal $t\bar{t}$ and is normalized to NNLO + NNLL calculations.
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balances the goodness of fit and statistical uncertainties. The smallest number of iterations with $\chi^2 / \text{NDF}$ ($\chi^2$ between the unfolded and parton-level spectra over number of degrees of freedom) less than one is chosen for the distribution. In the 7 TeV analysis, two to four iterations are used depending on the observable; in the 8 TeV analysis, four iterations are used for all observables. The effect of varying the number of iterations by one was tested and confirmed to be negligible.

The detector response is described using a migration matrix that relates the generated parton-level distributions to the measured distributions. The migration matrix $\mathcal{M}$ is determined using $t\bar{t}$ Monte Carlo samples, where the parton-level top quark is defined as the top quark after radiation and before decay. Figure 3 presents the migration matrices of $p_{T,i}$ for both 7 and 8 TeV in the $ee$ channel. The matrix $\mathcal{M}_{ij}$ represents the probability for an event generated at parton level with $X$ in bin $i$ to have a reconstructed $X$ in bin $j$, so the elements of each row add up to unity (within rounding uncertainties). The probability for the parton-level events to remain in the same bin in the measured distribution is shown in the diagonal, and the off-diagonal elements represent the fraction of parton-level events that migrate into other bins. The fraction of events in the diagonal bins are the highest for $p_{T,i}$, while for other observables more significant migrations are present due to the effect of $p_T$ of the undetected neutrinos in the reconstruction. In the 7 TeV analysis, the effect of bin migrations in the $ee$ and $\mu\mu$ channels is similar to those in the $e\mu$ channel. In the 8 TeV analysis, the bin boundaries for $m_{i\ell}$ and $|y_{i\ell}|$ are determined separately for the parton-level and reconstruction-level observables, based on the migrations between them.

The event selection efficiency $\epsilon_i$ for each bin $i$ is evaluated as the ratio of the parton-level spectra before and after implementing the event selection at the reconstruction level. In both the 7 and 8 TeV analyses, the efficiencies generally increase towards higher $m_{i\ell}$ and $p_{T,i\ell}$, while at high values of $|y_{i\ell}|$ the efficiency decreases due to leptons and jets falling outside the required pseudorapidity range for reconstructed leptons and jets. The efficiencies are typically in the range of 15%–20% for the $e\mu$ channel at both 7 and 8 TeV and 3%–5% and 8%–13% for the $ee$ and $\mu\mu$ channels, respectively, in the 7 TeV analysis. The lower values in the same-flavor channels are due to the rejection cuts for Drell-Yan and $Z \rightarrow \ell\ell$ events in these channels, while isolation requirements that are more restrictive for electrons than for muons in 7 TeV analyses result in further lowered efficiencies in the $ee$ channel.

The bin width for each observable is determined by considering the resolution of the observable and the statistical precision in each bin. In the 7 TeV analysis, the bin widths are set to be the same as the ones used in the previous 7 TeV ATLAS measurement in the $e\mu$ and $\ell\ell$ channel [8] due to comparable resolutions for each observable, and to enable a direct comparison of the results between the two channels. For the 8 TeV analysis, the determined bin widths are generally finer than the bin widths for the 7 TeV analysis due to the larger data set available.

Possible biases due to the use of the MC generator in the unfolding procedure are assessed by altering the shape of the parton-level spectra in simulation using continuous functions. The altered shapes studied cover the difference observed between the default MC and data for each observable. These studies verify that the altered shapes are recovered by the unfolding based on the nominal migration matrices within statistical uncertainties.

A multichannel combination is performed in the 7 TeV analysis by summing the background-subtracted observed

---

3The generator status code for the top or antitop quark is required to be 3 in PyTHIA and 155 in HERWIG.
events corrected by the migration matrix and the event selection efficiency over channels. The results obtained from the combined dilepton channel are consistent with those from the individual channels.

VII. UNCERTAINTIES

Various sources of systematic uncertainty affect the measurement and are discussed below. The systematic uncertainties due to signal modeling and detector modeling affect the estimation of the detector response and the signal reconstruction efficiency. The systematic uncertainties due to the background estimation and the detector modeling affect the background subtraction.

The covariance matrix due to the statistical and systematic uncertainties for each normalized unfolded spectrum is obtained by evaluating the correlations between the bins for each uncertainty contribution. In particular, the correlations due to statistical fluctuations are evaluated from an ensemble of pseudoexperiments, each by varying the data event counts independently in each bin and propagating the variations through the unfolding procedure.

A. Signal modeling uncertainties

The signal modeling uncertainties are estimated by repeating the full analysis procedure, using an alternative MC sample to derive the migration matrix and the corrections for selection efficiency. The differences between the results obtained using the alternative and nominal MC samples are taken as systematic uncertainties.

At \( \sqrt{s} = 7 \) TeV, the uncertainties due to the choice of generator are estimated by comparing POWHEG+PYTHIA and MC@NLO+HERWIG signal MC samples. The uncertainty is found to be up to 2% in \( m_{\tilde{t}} \) and \( |y_{\tilde{t}}| \) and in the range of 2%–19% in \( p_{T,\tilde{t}} \) with larger values with increasing \( p_{T,\tilde{t}} \) due to the difference at the parton level between the two MC \( \tilde{t} \) samples in the high-\( p_{T,\tilde{t}} \) region. At \( \sqrt{s} = 8 \) TeV, the uncertainties related to the generator are estimated using POWHEG+HERWIG and MC@NLO+HERWIG signal MC samples, and the uncertainties due to parton shower and hadronization are estimated using POWHEG+PYTHIA and POWHEG+HERWIG signal MC samples. These uncertainties are typically less than 10% (3%) in \( m_{\tilde{t}} \) and \( p_{T,\tilde{t}} \) (\( |y_{\tilde{t}}| \)) and increase to 20% at large \( m_{\tilde{t}} \) in the case of generator uncertainty.

The effects due to modeling of extra radiation in \( \tilde{t} \) events are assessed at both the matrix element and parton shower levels. At \( \sqrt{s} = 7 \) TeV, the uncertainty due to matrix element renormalization and factorization scales is evaluated using MC@NLO+HERWIG samples with varied renormalization and factorization scales, and the uncertainty due to parton showering in different initial-state and final-state radiation conditions is estimated using two different ALPGEN+PYTHIA samples with varied radiation settings. The overall effects in both cases are less than 1% in \( |y_{\tilde{t}}| \) and up to 6% for \( m_{\tilde{t}} \) and \( p_{T,\tilde{t}} \) with the larger values towards higher values of \( m_{\tilde{t}} \) and \( p_{T,\tilde{t}} \). At \( \sqrt{s} = 8 \) TeV, the treatment of these uncertainties was improved by using POWHEG+PYTHIA samples with tuned parameters to span the variations in radiation compatible with the ATLAS \( \tilde{t} \) gap fraction measurements at \( \sqrt{s} = 7 \) TeV [39] as discussed in detail in Ref. [67]. The samples have varied renormalization and factorization scales and \( h_{\text{damp}} \) parameter values, resulting in either more or less radiation than the nominal signal sample. The overall impact is typically less than 2% for all observables and up to 4% towards higher values of \( p_{T,\tilde{t}} \) and the nominal signal sample. The overall impact is typically less than 2% for all observables and up to 4% towards higher values of \( p_{T,\tilde{t}} \).
B. Background modeling uncertainties

Uncertainties arising from the background estimates are evaluated by repeating the full analysis procedure, varying the background contributions by ±1σ from the nominal values. The differences between the results obtained using the nominal and the varied background estimations are taken as systematic uncertainties.

The uncertainties due to the \( Wt \) background modeling are estimated by comparing the inclusive “diagram removal” and inclusive “diagram subtraction” samples. The uncertainty is typically below 1%, except for high \( m_\text{vis} \) and \( p_T, β \) bins where the uncertainty is up to about 5% and 2%, respectively.

The relative uncertainties of 7.7% (7 TeV) and 6.8% (8 TeV) in the predicted cross section of \( Wt \) production are applied in all bins of the differential cross sections. An uncertainty of 5% is assigned to the predicted diboson cross section, with an additional uncertainty of 24% per additional selected jet added in quadrature to account for the assumption that the \((W + n + 1 \text{ jets})/(W + n \text{ jets})\) ratio is constant [51,71]. The overall impact of these uncertainties is less than 1%.

For the \( Z + \text{jets} \) background, in the \( e\mu \) channel only the \( Z(→ \tau\tau) + \text{jets} \) process contributes, while the \( Z(→ ee) + \text{jets} \) \((Z(→ μμ) + \text{jets})\) process contributes only to the \( ee (μμ) \) channel. An inclusive uncertainty of 4% is assigned to the predicted cross section of \( Z(→ ττ) + \text{jets} \), with an additional uncertainty of 24% per additional selected jet added in quadrature. The \( Z(→ ee/μμ) + \text{jets} \) background is estimated by a data-driven method [51,52] that uses a control region populated with \( Z \) events. The uncertainty is evaluated by varying the control region (defined by \(|m_{ee} − m_Z| < 10 \text{ GeV and } E_\text{T}^{\text{miss}} > 30 \text{ GeV}\)) by ±5 GeV in \( E_\text{T}^{\text{miss}} \). The overall impact of these uncertainties is less than 1% in both the 7 and 8 TeV measurements.

The fake-lepton contribution is estimated directly from data, using a matrix method [51] in 7 TeV data and the same-sign dilepton events in the 8 TeV data sample [1]. In the 7 TeV analysis, the uncertainty of the fake-lepton background is evaluated by considering the uncertainties in the real- and fake-lepton efficiency measurements and by comparing results obtained from different matrix methods. In the 8 TeV analysis a conservative uncertainty of 50% is assigned to the fake-lepton background [1]. The impact of the uncertainty is typically less than 1% in all observables, except in high-\( m_\text{vis} \) and high-\( p_T, β \) bins where it is up to 5%.

C. Detector modeling uncertainties

The uncertainties due to the detector modeling are estimated for each bin based on the methods described in Ref. [1]. They affect the detector response including signal reconstruction efficiency and the estimation of background events that passed all event selections and their kinematic distribution. The full analysis procedure is repeated with the varied detector modeling, and the difference between the results using the nominal and the varied modeling is taken as a systematic uncertainty.

The lepton reconstruction efficiency in simulation is calibrated by correction factors derived from measurements of these efficiencies in data using control regions enriched in \( Z → ℓℓ \) events. The lepton trigger and reconstruction efficiency correction factors, energy scale, and resolution are varied within the uncertainties in the \( Z → ℓℓ \) measurements [72,73].

The jet energy scale (JES) uncertainty is derived using a combination of simulations, test beam data and \textit{in situ} measurements [60,74,75]. Additional contributions from the jet flavor composition, calorimeter response to different jet flavors, and pileup are taken into account. Uncertainties in the jet energy resolution are obtained with an \textit{in situ} measurement of the jet response balance in dijet events [76].

The difference in \( b \)-tagging efficiency between data and MC simulation is estimated in lepton + jets \( Wt \) events with the selected jet containing a \( b \) hadron on the leptonic side [77]. Correction factors are also applied for jets originating from light hadrons that are misidentified as jets containing \( b \) hadrons. The associated systematic uncertainties are computed by varying the correction factors within their uncertainties.

The uncertainty associated with \( E_\text{T}^{\text{miss}} \) is calculated by propagating the energy scale and resolution systematic uncertainties to all jets and leptons in the \( E_\text{T}^{\text{miss}} \) calculation. Additional \( E_\text{T}^{\text{miss}} \) uncertainties arising from energy deposits not associated with any reconstructed objects are also included [64].

The uncertainty due to the finite size of the MC simulated samples is evaluated by varying the content
of the migration matrix with a Poisson distribution. The standard deviation of the ensemble of results unfolded with the varied matrices is taken as the uncertainty. The effect is more significant in the 7 TeV analysis (up to 3% in high-$m_{\bar{t}t}$ and high-$p_T$, bins), due to the smaller size of the MC simulation sample available at 7 TeV. In the 8 TeV analysis, while the MC statistical uncertainty is less significant (subpercent overall), an additional uncertainty is included to account for the bias introduced by the unfolding procedure due to the observed deviation between data and the predicted $\bar{t}t$ events. The typical size of the bias is less than 1% and increases towards higher $m_{\bar{t}t}$, $p_T$, and $|y_{\bar{t}t}|$ up to about 4%. The bias in the 7 TeV analysis is taken into account by choosing an unfolding parameter based on the level of bias for an observable, which is reflected in the data statistical uncertainty and thus not included as a systematic uncertainty.

The uncertainty in the integrated luminosity is estimated to be 1.8% for $\sqrt{s} = 7$ TeV [17] and 1.9% for $\sqrt{s} = 8$ TeV [18]. The effect of the uncertainty is substantially reduced in the normalized differential cross sections due to large bin-to-bin correlations.

D. Summary of the main sources of systematic uncertainty

For $m_{\bar{t}t}$, the largest systematic uncertainties come from signal modeling (including generator choice, parton showering and hadronization, and extra radiation), JES, and $Wt$ background modeling (at large $m_{\bar{t}t}$). The uncertainty due to signal modeling in $m_{\bar{t}t}$ is generally smaller at 7 TeV because of the requirement on the jet-lepton invariant mass, which reduces the fraction of wrong-jet events used to reconstruct the $\bar{t}t$ system, is applied in the 7 TeV analysis but not in the 8 TeV analysis. For $p_T$, the uncertainty from signal modeling (including generator choice, parton showering and hadronization, and extra radiation) is the largest, followed by JES. The main uncertainties for $|y_{\bar{t}t}|$ come from PDF and signal generator choice.

VIII. RESULTS

The unfolded parton-level normalized differential cross sections for $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV are shown in Tables IV and V, respectively. The total inclusive $\bar{t}t$ cross sections, evaluated by integrating the spectra before the normalization, agree with the theoretical calculations and other inclusive measurements within uncertainties at both energies. The estimated uncertainties include all sources discussed in Sec. VII.

Comparisons of the data distributions with different SM predictions are quantified by computing $\chi^2$ values and inferring $p$ values (probability of obtaining a $\chi^2$ is larger than or equal to the observed value) from the $\chi^2$ values and the number of degrees of freedom (NDF). The $\chi^2$ is defined as

<table>
<thead>
<tr>
<th>$m_{\bar{t}t}$ [GeV]</th>
<th>$\frac{1}{\Delta m_{\bar{t}t}} \frac{d\sigma}{d m_{\bar{t}t}}$ [10^{-3} GeV^{-1}]</th>
<th>Stat. [%]</th>
<th>Syst. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>250–450</td>
<td>2.41 ± 0.08</td>
<td>±1.6</td>
<td>±2.9</td>
</tr>
<tr>
<td>450–550</td>
<td>2.79 ± 0.05</td>
<td>±1.4</td>
<td>±1.0</td>
</tr>
<tr>
<td>550–700</td>
<td>1.09 ± 0.06</td>
<td>±3.1</td>
<td>±4.6</td>
</tr>
<tr>
<td>700–950</td>
<td>0.252 ± 0.023</td>
<td>±5.7</td>
<td>±7.2</td>
</tr>
<tr>
<td>950–1200</td>
<td>0.0066 ± 0.0014</td>
<td>±16</td>
<td>±14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$p_{T_{\bar{t}t}}$ [GeV]</th>
<th>$\frac{1}{\Delta p_{T_{\bar{t}t}}} \frac{d\sigma}{d p_{T_{\bar{t}t}}}$ [10^{-3} GeV^{-1}]</th>
<th>Stat. [%]</th>
<th>Syst. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–40</td>
<td>13.5 ± 0.7</td>
<td>±1.2</td>
<td>±4.7</td>
</tr>
<tr>
<td>40–170</td>
<td>3.14 ± 0.17</td>
<td>±1.5</td>
<td>±5.1</td>
</tr>
<tr>
<td>170–340</td>
<td>0.269 ± 0.033</td>
<td>±6.1</td>
<td>±11</td>
</tr>
<tr>
<td>340–1000</td>
<td>0.0088 ± 0.0026</td>
<td>±19</td>
<td>±22</td>
</tr>
</tbody>
</table>

| $|y_{\bar{t}t}|$ | $\frac{1}{\Delta |y_{\bar{t}t}|} \frac{d\sigma}{d |y_{\bar{t}t}|}$ | Stat. [%] | Syst. [%] |
|----------------|---------------------------------|-----------|----------|
| 0–0.5          | 0.826 ± 0.019                   | ±1.9      | ±1.4     |
| 0.5–1          | 0.643 ± 0.018                   | ±1.8      | ±2.1     |
| 1–2.5          | 0.177 ± 0.007                   | ±2.8      | ±3.0     |

<table>
<thead>
<tr>
<th>$m_{\bar{t}t}$ [GeV]</th>
<th>$\frac{1}{\Delta m_{\bar{t}t}} \frac{d\sigma}{d m_{\bar{t}t}}$ [10^{-3} GeV^{-1}]</th>
<th>Stat. [%]</th>
<th>Syst. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>250–450</td>
<td>2.41 ± 0.07</td>
<td>±1.1</td>
<td>±6.0</td>
</tr>
<tr>
<td>450–570</td>
<td>2.56 ± 0.05</td>
<td>±1.1</td>
<td>±1.9</td>
</tr>
<tr>
<td>570–700</td>
<td>0.97 ± 0.08</td>
<td>±1.6</td>
<td>±8.4</td>
</tr>
<tr>
<td>700–850</td>
<td>0.35 ± 0.05</td>
<td>±2.5</td>
<td>±13</td>
</tr>
<tr>
<td>850–1000</td>
<td>0.129 ± 0.022</td>
<td>±3.6</td>
<td>±17</td>
</tr>
<tr>
<td>1000–2700</td>
<td>0.0086 ± 0.0024</td>
<td>±6.6</td>
<td>±23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$p_{T_{\bar{t}t}}$ [GeV]</th>
<th>$\frac{1}{\Delta p_{T_{\bar{t}t}}} \frac{d\sigma}{d p_{T_{\bar{t}t}}}$ [10^{-3} GeV^{-1}]</th>
<th>Stat. [%]</th>
<th>Syst. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–30</td>
<td>14.3 ± 1.0</td>
<td>±1.2</td>
<td>±6.9</td>
</tr>
<tr>
<td>30–70</td>
<td>7.60 ± 0.16</td>
<td>±1.1</td>
<td>±1.9</td>
</tr>
<tr>
<td>70–120</td>
<td>2.94 ± 0.28</td>
<td>±1.8</td>
<td>±9.3</td>
</tr>
<tr>
<td>120–180</td>
<td>1.14 ± 0.12</td>
<td>±2.7</td>
<td>±9.5</td>
</tr>
<tr>
<td>180–250</td>
<td>0.42 ± 0.04</td>
<td>±4.0</td>
<td>±9.7</td>
</tr>
<tr>
<td>250–350</td>
<td>0.143 ± 0.018</td>
<td>±6.0</td>
<td>±11</td>
</tr>
<tr>
<td>350–1000</td>
<td>0.0099 ± 0.0015</td>
<td>±8.9</td>
<td>±12</td>
</tr>
</tbody>
</table>

| $|y_{\bar{t}t}|$ | $\frac{1}{\Delta |y_{\bar{t}t}|} \frac{d\sigma}{d |y_{\bar{t}t}|}$ | Stat. [%] | Syst. [%] |
|----------------|---------------------------------|-----------|----------|
| 0.0–0.4        | 0.821 ± 0.021                   | ±1.3      | ±2.2     |
| 0.4–0.8        | 0.721 ± 0.018                   | ±1.3      | ±2.1     |
| 0.8–1.2        | 0.499 ± 0.013                   | ±1.6      | ±2.0     |
| 1.2–2.0        | 0.206 ± 0.006                   | ±2.4      | ±1.9     |
| 2.0–2.8        | 0.0226 ± 0.0023                 | ±8.3      | ±9.9     |
\[
\chi^2 = V^T \cdot \text{Cov}^{-1} \cdot V,
\]  

where \(V\) is the vector of the differences between the data and the theoretical predictions and \(\text{Cov}^{-1}\) is the inverse of the full bin-to-bin covariance matrix. Due to the normalization constraint in the derivation of normalized differential cross sections, the NDF and the rank of the covariance matrix is reduced by one unit to \(N_b - 1\), where \(N_b\) is the number of bins in the spectrum being considered. Consequently, one of the \(N_b\) elements in \(V\) and the corresponding row and column in the \(N_b \times N_b\) full covariance matrix \(\text{Cov}\) is discarded, and the \((N_b - 1) \times (N_b - 1)\) submatrix obtained in this way is invertible, allowing the \(\chi^2\) to be computed. The \(\chi^2\) value does not depend on which element is discarded from the vector \(V_{N_b-1}\) and the corresponding submatrix \(\text{Cov}_{N_b-1}\). The evaluation of \(\chi^2\) under the normalization constraint follows the same procedure as described in Refs. [8,11].

The comparison of the measured normalized distributions to predictions from different MC generators of \(t\bar{t}\) production are shown graphically in Fig. 4 for \(\sqrt{s} = 7\) TeV and Fig. 5 for \(\sqrt{s} = 8\) TeV, with the corresponding \(p\) values comparing the measured spectra to the predictions from the MC generators in Tables VI and VII. Predictions from POWHEG+PYTHIA with \(h_{\text{damp}} = m_t\), MC@NLO+HERWIG, POWHEG+PYTHIA with \(h_{\text{damp}} = \infty\), and POWHEG+HERWIG are used for comparison with data. In the 7 TeV analysis, ALPGEN+HERWIG is also used for the comparison, as it was the default.
FIG. 5. Normalized $t\bar{t}$ differential cross sections as a function of the (a) invariant mass ($m_{t\bar{t}}$), (b) transverse momentum ($p_{T,t\bar{t}}$) and (c) absolute value of the rapidity ($|y_{t\bar{t}}|$) of the $t\bar{t}$ system at $\sqrt{s} = 8$ TeV measured in the dilepton $e\mu$ channel compared to theoretical predictions from MC generators. All generators use the NLO CT10 [26] PDF. The bottom panel shows the ratio of prediction to data. The light (dark) gray band includes the total (data statistical) uncertainty in the data in each bin.

TABLE VI. Comparisons between the measured normalized cross sections and the MC predictions at $\sqrt{s} = 7$ TeV. For each variable and prediction a $\chi^2$ and a $p$ value are calculated using the covariance matrix of each measured spectrum. The number of degrees of freedom is equal to one less than the number of bins ($N_b - 1$). The abbreviations PWG, PY and HW correspond to POWHEG, PYTHIA and HERWIG, respectively.

| MC generator                      | $m_{t\bar{t}}$ $\chi^2$/NDF $p$ value | $p_{T,t\bar{t}}$ $\chi^2$/NDF $p$ value | $|y_{t\bar{t}}|$ $\chi^2$/NDF $p$ value |
|-----------------------------------|----------------------------------------|------------------------------------------|----------------------------------------|
| PWG + PY6 CT10 $h_{\text{damp}} = m_t$ | 4.7/4 0.32                              | 2.2/3 0.52                               | 1.3/2 0.52                             |
| PWG + PY6 CT10 $h_{\text{damp}} = \infty$ | 4.4/4 0.36                              | 6.4/3 0.09                               | 1.3/2 0.53                             |
| MC@NLO + HW CT10 AUET2            | 3.9/4 0.43                              | 0.8/3 0.86                               | 0.7/2 0.72                             |
| PWG + HW CT10 AUET2               | 9.1/4 0.06                              | 1.9/3 0.60                               | 1.2/2 0.56                             |
| ALPGEN + HW CTEQ6L1 AUET2         | 4.3/4 0.37                              | 3.3/3 0.35                               | 0.5/2 0.80                             |
sample used in the differential measurement in the $\ell +$ jets channel by ATLAS [8]. Both NLO generators (POWHEG and MC@NLO) use the NLO CT10 [26] PDF set, while ALPGEN+HERWIG uses the LO CTEQ6L1 [78] PDF set.

| MC generator                  | $m_{\bar{t}t}$ | $p$ value | $p_{T,\bar{t}t}$ | $|y_{\bar{t}}|$ |
|------------------------------|----------------|-----------|------------------|----------------|
| PWG + PY6 CT10 $h_{\text{damp}} = m_{\bar{t}}$ | 1.3/5 | 0.94 | 4.1/6 | 0.67 | 38.2/4 | < 0.01 |
| PWG + PY6 CT10 $h_{\text{damp}} = \infty$ | 1.1/5 | 0.95 | 16.7/6 | 0.01 | 39.3/4 | < 0.01 |
| MC@NLO + HW CT10 AUET2       | 2.0/5 | 0.85 | 0.4/6 | 1.00 | 29.8/4 | < 0.01 |
| PWG + HW CT10 AUET2          | 1.2/5 | 0.95 | 3.3/6 | 0.77 | 37.0/4 | < 0.01 |

Most of the generators agree with data in a wide kinematic range of the distributions. The $m_{\bar{t}t}$ spectrum is well described by most of the generators at both 7 and 8 TeV, except for POWHEG+PYTHIA in the highest $m_{\bar{t}t}$ bin in...
the 7 TeV analysis. For \( p_{T,\bar{t}} \), agreement with POWHEG+
PYTHIA with \( h_{\text{damp}} = \infty \) is particularly bad due to a harder
\( p_{T,\bar{t}} \) spectrum than data at both 7 and 8 TeV. Better
agreement with data is obtained from POWHEG+PYTHIA
with \( h_{\text{damp}} = m_t \). This is consistent with the studies in
Refs. [27,28] using data from the \( \sqrt{s} = 7 \) TeV ATLAS
parton-level measurement in the \( \ell^+ + \text{jets} \) channel [8]. In
both the 7 and 8 TeV analyses, MC@NLO+HERWIG

| PDF             | \( m_{\bar{t}} \) | \( p \) value | \( p_{T,\bar{t}} \) | \( p \) value | \( |y_{\bar{t}}| \) | \( p \) value |
|-----------------|------------------|--------------|------------------|--------------|----------------|--------------|
| CT10 NLO        | 2.0/5            | 0.85         | 0.4/6            | 1.00         | 29.8/4         | < 0.01       |
| MSTW2008nlo     | 2.1/5            | 0.83         | 0.6/6            | 1.00         | 11.6/4         | 0.02         |
| NNPDF23nlo      | 2.3/5            | 0.81         | 0.6/6            | 1.00         | 3.2/4          | 0.53         |
| HERAPDF15NLO    | 2.4/5            | 0.79         | 2.3/6            | 0.89         | 5.6/4          | 0.23         |

TABLE VIII. Comparisons between the measured normalized cross sections and the MC@NLO+HERWIG predictions with varied
PDF sets at \( \sqrt{s} = 8 \) TeV. For each variable and prediction a \( \chi^2 \) and a \( p \) value are calculated using the covariance matrix of each
measured spectrum. The number of degrees of freedom is equal to one less than the number of bins (\( N_b - 1 \)).

FIG. 7. Normalized \( \bar{t}t \) differential cross sections as a function of the (a) invariant mass \( (m_{\bar{t}}) \), (b) transverse momentum \( (p_{T,\bar{t}}) \), and
(c) absolute value of the rapidity \( (|y_{\bar{t}}|) \), of the \( \bar{t}t \) system at \( \sqrt{s} = 8 \) TeV measured in the dilepton \( \ell^+ \ell^- \) channel compared to theoretical
predictions from MC generators. The POWHEG+PYTHIA generator with different levels of radiation are used for the predictions. All
generators use the NLO CT10 [26] PDF. The bottom panel shows the ratio of prediction to data. The light (dark) gray band includes the
total (data statistical) uncertainty in the data in each bin.
Table IX. Comparisons between the measured normalized cross sections and the POWHEG+PYTHIA predictions with different levels of radiation at \( \sqrt{s} = 8 \) TeV. For each variable and prediction a \( \chi^2 \) and a \( p \) value are calculated using the covariance matrix of each measured spectrum. The number of degrees of freedom is equal to one less than the number of bins \( (N_b - 1) \). The abbreviations PWG and PY correspond to POWHEG and PYTHIA, respectively.

| MC generator | \( m_{\tilde{t}} \) | \( p_{T,\tilde{t}} \) | \( |y_{\tilde{t}}| \) |
|-------------|-----------------|-----------------|-----------------|
| | \( \chi^2/NDF \) | \( p \) value | \( \chi^2/NDF \) | \( p \) value | \( \chi^2/NDF \) | \( p \) value |
| PWG + PY6 CT10 \( h_{\text{damp}} = m_{\tilde{t}} \) | 1.3/5 | 0.94 | 4.1/6 | 0.67 | 38.2/4 | < 0.01 |
| PWG + PY6 CT10 \( h_{\text{damp}} = m_{\tilde{t}}, \mu = 2m_{\tilde{t}} \) | 0.9/5 | 0.97 | 14.5/6 | 0.02 | 39.9/4 | < 0.01 |
| PWG + PY6 CT10 \( h_{\text{damp}} = 2.0m_{\tilde{t}}, \mu = 0.5m_{\tilde{t}} \) | 1.6/5 | 0.90 | 9.7/6 | 0.14 | 33.8/4 | < 0.01 |

Describes the \( p_{T,\tilde{t}} \) spectrum well also. Similar good agreement is also observed in 7 and 8 TeV parton-level measurements by ATLAS in the \( \ell + \text{jets} \) channel [8,11]. For \( |y_{\tilde{t}}| \), all the generators show fair agreement with data in the 7 TeV analysis, while at 8 TeV, none of the generators provides an adequate description of \( |y_{\tilde{t}}| \). This difference in the level of agreement is due to the improved statistical precision and finer binning in \( |y_{\tilde{t}}| \) for the 8 TeV analysis. The increasing discrepancy between data and MC prediction with increasing \( |y_{\tilde{t}}| \) is also observed at the reconstructed level for both energies, as shown in Figs. 1 and 2. This observation is also consistent with the results of the ATLAS differential cross-section measurements in the \( \ell + \text{jets} \) channel, at both 7 and 8 TeV [8,11].

Figure 6 shows the normalized differential cross sections at \( \sqrt{s} = 8 \) TeV compared with the predictions of MC@NLO+HERWIG reweighted with different PDF sets: CT10, MSTW2008nnlo68cl, NNPDF2.3, and HERAPDF15NLO. The hatched bands show the uncertainty of each PDF set. All predictions are compatible with the measured cross sections within the uncertainties in the cases of \( m_{\tilde{t}} \) and \( p_{T,\tilde{t}} \). However, for \( |y_{\tilde{t}}| \), the MC@NLO+HERWIG sample with the CT10 PDF set does not agree with the measured cross sections at \( |y_{\tilde{t}}| \sim 1.6 \). Using NNPDF or HERAPDF significantly improves the agreement. The corresponding \( p \) values are shown in Table VIII.

Figure 7 and Table IX show the comparison of the measured normalized differential cross sections at \( \sqrt{s} = 8 \) TeV to POWHEG+PYTHIA with different levels of radiation. The nominal sample (with \( h_{\text{damp}} = m_{\tilde{t}} \)) and two other samples, one with lower radiation \( (h_{\text{damp}} = m_{\tilde{t}}, \mu = 2.0) \) and one with higher radiation \( (h_{\text{damp}} = 2.0m_{\tilde{t}}, \mu = 0.5) \) than the nominal one, are used in the comparison. The \( p_{T,\tilde{t}} \) spectrum, particularly sensitive to radiation activity, shows that the nominal sample has better agreement with data. This observation is also consistent with the studies in Refs. [27,28].

The parton-level measured distributions are also compared to fixed-order QCD calculations. Figures 8 and 9 show the comparison with theoretical QCD NLO + NNLL predictions for \( m_{\tilde{t}} \) [79] and \( p_{T,\tilde{t}} \) [80,81] distributions at

FIG. 8. Normalized \( \tilde{t} \) differential cross sections as a function of the (a) invariant mass \( (m_{\tilde{t}}) \) and (b) transverse momentum \( (p_{T,\tilde{t}}) \) of the \( \tilde{t}\tilde{t} \) system at \( \sqrt{s} = 7 \) TeV measured in the dilepton channel compared with theoretical QCD calculations at NLO + NNLL level. The predictions are calculated using the MSTW2008nlo PDF. The bottom panel shows the ratio of prediction to data. The light (dark) gray band includes the total (data statistical) uncertainty in the data in each bin.
$\sqrt{s} = 7 \text{ TeV}$ and $\sqrt{s} = 8 \text{ TeV}$, respectively, and the corresponding $p$ values are given in Table X. The predictions are calculated using the mass of the $t\bar{t}$ system as the dynamic scale of the process and the MSTW2008nnlo PDF [69] set. The NLO + NNLL calculation shows a good agreement in the $m_{t\bar{t}}$ spectrum and a large discrepancy for high values of $p_{T,t\bar{t}}$ in measurements at both $\sqrt{s} = 7 \text{ TeV}$ and $\sqrt{s} = 8 \text{ TeV}$. Figure 10 shows the comparison of a full NNLO calculation [82] to the $m_{t\bar{t}}$ and $|y_{t\bar{t}}|$ measurements at $\sqrt{s} = 8 \text{ TeV}$. The full NNLO prediction does not cover the highest bins in $m_{t\bar{t}}$ and $|y_{t\bar{t}}|$ and thus no prediction is shown in those bins.

The $\sqrt{s} = 7 \text{ TeV}$ results, together with previous results reported in $\ell + \text{jets}$ channel by ATLAS [8], are summarized with the SM predictions in Fig. 11. This direct comparison can be performed due to the same bin widths.
of the $t\bar{t}$-system observables used in both analyses. All distributions are plotted as ratios with respect to dilepton channel results. The normalized results from both the dilepton and $\ell^+\ell^-$ jets channels are consistent with each other in all $t\bar{t}$-system variables within the uncertainties of the measurements.

IX. CONCLUSIONS

Normalized differential $t\bar{t}$ production cross sections have been measured as a function of the invariant mass, the transverse momentum, and the rapidity of the $t\bar{t}$ system in $\sqrt{s} = 7$ and 8 TeV proton-proton collisions using the dilepton channel. The data correspond to an integrated luminosity of 4.6 and 20.2 fb$^{-1}$ for $\sqrt{s} = 7$ and 8 TeV.

### TABLE X.

Comparisons between the measured normalized cross sections and the QCD NLO + NNLL calculations at $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV. The NLO + NNLL predictions are calculated using the MSTW2008nnlo PDF. For each variable and prediction a $\chi^2$ and a $p$ value are calculated using the covariance matrix of each measured spectrum. The number of degrees of freedom is equal to one less than the number of bins ($N_b - 1$).

<table>
<thead>
<tr>
<th>QCD calculation</th>
<th>$m_{t\bar{t}}$</th>
<th>$p$</th>
<th>$\chi^2$/NDF</th>
<th>$p$</th>
<th>$\chi^2$/NDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLO+NNLL ($\sqrt{s} = 7$ TeV)</td>
<td>5.0/4</td>
<td>0.29</td>
<td>14.3/3</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>NLO+NNLL ($\sqrt{s} = 8$ TeV)</td>
<td>5.9/5</td>
<td>0.32</td>
<td>121.5/6</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

### FIG. 11.

Ratio of different theoretical predictions and the lepton + jets measurement [8] to the measurement of the normalized $t\bar{t}$ differential cross sections in the dilepton channel for (a) invariant mass ($m_{t\bar{t}}$), (b) transverse momentum ($p_{T,t\bar{t}}$) and (c) absolute value of the rapidity ($|y_{t\bar{t}}|$) of the $t\bar{t}$ system at $\sqrt{s} = 7$ TeV. Theoretical QCD calculations at NLO + NNLL level are also included in $m_{t\bar{t}}$ and $p_{T,t\bar{t}}$. All generators use the NLO CT10 [26] PDF, except for ALPGEN+HERWIG using the LO CTEQ6L1 PDF. The NLO + NNLL calculations use the MSTW2008nnlo PDF. The light (dark) gray band includes the total (data statistical) uncertainty in the data in each bin. The uncertainties on the two data measurements do not account for the correlations of the systematic uncertainties between the two channels.
respectively, collected by the ATLAS detector at the CERN LHC. The results complement the other ATLAS measurements in the lepton + jets channel using the 7 and 8 TeV data sets.

The predictions from Monte Carlo and QCD calculations generally agree with data in a wide range of the kinematic distributions. Most of the generators describe the $m_{t\bar{t}}$ spectrum fairly well in 7 and 8 TeV data. The $p_T^{t\bar{t}}$ spectrum in both 7 and 8 TeV data is well described by POWHEG+PYTHIA with $h_{\text{damp}} = m_t$ and MC@NLO+HERWIG but is particularly poorly described by POWHEG+PYTHIA with $h_{\text{damp}} = \infty$. For $|y_{t\bar{t}}|$, all of the generators predict higher cross sections at large $|y_{t\bar{t}}|$ than observed in data, and the level of agreement is improved when using NNPDF2.3 and HERAPDF1.5 PDF sets instead of CT10. The QCD calculation agrees well with data in the $NLO + \text{NNLL}$ accuracy for both NLO + NNLL and NNLO accuracy, while a large discrepancy for $p_T^{t\bar{t}}$ is seen at NLO + NNLL accuracy for both $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV. The results at both 7 and 8 TeV are consistent with the other ATLAS measurements in the lepton + jets channel.
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