Ab initio dipole surfaces, vibrationally averaged dipole moments, and infrared transition intensities for KCN and LiCN
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Using the rovibrational wave functions which have been obtained from ab initio potentials and making analytic fits to the ab initio calculated dipole surfaces, we have evaluated the dipole (transition) moments of KCN and LiCN for several vibrational states (for \( J = 0 \) and 1). The “exact” rotational transition intensities of the \( a \)-type transitions in (triangular) KCN and those of (linear) LiNC and LiCN can be rather accurately reproduced by a rigid rotor model with the vibrationally averaged dipole moments; for the (weak) \( b \)-type transitions in KCN this model breaks down, however. Although the bending motions in these cyanides have large amplitudes, the vibrational transition intensities in LiNC and LiCN conform to the harmonic oscillator model. In KCN, where the large amplitudes of the bending modes and their coupling with the \( K \)-CN stretch leads to significant anharmonic shifts in the transition frequencies, the harmonic intensity pattern is perturbed by Fermi resonances, for instance, between the stretch fundamental and the second bending overtone. We have also calculated the lifetime for radiative decay of (metastable) LiCN into LiNC: 24 s for the ground state, much less for vibrationally excited states.

I. INTRODUCTION

Recently much progress has been made in calculating rovibrational transition frequencies for systems with one or more large amplitude vibrational modes.1-5,10 These theoretically challenging systems have led to the development of new techniques to deal with the delocalized nature of their vibrational wave functions.

Experimental spectra, however, yield not only transition frequencies but also transition intensities. For rovibrational transitions in the infrared, these intensities contain information about both the potential energy and dipole surfaces. Inverting the experimental data in order to obtain these surfaces is generally too difficult. Much insight can be gained and the interpretation of experimental spectra can be facilitated by calculating these intensities from given dipole and potential energy surfaces. To our knowledge this has never been done for a floppy system where the results are potentially most rewarding because of the large area of the surface sampled and the large variations that can be expected between vibrationally averaged dipoles in different rovibrational states.

In their work on the potential energy surfaces of KCN6,10 and LiCN,17 Wormer and co-workers noted that their extended basis set SCF dipole moments could be well represented by the long-range expressions for the interactions between closed shell ions \( M^+ \) (\( M = K, Li \)) and \( CN^- \). This suggests that the dipole surface could be fitted for these systems using a partitioning between long and short range components similar to that used successfully for alkali cyanide potential energy surfaces.16,17

These surfaces have several interesting features. KCN is predicted to be triangular, in agreement with microwave experiments,18 with a low barrier of about 500 cm\(^{-1}\) at the isocyanide structure. LiCN is predicted to have a linear isocyanide structure in agreement with the analysis of a matrix isolation study19 and with recent molecular beam microwave measurements.20 However, the linear cyanide structure is also predicted to form a local minimum on the surface. These potential energy surfaces have been utilized in a series of calculations on the rovibrational states of KCN9,10 and LiCN15 which have shown that both molecules undergo large amplitude bending vibrations. In KCN tunneling through the linear barrier was found to be significant even in low lying excited vibrational states. In LiCN, both the isocyanide and cyanide minima were found to support localized vibrational states, whereas the vibrational states in the barrier region are a mixture of delocalized (free rotor) and localized states. In this work, we use the rovibrational wave functions generated in these studies to obtain vibrationally averaged dipoles and transition intensities for KCN and LiCN; to do this we fit analytic expressions to the calculated dipole surfaces of the two molecules.

The only gas phase infrared spectrum for KCN was recorded by Lerroi and Klemperer.21 They observed only one transition, at 207 ± 20 cm\(^{-1}\), between 200 cm\(^{-1}\) and the CN stretching mode at 2158 cm\(^{-1}\). This does not correspond with any of the fundamentals observed by Ismail et al.22 in their matrix isolation study or calculated9,10 using the surface of Wormer and Tennyson. It has been suggested that this transition corresponds to a bending overtone.9,10 If so, why should this overtone have enhanced intensity, greater, for example, than the stretching fundamental at about 290 cm\(^{-1}\),9-11,23 For LiCN the only infrared data available are from matrix isolation spectra.19 New measurements of KCN and LiCN gas phase spectra are to be expected, however.

Finally, we point out that HNC is well known as a reaction product which is metastable with respect to isomerization into HCN.23 Whether LiCN, which is less stable than LiNC, can be observed in the same way will depend on the
II. DIPOLE SURFACES

We follow the previous work on the alkali cyanides in defining a coordinate system,12 with \( r \) being the CN bond vector and \( R \) the vector connecting the \(^{12}\text{C}^{14}\text{N}\) center of mass with the metal ion. In body-fixed coordinates \( R \) is embedded along the \( z \) axis. The angle between \( r \) and \( R \) measured from carbon is \( \theta \). In body-fixed coordinates the other polar angle of \( r \) is \( \phi \) which can also be used to fully embed the coordinate system, for instance in the \( x-z \) plane.\(^11\)

In space-fixed coordinates the dipole can be written as a tensor of rank one as\(^24\)

\[
\mu_l(r,R) = \sum_{\lambda} B_{\lambda,l}(r,R) \mathcal{Y}_{\lambda,l}^* (\hat{r}, \hat{R}) ,
\]

where the coupled spherical harmonic is

\[
\mathcal{Y}_{\lambda,l}^* = \sum_{\mu,m} Y_{\lambda,m}(\hat{r}) Y_{l,m}(\hat{R}) \langle 1 \rangle_{\lambda} \mu m ,
\]

and the Clebsch–Gordan coefficient is conventional.\(^25\)

Use of the triangulation relations and the property that the dipole is antisymmetric under inversion reduces Eq. (1) to

\[
\mu_l(r,R) = \sum_{\lambda} \left[ B_{\lambda,-l}(r,R) \mathcal{Y}_{\lambda,-l}^* (\hat{r}, \hat{R}) + B_{\lambda,l+1}(r,R) \mathcal{Y}_{\lambda,l+1}^* (\hat{r}, \hat{R}) \right] .
\]

If the system is rotated so that \( R \) lies along the \( z \) axis and \( r \) in the \( xz \) plane this formula can be written in body-fixed coordinates as

\[
\mu_l(r,R) = \sum_{\lambda} B_{\lambda,l}(r,R) \mathcal{Y}_{\lambda,l}^* (\theta,0,0,0) \times D_{\lambda,\lambda}'(\alpha, \beta, \phi) ,
\]

where the angular functions \( \mathcal{Y}_{\lambda,l}(\theta,0,0,0) \) are now expressed in body-fixed angles, \( D_{\lambda,\lambda}'(\alpha, \beta, \phi) \) are rotation matrix elements and \( (\beta, \alpha) \) are the polar angles of \( R \) in the space-fixed system. Substituting the relation

\[
Y_{l,m}(0,0,0) = \left( \frac{2l+1}{4\pi} \right)^{1/2} \delta_{m,0}
\]

into Eq. (2), evaluating the Clebsch–Gordan coefficients and using Eq. (3) the expression for the dipole moment in body-fixed coordinates Eq. (4) becomes

\[
\mu_l(r,R) = \sum_{\lambda} \mu_{\lambda,l}(r,\theta,R) D_{\lambda,\lambda}'(\alpha, \beta, \phi) ,
\]

where the internal dipole moment \( \mu_{\lambda,l} \) is given by

\[
\mu_{\lambda,l}(r,\theta,R) = \sum_{k=0} \left( \frac{4\pi}{2\lambda+1} \right)^{1/2} C_{\lambda,0}(r,R) Y_{l,0}(\theta,0) ,
\]

\[
\mu_{\lambda,l}(r,\theta,R) = \sum_{\lambda} \left( \frac{2\pi}{2\lambda+1} \right)^{1/2} C_{\lambda,1}(r,R) Y_{l,1}(\theta,0) ,
\]

where

\[
C_{\lambda,0} = \left( \frac{-1}{4\pi} \right)^{3/2} \left[ (\lambda+1)^{1/2} B_{\lambda+1} - (\lambda)^{1/2} B_{\lambda-1} \right] ,
\]

\[
C_{\lambda,1} = \left( \frac{-1}{4\pi} \right)^{3/2} \left[ (\lambda-1)^{1/2} B_{\lambda+1} + (\lambda+1)^{1/2} B_{\lambda-1} \right] .
\]

These expressions for \( \mu_{\lambda,0}, \mu_{\lambda,1}, \) and \( \mu_{\lambda,-1} \) can be transformed into those for \( \mu_-, \mu_+, \) and \( \mu_0 \) by replacing the spherical harmonics in Eq. (6) by Tesseract harmonics. Since the triatomic lies in the body-fixed \( xz \) plane, \( \mu_0 \) is zero. Expressions for the other components are

\[
\mu_0(r,\theta,R) = \sum_{\lambda=0}^\infty C_{\lambda,0}(r,R) P_\lambda^0(\cos \theta) ,
\]

\[
\mu_+(r,\theta,R) = \sum_{\lambda=1}^\infty C_{\lambda,1}(r,R) P_\lambda^1(\cos \theta) ,
\]

in terms of associated Legendre functions.\(^23\) As all the potential energy and dynamical calculations were performed for fixed CN bond lengths \( r_0 \), we fit analytic expressions for \( C_{\lambda,\mu}(r=r_0,R) \) to the \( ab\) initio calculated dipole surface.

As \( R \) becomes large the dominant contributions to \( \mu \) are the dipole caused by the charge separation of \( M^+ \) and \( CN^- \) and the permanent \( CN^- \) dipole of 0.215 D with respect to its center of mass.\(^16\) This yields a first order expression for the long range contribution to the dipole moment:

\[
\mu_{L,R}(r,\theta) = eR + \mu_{CN} \cos \theta ,
\]

\[
\mu_{L,R}(r,\theta) = \mu_{CN} \sin \theta ,
\]

where \( e \) is the charge of an electron.

The leading second order long range dipole is caused by induction.\(^16,17\) However, the explicit inclusion of charge induced dipole contributions in the long range expression did not improve the resulting fits. Probably, if one wishes to include such terms with higher inverse powers of \( R \), they should be damped at smaller \( R \) (as it was done in fitting the LiCN potential surface\(^17\)). In our final fits these terms were omitted.

Having fixed the long-range contribution to the dipole as in Eq. (10), we define the short-range contribution by

\[
\mu^{SR} = \mu - \mu^{LR} ,
\]

\( \mu^{SR} \) is then fitted. This procedure accounts for possible truncation errors in \( \mu^{LR} \).

Wormer et al. potential energy (and dipole) calculations\(^16,17\) were performed at Gauss–Legendre integration points in the angle \( \theta \).\(^20\) The CN bond length was fixed at 2.186 \( a_0 \) and \( R = 4.5, 5.0 \) and 5.5 \( a_0 \) for KCN\(^16\) and \( R = 3.3, 3.8, 4.3, \) and 4.8 \( a_0 \) for LiCN.\(^17\)

This facilitates the computation of the coefficients in the Legendre expansion of Eq. (9), because using the orthogonality of associated Legendre functions, we can write

\[
C_{\lambda,\mu}^{SR}(R) = \left( \frac{2\lambda+1}{2} \right) \frac{[\lambda-\mu]!}{(\lambda+\mu)!} \int_0^1 \mu_{\mu}^{SR}(r,u) P_\mu(\theta) du ,
\]

where \( N \) point Gauss–Legendre integration scheme gives exact values for \( C_{\lambda,\mu}^{SR} \) for \( \lambda = 0 \) to \( N - 1 \) for \( \mu = 0 \) (\( z \) component) and \( \lambda = 1 \) to \( N - 1 \) for \( \mu = 1 \) (\( x \) component).\(^26\)
TABLE I. Short-range fit parameters for KCN.

<table>
<thead>
<tr>
<th>( \lambda = 0 )</th>
<th>( \lambda = 1 )</th>
<th>( \lambda = 2 )</th>
<th>( \lambda = 3 )</th>
<th>( \lambda = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{1,0} )</td>
<td>-1.039</td>
<td>8.606</td>
<td>-0.2968</td>
<td>1.562 \times 10^{-5}</td>
</tr>
<tr>
<td>( b_{1,1,0} )</td>
<td>-0.060 86</td>
<td>-0.8974</td>
<td>-0.1662</td>
<td>1.3811</td>
</tr>
<tr>
<td>( a_{1,1} )</td>
<td>0.1955</td>
<td>-4.733 \times 10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( b_{1,1,1} )</td>
<td>-0.1811</td>
<td>0.3665</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*See Eqs. (12) and (13).

These coefficients can be expected to have approximately an exponential dependence on \( R \), since the major short-range contributions will be the charge penetration and exchange terms due to overlap of the \( M^+ \) and \( CN^- \) charge distributions. This suggests an analytic form:

\[
C_{\lambda,\mu}^{SR}(R) = a_{\lambda,\mu} \exp\left( \sum_n b_{n,\lambda,\mu} R^n \right).
\]

We first consider the KCN dipole surface, as Wormer and Tennyson performed calculations for 26 geometries in the range \( R = 5 \) to 8\( a_0 \) besides those necessary for Gauss-Legendre integration. These points, which are not used for fitting, allow an assessment to be made of the fits. Inclusion of five terms, \( C_{0,0}^{SR} \) to \( C_{4,0}^{SR} \) in the expansion of \( \mu_z^{SR} \) and two terms \( C_{1,1}^{SR} \) and \( C_{2,1}^{SR} \) in the expansion of \( \mu_x^{SR} \) and a least-squares fit for \( a_{\lambda,\mu} \) and \( b_{n,\lambda,\mu} \) was found to give a good representation of the calculated points. The 50 points for KCN were fitted with an average deviation of 0.38\% (absolute deviation 0.019 a.u.) in \( \mu_z \) and 9.4\% (0.0067 a.u.) in \( \mu_x \). Maximum errors were 9.1\% (0.14 a.u.) in \( \mu_z \) for \( R = 8a_0, \theta = 90^\circ \) and 39\% (0.029 a.u.) in \( \mu_x \) for \( R = 4.5a_0, \theta = 13.1^\circ \). Fits which included explicit charge induced contributions to the long-range terms and/or an \( R^2 \) term in the exponent of Eq. (13) were found to be less satisfactory. Coefficients of higher \( \lambda \) terms in the expansion of \( \mu_x \) change sign with \( R \) and cannot be fitted to the form of Eq. (13). But, as \( \mu_z \) is at least 15 times larger than \( \mu_x \) and so dominates the total dipole, a more accurate fit of \( \mu_z \) seems unnecessary.

Table I lists the short-range parameters of Eq. (13) in the expression for the total dipole:

\[
\mu_z(R,\theta) = eR + \mu_{CN} \cos \theta + \sum_{\lambda=0}^{\infty} a_{\lambda,0} e^{b_{1,0,0} R^1} P_{\lambda}^0(\cos \theta),
\]

\[
\mu_x(R,\theta) = \mu_{CN} \sin \theta + \sum_{\lambda=1}^{\infty} a_{\lambda,1} e^{b_{1,1,0} R^1} P_{\lambda}^1(\cos \theta).
\]

The parameters of Table I do not lead to the correct asymptotic behavior as \( R \) becomes large, because not all exponents are negative; therefore this fit is expected to be accurate only in the range \( R = 4.5 \) to 8\( a_0 \). Figure 1 gives contour plots of the KCN dipole surface.

For KCN, the points on the dipole surface included in the fitting procedure were fitted with roughly the same accuracy as the other points. This suggests that the same fit procedure is appropriate for LiCN, where Essers et al. calculated only two extra points.17 Inclusion of four terms in the expansion of \( \mu_z^{SR} \) and two terms in the expansion of \( \mu_x^{SR} \) gave satisfactory results: An average deviation of 0.32\%...
The absorption coefficient for an electric dipole transition with radiation of frequency $\omega$ is given by first-order time-dependent perturbation theory as

$$K(\omega) = \frac{4\pi^2}{3\hbar c} \omega \delta(\omega - \omega_{mn}) \left( \frac{N_m}{g_m} - \frac{N_n}{g_n} \right) \sum_i \left| \langle \psi_m | \mu_j | \psi_n \rangle \right|^2,$$

where $N_m$ is the density of molecules in state $m$ (for which a Boltzmann distribution is usually assumed) and $g_m$ the degeneracy of $m$. $\psi_m$ is the wave function of a state with energy $E_m$. $i$ runs over the degenerate levels of this state. $\omega_{mn}$ is the transition frequency of the transition $m \rightarrow n$: $\omega_{mn} = (E_n - E_m)/\hbar$. $\mu$ is the dipole moment operator (all in cgs units). The summation in the golden rule expression Eq. (15) is often called the transition line strength.

The coefficient of spontaneous radiative decay of state $m$ into a lower lying state $n$ is given in the same units as $K(\omega)$.

$$A_{mn} = \frac{4\omega^3}{3\hbar c} \sum_i \left| \langle \psi_m | \mu_j | \psi_n \rangle \right|^2.$$

So we can write for the life time of state $m$

$$\tau_m = \left( \sum_n A_{mn} \right)^{-1}.$$

where the summation is over all levels into which state $m$ can decay.

The rovibrational calculations on KCN and LiCN by Tennyson and co-workers used symmetrized, close-coupling type basis sets, for which the acronym LC-RAMP (linear combination of radial and angular momentum product functions) has been proposed. In body-fixed coordinates, their rovibrational wave functions can be written

$$\Psi^{JM\nu}(\alpha, \beta, \phi, R, r, \theta) = \sum_{k,n} A_{kJ,n} R^{-1} \chi_n(R) \Psi_{j,k}^{JM}(\alpha, \beta, \phi, \theta),$$

where

$$\Psi_{j,k}^{JM}(\alpha, \beta, \phi, \theta) = \frac{N_{j,k}}{\sqrt{2}} \left[ D_{M,k}^{J*}(\alpha, \beta, \phi) P^J(\cos \theta) ight.$$

$$+ (-1)^p D_{M,-k}^{J*}(\alpha, \beta, \phi) P^{-J}(\cos \theta) \left] \right)\right.$$

(19a)

$$= N_{j,0} D_{M,0}^{J*}(\alpha, \beta, \phi) P^J(\cos \theta), \quad (k = 0)$$

(19b)

and

$$N_{j,k} = \left[ \frac{1}{32\pi^2} (2J + 1)(2j + 1) \left( \frac{j - k}{j + k} \right)^{1/2} \right].$$

(20)

In Eq. (16), $J$ is the total angular momentum and $|J+p|$ the parity of the wave function; $\nu$ numbers the vibrational levels for a given $(J,M,p)$. $P^J_\nu$ and $D_{M,k}^{J*}$ are associated Legendre functions and rotation functions, respectively, for which the conventions of Brink and Satchler are used.

From Eqs. (5)–(7), (14), and (16)–(20) the matrix elements of the dipole operator can be evaluated.
\[ \langle \psi_j^{J,M,p,m} | \mu_v | \psi_j^{J',M',p',m'} \rangle \]

\[ \times \left( \frac{1}{2} \right)^{\frac{1}{2}(J' + 1)} \sum_{\mu = -1}^{1} \sum_{k,j',n} a(j_j^{J',\mu} \lambda, \nu) b(\nu - k) \int \chi_n^*(R) C_{\lambda,\nu}(R) \chi_n(R) dR \]

\[ \times \delta(J' - 1, \lambda, \nu) \delta(J - 1, \mu) \delta(J - 1, \mu) \delta(J - 1, \mu) \]

where

\[ a(j_j^{J',\mu} \lambda, -1) = \frac{1}{\sqrt{2}} (2j_2 + 1)(2j_1 + 1) \lambda (\lambda + 1) \]

\[ b(0) = 1/\sqrt{2} , \]

\[ b(\neq 0) = 1 . \] (22)

The 3j-symbols are standard.\(^2\text{5}\) The integrals over \( R \) are calculated by an algorithm dependent on the form of the radial functions \( \chi_n \). In this case the form of LeRoy and Carley\(^1\) is used: The \( \chi_n \) are evaluated numerically on an equidistant grid in \( R \) and the radial integrals are calculated according­ly.\(^1,\text{10}\) The indices \( j \) and \( k \) of Eq. (15) correspond to \( (J,p,\nu) \) and \( (J',p',\nu') \), respectively; \( i \) and \( k \) run over all \( (2J + 1) \) and \( (2J' + 1) \) degenerate \( M \) and \( M' \) levels, respectively.

From Eq. (21) it can be seen that the following selection rules apply:

\[ J' - 1 < J < J' + 1 , \]

\[ \Delta J = 0 \Rightarrow \Delta p = 1 , \]

\[ \Delta J = 1 \Rightarrow \Delta p = 0 . \] (23)

In a rigid rotor formalism vibrationally averaged dipoles are found by considering pure rotational transitions and separating the rotational and vibrational matrix elements.\(^29,30\) Because of the coupling in the basis functions via \( k \) [see Eq. (19a)], such a separation between rotational and vibrational parts is not in general possible. The \( J = 0 \) eigenfunctions depend only on the internal coordinates, however, and \( J = 0 \) states could be called purely vibrational [see Eqs. (18)–(20)]. An approximate rotation-vibration separation can be achieved\(^9\) by assuming that the \( J > 0 \) states are described by the same \( J = 0 \) vibrational functions, multiplied by appropriate \( (a) \)symmetric top eigenfunctions (linear combinations of \( D_{J,k} \) in general). Vibrationally averaged dipole moments can thus be defined as expectation values over \( J = 0 \) states. Considering the basis used for expanding the wavefunctions, it is straightforward to compute expectation values of dipole components along the body-fixed axes used here. We find, from Eqs. (9), (18)–(20), for a given vibrational state \( v \), that

\[ \langle \mu_v \rangle = \sum_{j,j',0} (2j_2 + 1)(2j_1 + 1) A_{j,j',0} A_{j',j,0} \]

\[ \times \int \chi^*_n(R) C_{\lambda,\nu}(R) \chi_n(R) dR \int_{-\infty}^{\infty} P_j(u) P_{j'}(u) P_j(u) du . \] (24)

with \( v = 0 \) for \( \mu_z \) and \( v = 1 \) for \( \mu_x \).

**IV. KCN**

Calculations on \( J = 0 \) states were performed as in Ref. 10, but in body-fixed coordinates, with parameters \( J_{\text{max}} = 23, n_{\text{max}} = 11 \). As the information in Ref. 10 on the \( J = 1 \) levels is not sufficiently complete for our purpose, these levels are listed in Table III.

An approximate vibrational labeling scheme according to stretch \( (\nu_s) \) and bend \( (\nu_b) \) modes is introduced, which corresponds to the number of nodes in the \( R \) and \( \Theta \) directions, respectively. It is based on plots of the wave functions (see Ref. 10), energy level separations (see Fig. 3) and vibrational transition strengths (see below).

In the rigid rotor formalism KCN behaves as an asymmetric top. Therefore, standard asymmetric top labeling\(^29,30\) is used for the rotational transitions. These transitions can thus be called \( a \) or \( b \) type, according to the projections of the dipole operators involved onto the (vibrationally averaged) principal inertia axes.\(^9,18\) Table IV gives transition line strengths for \( J = 0 \)–1 transitions for the lowest ten vibrational states. As \( \mu_z \) is much larger than \( \mu_x \) and KCN is a near prolate symmetric top with its \( a \) axis almost coinciding with the body-fixed \( x \) axis, the \( a \)-type transitions are much stronger than the \( b \)-type ones. Table IV also contains results of calculations with neglect of the so-called "off-diagonal Coriolis terms."\(^11\) In this approach the KCN molecule is effectively approximated by a (prolate) symmetric top with its \( a \) axis along the \( z \) direction. The approximation works well for \( a \)-type transitions; \( b \)-type transitions are affected much more, because the projection of \( \mu_z \) on the \( b \) axis becomes larger than that of \( \mu_x \), even though the (vibrationally averaged) principal inertia frame makes only a small angle with the body-fixed frame. As can be seen in Table IV, \( \mu_z \) dominates both types of transitions, especially in the higher vibrational states.

The pure rotational transition

\[ (\nu_s,J,J,J,J) = (0,0,0) \rightarrow (v,1,1) \]

for an asymmetric top molecule correlates with the rovibrational transition

\[ (2\nu_s,J) = (2\nu,0) \rightarrow (2\nu + 1,1) \]

for a linear molecule.\(^31\) The increase of this transition fre-
The intensities of the \( \pi \)-type transitions are dominated by the vibrational motion on the rotational line strengths can be deduced by comparing the "exactly" calculated results with the rigid rotor model.

In the molecular beam experiments of van Vaals et al.,\textsuperscript{18,20} it was not possible to obtain accurate data on relative transition intensities. For KCN it was found, however, that \( a \)-type transitions are much stronger than \( b \)-type ones. This agrees with the results of Table IV. The discrepancy of about 10\% in rotational transition frequencies between \( ab \) and experimental results was analyzed by Tennyson et al.\textsuperscript{9-11}

It is associated with the inaccuracy of the equilibrium structure predicted by the potential surface of Wormer and Tennyson.\textsuperscript{16}

Table V lists vibrationally averaged dipole moments along the body-fixed axes. These agree rather closely with the dipole moments for the vibrationally averaged geometries,\textsuperscript{10} which are also shown in this table. The effect of the vibrational motion on the rotational line strengths can be deduced by comparing the 'exactly' calculated results with the line strengths calculated for a rigid rotor in the vibrationally averaged geometry. The latter calculation is rather simple. Expressions for the \( J = 0,1 \) eigenfunctions of an asymmetric top have been given explicitly.\textsuperscript{29,30} From these, the rotational line strengths \( S(J_k,k_1 \rightarrow J_{k_1},k_1) \) for \( J = 0 \rightarrow 1 \) transitions of a triatomic asymmetric top can be derived:

\[
S(0 \rightarrow 1) = \mu_k^2, \quad S(0 \rightarrow 1) = \frac{1}{2} \mu_k^2 .
\]

The position of the principal inertia axes in the vibrationally averaged geometry is easily computed, if we define the average geometry in terms of the parameters \( (R^2) \) and \( \cos \theta \) and take the values for these parameters given by Tennyson and van der Avoird.\textsuperscript{10} (It would be better to calculate directly the vibrationally averaged inverse inertia tensor,\textsuperscript{9} but, for the basis used, some matrix elements are singular then.)

Projecting \( \langle \mu_x \rangle \) and \( \langle \mu_y \rangle \) on the principal axes, gives us the rigid rotor values \( \mu_a \) and \( \mu_b \).

Comparing the rigid rotor line strengths given in Table V with the exact ones in Table IV, we find good agreement for \( a \)-type transitions, but large differences for \( b \)-type transitions. The rigid rotor model predicts the \( b \)-type transitions by an order of magnitude too weak. So, the fact that these transitions could actually be observed in KCN,\textsuperscript{18} is to some extent related with the large amplitude bending motions, for which it is essential to include rotation-vibration coupling. The intensities of the \( b \)-type transitions are dominated by the (vibrationally averaged) projection of \( \mu_a \) on the \( b \) axis.

At low temperature only the vibrational ground state is significantly populated. Table VI gives line strengths for vibrational transitions from the ground state, accompanied by a \( J = 0,1 \) rotational transition. The rotational fine structure of these bands will be very complicated as the rotational constants, depending on the vibrational states, vary at least as much as the rotational line splittings. In general, \( \mu_a \) will be most strongly sampled by \( a \)-type rovibrational transitions, so these will dominate the bands. A reasonable assumption is that the relative value of equivalent rotational transitions is a good measure for the relative intensities of the whole bands.

Three vibrational transitions are far more intense than the rest. Two of these are the bending fundamentals \((v_1, v_b)\)
Their assignment of fundamentals was found to be in agreement with the ab initio results, but relative intensities have not been published. An extra peak due to Fermi resonance has not been mentioned.

Next, we look at the (high-temperature) gas phase spectrum of KCN. Figure 4 shows the relative absorption coefficients for \((v_s,v_b,J = 0) \rightarrow (v_s',v_b',J = 1)\) transitions between the first ten vibrational levels at a temperature of 750 K. This spectrum is of course incomplete because at this temperature more than ten levels are significantly populated. Calculating these higher levels will be rather difficult, because it requires an enlargement of the basis set used by Tennyson and van der Avoird\(^\text{15}\) and a corresponding increase in the cost of the dynamical calculations.

It can be seen from Fig. 4 that, due to the irregular spacings between the vibrational levels caused by the strong interaction between bend and stretch modes, transitions are relatively well separated. Many transitions are shifted significantly, as compared to the harmonic model. Several bending overtones interact with nearby stretching levels and thus pick up some intensity.

There is little experimental data available on the gas-phase spectrum of KCN. Leroi and Klemperer\(^\text{21}\) found only one transition, at 207 \(\text{cm}^{-1}\) (gas temperatures 800 and 1000 \(\text{K}\)). The suggestion that this transition corresponds

---

<table>
<thead>
<tr>
<th>Vibrational level</th>
<th>(\langle \mu_a \rangle)</th>
<th>(\langle \mu_a' \rangle)</th>
<th>(\mu_a)</th>
<th>(\mu_a')</th>
<th>Rigid rotor line strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0,0))</td>
<td>4.413</td>
<td>-0.1056</td>
<td>4.409</td>
<td>-0.1069</td>
<td>19.49</td>
</tr>
<tr>
<td>((0,1))</td>
<td>4.466</td>
<td>-0.0973</td>
<td>4.470</td>
<td>-0.0988</td>
<td>19.95</td>
</tr>
<tr>
<td>((0,2))</td>
<td>5.277</td>
<td>-0.0875</td>
<td>4.534</td>
<td>-0.0916</td>
<td>20.50</td>
</tr>
<tr>
<td>((1,0))</td>
<td>4.487</td>
<td>-0.0973</td>
<td>4.480</td>
<td>-0.1016</td>
<td>20.14</td>
</tr>
<tr>
<td>((0,3))</td>
<td>5.455</td>
<td>-0.0853</td>
<td>4.550</td>
<td>-0.0882</td>
<td>20.66</td>
</tr>
<tr>
<td>((0,4))</td>
<td>6.530</td>
<td>-0.0675</td>
<td>4.668</td>
<td>-0.0706</td>
<td>21.62</td>
</tr>
<tr>
<td>((1,1))</td>
<td>5.658</td>
<td>-0.0837</td>
<td>4.567</td>
<td>-0.0882</td>
<td>20.87</td>
</tr>
<tr>
<td>((0,5))</td>
<td>4.693</td>
<td>-0.0591</td>
<td>4.722</td>
<td>-0.0597</td>
<td>22.02</td>
</tr>
<tr>
<td>((0,6))</td>
<td>4.675</td>
<td>-0.0645</td>
<td>4.705</td>
<td>-0.0677</td>
<td>21.85</td>
</tr>
<tr>
<td>((1,2))</td>
<td>4.608</td>
<td>-0.0771</td>
<td>4.609</td>
<td>-0.0826</td>
<td>21.24</td>
</tr>
</tbody>
</table>

* Dipole moments in vibrationally averaged geometry (Ref. 10).

---

TABLE VI. Vibrational transitions for KCN from the ground state, accompanied by a \(J = 0, 1\) rotational transition.

<table>
<thead>
<tr>
<th>Vibrational level</th>
<th>(J_{K,K'} \rightarrow J_{K',K''})</th>
<th>(J_{K,K'} \rightarrow J_{K',K''})</th>
<th>Line strength (\times 10^2)</th>
<th>Line strength (\times 10^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0,1))</td>
<td>(0_0)</td>
<td>(1_0)</td>
<td>0.542</td>
<td>0.540</td>
</tr>
<tr>
<td>((0,1))</td>
<td>(1_0)</td>
<td>(1_1)</td>
<td>0.540</td>
<td>0.542</td>
</tr>
<tr>
<td>((0,2))</td>
<td>(0_0)</td>
<td>(1_0)</td>
<td>0.002 79</td>
<td>0.003 06</td>
</tr>
<tr>
<td>((0,2))</td>
<td>(1_0)</td>
<td>(1_1)</td>
<td>0.004 71</td>
<td>0.005 03</td>
</tr>
<tr>
<td>((1,0))</td>
<td>(0_0)</td>
<td>(1_0)</td>
<td>0.788</td>
<td>0.791</td>
</tr>
<tr>
<td>((1,0))</td>
<td>(1_0)</td>
<td>(1_1)</td>
<td>1.241</td>
<td>1.246</td>
</tr>
<tr>
<td>((0,3))</td>
<td>(0_0)</td>
<td>(1_0)</td>
<td>0.442</td>
<td>0.444</td>
</tr>
<tr>
<td>((0,3))</td>
<td>(1_0)</td>
<td>(1_1)</td>
<td>0.604</td>
<td>0.607</td>
</tr>
<tr>
<td>((0,4))</td>
<td>(0_0)</td>
<td>(1_0)</td>
<td>0.014 8</td>
<td>0.015 0</td>
</tr>
<tr>
<td>((0,4))</td>
<td>(1_0)</td>
<td>(1_1)</td>
<td>0.021 8</td>
<td>0.022 2</td>
</tr>
<tr>
<td>((1,1))</td>
<td>(0_0)</td>
<td>(1_0)</td>
<td>0.007 33</td>
<td>0.007 44</td>
</tr>
<tr>
<td>((1,1))</td>
<td>(1_0)</td>
<td>(1_1)</td>
<td>0.009 77</td>
<td>0.009 99</td>
</tr>
</tbody>
</table>
FIG. 3. KCN lowest vibrational levels as calculated by Tennyson and Van der Avoird, labeled with stretch and bend quantum numbers.

with the second bending overtone is made highly improbable by the results of Fig. 4. Also the CN stretch frequency of Ref. 21 does not agree with the matrix spectrum of Ismail et al. (it lies about 100 cm$^{-1}$ higher). Therefore, we support the suggestion of the latter authors that the “KCN spectrum” of Ref. 21 actually relates to a different molecule.

V. LiNC

According to the dynamical calculations lithium cyanide behaves as a linear molecule with equilibrium LiNC (isocyanide) structure. The pure rotational spectrum is therefore much simpler than for KCN. Table VII gives the calculated transition line strengths for $J = 0 \rightarrow 1$ transitions and vibrationally averaged dipole moments for the lowest 10 $J = 0$ states (using the $j_{\text{max}} = 28$, $n_{\text{max}} = 12$, $\theta_f = 110^\circ$ basis of Ref. 12). The vibrational labeling scheme is the same as used for KCN and the rotational labeling is common for a linear molecule. As expected, the vibrationally averaged dipole along the $z$ axis decreases with increasing bending excitation as a larger area in $\theta$ is probed and $\langle R \rangle$ decreases (see Fig. 2). Conversely, it increases with increasing stretching excitation. These effects are confirmed by comparing $\langle \mu_z \rangle$ with $\mu_z(\langle R \rangle)$ in Table VII. The vibrationally averaged dipole component along the x axis is very small indeed due to the fact that for $\theta > 90^\circ$ long- and short-range terms have opposite sign and almost cancel. The $\mu_x$ component can practically be neglected for the transition intensities.

The effect of what is called neglect of off-diagonal Coriolis terms is to omit all nondiagonal terms in the total angular momentum operator components $J_i$. In the three angle embedding of Tennyson and Sutcliffe [see Eq. (15) of Ref. 11] this implies, besides neglecting coupling terms between internal (vibrational) operators and $J_i$, also the neglect of nondiagonal $J_i J_j$ terms (i.e., in the rotational energy). In a linear molecule this results in underestimating centrifugal terms and localizing the vibrational wave function somewhat more about the linear axis, leading to a higher average dipole. The effect increases with bending excitation, since for larger deviation from the linear configuration, $J_x J_y$ cross terms become relatively more important (see Table VII, second column).

Energy/cm$^{-1}$
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FIG. 4. Relative absorption coefficients of KCN for rovibrational $J = 0 \rightarrow 1$ transitions between the lowest ten vibrational ($v_r, v_b$) levels. Energy level populations are given by the Boltzmann distribution at a temperature $T = 750$ K.
TABLE VII. Line strengths for pure rotational \((J, k') = (0, 0') \rightarrow (1, 0')\) and transitions and vibrationally averaged dipole moments of LiNC (in a.u.).

<table>
<thead>
<tr>
<th>((v_i, v_k))</th>
<th>Full</th>
<th>No Coriolis</th>
<th>Rigid rotor</th>
<th>(\mu_i)</th>
<th>(\mu_i(R))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>12.13</td>
<td>12.14</td>
<td>12.15</td>
<td>3.486</td>
<td>0.0127</td>
</tr>
<tr>
<td>(0, 2)</td>
<td>11.86</td>
<td>11.92</td>
<td>11.93</td>
<td>3.454</td>
<td>0.0203</td>
</tr>
<tr>
<td>(0, 4)</td>
<td>11.52</td>
<td>11.65</td>
<td>11.65</td>
<td>3.413</td>
<td>0.0235</td>
</tr>
<tr>
<td>(0, 6)</td>
<td>11.09</td>
<td>11.30</td>
<td>11.30</td>
<td>3.362</td>
<td>0.0236</td>
</tr>
<tr>
<td>(1, 0)</td>
<td>12.35</td>
<td>12.38</td>
<td>12.38</td>
<td>3.519</td>
<td>0.0131</td>
</tr>
<tr>
<td>(0, 8)</td>
<td>10.55</td>
<td>10.85</td>
<td>10.85</td>
<td>3.294</td>
<td>0.0201</td>
</tr>
<tr>
<td>(0, 10)</td>
<td>9.87</td>
<td>10.31</td>
<td>10.30</td>
<td>3.210</td>
<td>0.0120</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>12.07</td>
<td>12.15</td>
<td>12.16</td>
<td>3.487</td>
<td>0.0205</td>
</tr>
<tr>
<td>(0, 12)</td>
<td>9.35</td>
<td>9.90</td>
<td>9.89</td>
<td>3.145</td>
<td>0.000222</td>
</tr>
<tr>
<td>(1, 4)</td>
<td>11.71</td>
<td>11.84</td>
<td>11.86</td>
<td>3.444</td>
<td>0.0233</td>
</tr>
</tbody>
</table>

The rigid rotor rotational line strength for a \((J_K = 0_0 \rightarrow 1_0)\) transition for a linear molecule can easily be derived:

\[
S(0_0 \rightarrow 1_0) = \mu_z^2,
\]

where \(z\) is the linear axis.

Taking the vibrational average \(\langle \mu_z \rangle\) as the rigid rotor dipole moment, we obtain the line strengths listed in Table VII, third column. They agree quite well with the exact values of Table VII and they are practically identical to the values calculated neglecting the off-diagonal Coriolis terms. This can be understood by evaluating expressions (21) and (22) for a \(J_K = 0_0 \rightarrow 1_0\) transition and making the latter approximation. This leads to an expression similar to Eq. (26), but with \(\mu_z\) given by \(\langle \phi_{0,0} | \mu_z | \phi_{1,0} \rangle\), where \(\phi_{J,K}(R, \theta)\) is the internal part of the corresponding wave function. Since \(\phi_{0,0}\) is almost identical to \(\phi_{1,0}\), the observed agreement is explained.

Table VIII gives line strengths for vibrational transitions from the ground state, accompanied by a \(J = 0, 1\) rotational transition. Transitions are marked parallel (\(\parallel\)) for \(\Delta k = 0\) and perpendicular (\(\perp\)) for \(\Delta k = \pm 1\). As can be seen from this table LiNC behaves as a perturbed harmonic oscillator. The fundamental bend and stretch transitions are by far the most intense and overttones are very weak. The energy splitting between bending overtones varies gradually by less than 10%. The separation between bending and stretching modes is very clear. In spite of this behavior, the amplitudes, even in the lower lying vibrational states, are large, however, e.g., for \(v_i, v_k, J = (0, 8, 0)\) \(\langle R \rangle = 4.17a_0\), \(\langle \theta \rangle = 146^\circ\) as compared to the ground state values \(\langle R \rangle = 4.35a_0\), \(\langle \theta \rangle = 169^\circ\).

Ismail et al. measured a matrix isolation spectrum of LiNC.19 Again, the assignment of fundamentals is found to be in agreement with our calculations, but no relative intensities have been given.

The vibrational spectrum at higher temperature is easily understood from the previous results. Transitions with \(\Delta v_b = 1\) or \(\Delta v_s = 1\) are most intense, others are weak. Especially, the stretch transitions are very strong, as can be expected for an ionic molecule. As the energy spacings between higher levels decrease, the transitions between these appear on the lower frequency side of the corresponding transitions from the ground state. Because of the regularity in the spacings, the separation between corresponding transitions is not very large, however (see also Fig. 4 of Ref. 12).

VI. LiCN

A linear LiCN isomer was predicted by Brocks and Tennyson,12 with ground state energy 2286 cm\(^{-1}\) above the LiNC ground state energy. The barrier to isomerization is at 3377 cm\(^{-1}\) above the LiNC ground state and because appreciable tunneling starts at approximately 200 cm\(^{-1}\) below the top of the barrier, the isomerization process could be observed at high temperature only.

It might be possible, however, that some chemical reactions can be found which yield the cyanide isomer LiCN as a product. Whether LiCN can actually be observed then depends on its lifetime. In a molecular beam this lifetime is probably determined by the half-lifetime for spontaneous radiative decay of LiCN into LiNC. In the gas phase collisional processes will be important as well but their effect on the LiCN lifetime will be hard to assess theoretically. Table IX gives the radiative decay life times for the lowest vibrational
TABLE IX. Half-lifetimes for LiCN vibrational states ($J = 0$), vibrationally averaged dipole moments and line strengths for rotational ($J, k^* = (0, 0^*)$)$\rightarrow$$(1, 0^*)$ transitions.

<table>
<thead>
<tr>
<th>($v_x, v_y$)</th>
<th>$\tau$ (s)</th>
<th>$\langle \mu_x \rangle$</th>
<th>$\langle \mu_y \rangle$</th>
<th>Line strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>24.5</td>
<td>3.709</td>
<td>-0.0430</td>
<td>13.75</td>
</tr>
<tr>
<td>(0, 2)</td>
<td>0.46</td>
<td>3.675</td>
<td>-0.0756</td>
<td>13.41</td>
</tr>
<tr>
<td>(0, 4)</td>
<td>0.80 $\times 10^{-5}$</td>
<td>3.632</td>
<td>-0.0989</td>
<td>13.04</td>
</tr>
<tr>
<td>(1, 0)</td>
<td>1.07</td>
<td>3.736</td>
<td>-0.0431</td>
<td>13.95</td>
</tr>
</tbody>
</table>

($J = 0$) LiCN states (calculated with $j_{max} = 44$, $n_{max} = 15$, $\theta_f = 70^\circ$ basis of Ref. 12.) The summation in Eq. (17) goes over all LiNC ($J = 1$) states lower in energy than the particular LiCN state considered. Table IX shows that the LiCN ground state has a sufficiently long life time for its rotation spectrum to be observed. The life time of the higher states decreases rapidly with increasing excitation level. It is unlikely, therefore, that rotation spectra for these higher levels can be measured. On the other hand, the fundamental vibrational bands from the LiCN ground state will not be strongly broadened yet and it might be possible to measure a vibrational spectrum, just as for HNC (which is the metastable isomer of HCN). For the sake of completeness, Table IX gives vibrationally averaged dipole moments and rotational line strengths of LiCN (calculated with the $j_{max} = 28$, $n_{max} = 12$, $\theta_f = 40^\circ$ basis of Ref. 12). The vibrationally averaged dipole moments behave like those of LiNC. Fundamental transitions are strong, others are weak. Line strengths for the transitions ($v_x, v_y$, $J, k^* = (0, 0, 0^*)$)$\rightarrow$(1, 1, 1$^*$) and (0, 0, 0$^*$)$\rightarrow$(1, 0, 0$^*$) are 0.0277 and 0.0117 a.u., respectively.

VII. CONCLUSIONS

In this study we have performed calculations on rovibrational transition intensities for the lithium and potassium cyanides. We have used an analytical dipole surface fitted to calculated SCF dipole moments and rovibrational wave functions from LC-RAMP calculations. The vibrationally averaged dipole moments follow closely the dipole moments for vibrationally averaged geometries. The intensities of the rotational transitions calculated from these vibrationally averaged dipole moments in a rigid rotor model are compared with the results of the full calculations including the vibration-rotation coupling. For LiNC, LiCN and the $a$-type transitions in KCN they are in good agreement; for $b$-type transitions in KCN the rigid rotor model predicts the intensities too weak by an order of magnitude. For both KCN and LiNC the transition strengths are dominated by the dipole component along the body-fixed $z$ axis, which in the long range is given by the charge separation.

The vibrational spectrum of KCN is not very regular in appearance, due to strong interactions between bending and stretching modes. This results in large shifts in energy levels and irregular spacings between them. In particular there is a strong Fermi resonance between the stretch fundamental and the second bending overtone, by which the latter steals considerable intensity from the first. Also, many of the higher transitions pick up some intensity by resonance effects. On the other hand, in LiNC bending and stretching motions are well separated in the lower lying vibrational levels. Fundamental transitions are by far the most intense.

A metastable LiCN molecule was predicted by Brocks and Tennyson. The present results show that, if this LiCN molecule could be prepared by some chemical reaction, the ground state is sufficiently stable against spontaneous radiative decay, to be observed (half-lifetime 24.5 s).

Experimental data on vibrational transitions for these molecules is very limited yet. It will be useful to try and obtain gas phase infrared spectra. In view of future experiments it is useful to make estimates of the accuracy of our predictions. The potential surfaces and the dipole surfaces for KCN and LiCN have been obtained from good quality (extended basis set) SCF-LCAO calculations. Even though electron correlation effects are not expected to be very important for the strong (ionic) interactions in these $K^+CN^-$ and $Li^+CN^-$ species, they may still affect rotation barriers, etc., but it is difficult to assess to what extent. The accuracy of the dipole surface can be estimated (at the SCF level) by looking at the so called basis set superposition error. For KCN it has been found that this error is 6.5% in $\mu_z$ and 14.5% in $\mu_x$ of the short range dipole contributions [cf. expressions (10), (11), and (14)] near the equilibrium structure ($R = 5.04a_0$, $\theta = 90^\circ$), while it is 8.5% in $\mu_z$ and 17% in $\mu_x$ at a larger distance ($R = 8a_0$, $\theta = 90^\circ$). Further errors due to the analytic fit of the potential and dipole surfaces have been indicated in detail in Refs. 16 and 17 and in Sec. II of this paper. They are such that we estimate the overall error in our dipole surface to be of the order of 10% of the short range contributions (except when the latter become very small), apart from possible correlation effects. Therefore, we have effectively changed the short range contributions by 10% and looked at the effect on the calculated observables. The transition strengths of the rotational transitions in KCN change by 3% and 10% for $a$- and $b$-type transitions, respectively, while the more intense vibrational transitions change by less than 4%. In LiNC a similar change alters the rotational transition strengths by about 6% and the vibrational ones by 1.3% and 14% for the stretch and bending fundamentals, respectively (which are the only strong transitions in LiNC from the ground state). The radiative lifetime of LiCN changes from 24.5 to 24.4 s. So, on the whole, we conclude that the properties of KCN and LiCN that we have calculated are not very sensitive to possible errors in the dipole surface, because they are dominated by the long range (ionic) contributions to the dipoles.
Additional inaccuracies in our results arise from the use of incomplete basis sets in the dynamical calculations of the rovibrational states. However, we have checked that increasing \( j_{\text{max}} \) from 23 to 28 in the RAMP basis of KCN causes negligible change in any of the calculated intensities (or frequencies). Although the lifetime of LiCN is expected to depend sensitively on the rovibrational wave functions, increasing \( y_{\text{max}} \) from 44 to 46 in the LiCN calculations, just alters this lifetime from 24.5 to 24.8 s. Thus we think that it is worth comparing our calculated data to the results of future experiments on KCN and LiCN, in order to assess the remaining uncertainty in the calculated potential surfaces. Moreover, we expect that the present calculations will be helpful in unraveling the spectra to be measured.