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ABSTRACT

Despite a series of attacks, MIFARE Classic is still the world’s most widely deployed contactless smartcard on the market. The Classic uses a proprietary stream cipher CRYPTO1 to provide confidentiality and mutual authentication between card and reader. However, once the cipher was reverse engineered, many serious vulnerabilities surfaced. A number of passive and active attacks were proposed that exploit these vulnerabilities. The most severe key recovery attacks only require wireless interaction with a card. System integrators consider such card-only attacks as one of the most serious threat vectors to their MIFARE Classic-based systems, since it allows the adversary to avoid camera detection, which is often present at an access control entrance or public transport gate. However, all card-only attacks proposed in the literature depend on implementation mistakes which can easily be mitigated without breaking backwards compatibility with the existing reader infrastructure.

Consequently, many manufacturers and system integrators started to deploy “fixed” MIFARE Classic cards which are resilient to such vulnerabilities. However, these countermeasures are rather palliating and inadequate for a cryptographically insecure cipher such as CRYPTO1. In support of this proposition, we present a novel cipher-text card-only attack that exploits a crucial and mandatory step in the authentication protocol and which solely depends on the cryptographic weaknesses of the CRYPTO1 cipher. Hence, in order to avoid this attack, all cards and readers should be upgraded to support an alternative authentication protocol which inherently breaks their backwards compatibility. Our attack requires only a few minutes of wireless interaction with the card, in an uncontrolled environment and can be performed with consumer-grade hardware. The information obtained allows an adversary to drop the computational complexity from $2^{48}$ to approximately $2^{30}$, which enables us to practically recover a secret key from a hardened MIFARE Classic card in about 5 minutes on an single core consumer laptop.
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1 Introduction

MIFARE Classic cards occupy a considerable part of the contactless smartcard market. Such cards offer, in addition to simple identification, a modest amount of memory and cryptographic capability, making them suitable for applications such as access control and fare collection systems.

The MIFARE Classic cards are still widely deployment in many public transport payment systems. Examples of such systems include the Oyster Card\(^1\) in London, the Charlie Card in Boston\(^2\), the EasyCard in Taiwan\(^3\), and the OV-chipkaart in the Netherlands\(^4\). In addition to public transport, it is also still used for contactless access control systems, integrated in many office buildings, including even high-security facilities such as ministries, banks, prisons and nuclear power stations.

MIFARE Classic cards are compatible with parts 1 to 3 of the ISO/IEC 14443-A standard [ISO01], specifying physical characteristics, radio frequency interface and the anticollision protocol. However, part 4 of the standard, describing the transmission protocol, is not implemented. Instead, it uses its own secure communication layer. In this layer, MIFARE Classic cards communicate encrypted by using a proprietary stream cipher, named CRYPTO1, to provide data confidentiality and mutual authentication between card and reader. The manufacturer, NXP Semiconductors, never publicly released details of the cipher, nor the communication layer used in MIFARE Classic. However, both have been successfully reverse engineered and their workings are published in the literature [NESSP08, GKG08].

Shortly after reverse engineering, serious vulnerabilities were identified and several attacks surfaced that demonstrated to be mountable in practice. For instance, the attacks described in [GKG08] and [KGHG08] enable an adversary to recover encryption keys used during communication and manipulate the related data segments on the card. This allows the adversary to (partially) clone the card. However, all the attacks mentioned above require the adversary to have access to a legitimate reader, or eavesdrop\(^5\).

\(^1\)http://oyster.tfl.gov.uk
\(^2\)http://www.mbta.com/fares_and_passes/charlie
\(^3\)http://www.easycard.com.tw
\(^4\)http://www.ov-chipkaart.nl
on genuine communication. Not long after, several attacks were proposed [GRVS09, Cou09, CHC+14] which demonstrate how to recover all encryption keys, and hence clone a full card, only by wirelessly interacting with it. These card-only attacks are the most effective way for an adversary to compromise the security of a MIFARE Classic based system. Since a perpetrator can perform such an attack in an isolated, non-controlled environment, they cause the maximal amount of damage against the least possibility of detection.

Interestingly, all card-only attacks proposed in the literature rely on non-cryptographically related implementation flaws. Moreover, these implementation issues can be mitigated by issuing replacement cards where such flaws are removed, without even breaking backwards compatibility to the original MIFARE Classic cards. However, these replacement cards do not provide a solution to the actual problem, which is the insecurity of the underlying cryptographic algorithm and authentication protocol.

Table 1.1 gives a (non-exhaustive) overview of MIFARE Classic compatible cards, together with revisions made to the original MIFARE Classic card with respect to security.

Table 1.1: The MIFARE Classic compatible cards

<table>
<thead>
<tr>
<th>Card</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIFARE Classic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIFARE Classic EV1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MIFARE Plus in security level 1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MIFARE Classic SmartMX in Classic mode</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NFC controllers with MIFARE Classic card emulation</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Third party licensed products, such as the Infineon SLE-66</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MIFARE Classic clones, such as the Fudan FM11RF08</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Newer clones, used in Taiwan EasyCard 2.0</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

*Has a proper pseudo-random number generator

Contribution In this paper we propose a ciphertext-only attack against MIFARE Classic cards, which only requires wireless interaction with the card for a few minutes with consumer-grade hardware. We have fully implemented and tested our attack in practice and recovered secret keys within minutes from various hardened MIFARE Classic cards. In order to give a better estimate of the average running-time, theoretical boundaries and a performance analysis based on simulations are given in this paper.

The attack proposed in this paper requires the adversary to know at least one single key in advance. In practice, however, this typically the case. The first key can be retrieved by eavesdropping only one genuine authentication or two failed authentication attempts, see [VKGG12, GKGV12, GKGM+08] for more details. However, in many situations, this is not necessary since most deployed systems leave default keys intact for unused sectors. Additionally, nearly all deployed systems that use key diversification leave at least one sector key non-diversified, namely for storing the diversification information. Moreover, the manufacturer guidelines for system integrators [MAD07] especially recommends this.

Overview This paper is organized as follows. Section 2 gives a broad overview of the literature related to attack stream ciphers in general and the more closely related papers that also attack the MIFARE Classic cryptosystem. Section 3 introduces the memory layout, cipher description and authentication protocol that is used by a MIFARE Classic card. Vulnerabilities to the MIFARE Classic cryptosystem are addressed in Section 4. Then, a novel method to attack the cipher is proposed in Section 5, which is followed by Section 6 where we analyze the performance of the attack. Finally, a summary of the attack and its practical implications are given in Section 7.

2 Related work

In this section we first explore similar general attack techniques and then highlight the different methods that were proposed in the literature to attack a MIFARE Classic card. For each previously proposed attack we analyze its significance and the corresponding practical implications.

2.1 General Stream Cipher attacks

In the last decades there are three main techniques introduced to attack LFSR-based stream ciphers, such as the one used in a MIFARE Classic card. First, the guess-and-determine attack can be mounted if the cipher does not use its complete internal state to compute a keystream bit, despite several well-known historical recommendations in the literature [Kuh88, And91, Gol96]. Besides the MIFARE Classic cryptosystem, many proprietary LFSR-based stream ciphers [Go97, DHV+12, VGB12] lack this property and are therefore vulnerable to partial and incremental internal state guessing. Secondly, there is the correlation attack, which was originally proposed by Siegenthaler [Sie84, Sie85] and later improved by others [MS88, And91, CS91, CCCC92, JJ00, CJC02]. It exploits the weakness of a relation between the internal state bits and the keystream. The filter function of the MIFARE Classic cryptosystem uses some input bits which are more influencing than others. This allows for a similar correlation attack to be mounted. Finally, more recently, various algebraic attacks on general stream ciphers were proposed [CP02, AK03, FJ03, CM03].

A property of a linear Boolean function is the possibility to postpone an evaluation. Computational problems which are formalized during a cryptographic attack can be written as a system of Boolean equations [TT80]. Instead of computing the outcome directly, a combination of these equations can be solved by well-known techniques such as Gaussian elimination [Hil29, Mul56, Mar57, Str60]. Because of the regularity of the chosen indexes of the filter function inputs, the MIFARE Classic cryptosystem is particularly vulnerable to these attacks.

2.2 Attacks on MIFARE Classic

Keystream recovery attack The first practical attack against MIFARE Classic was carried out in [KGHG08]. It recovers the uses keystream in a transaction between a reader and a card. Due to a weak pseudo-random number generator (PRNG), the resulting keystream can be kept constant and reused by a malleability attack. For such an attack knowledge about the secret key and encryption algorithm is not required.

Genuine reader attacks The inner workings of CRYPTO were reverse engineered shortly after the first attack. The Linear Feedback Shift Register (LFSR) is available in [NESP08] and the non-linear filter function and authentication protocol are shown in [GKGM+08]. The latter posed a serious attack that exploited weaknesses in the filter function, allowing an adversary to invert the filter function in an extremely efficient way. This enables an adversary to recover the secret key from a single captured authentication session within a fraction of a second on ordinary hardware.
Card-only attacks A number of attacks that require only interaction with a card were introduced by Garcia, van Rossum, Verdult and Wichers Schreur in [GRVS09]. The first can be mounted against a single authentication and requires precomputation tables. The knowledge of one sector key allows for their second attack, which is mounted against a nested authentication, it is extremely fast, and does not require precomputation tables. The attack against a single authentication was improved by Courtois [Cou09]. This attack does not require any precomputation and is faster than the one proposed by Garcia et al.

More recently, Chiu, Hong, Chou, Ding, Yang and Cheng [CHC14] proposed a card-only attack that does not depend on a weak random number generator, instead it exploits another implementation mistake, the encrypted error code response. Unfortunately, this attack requires a large amount of online generated traces which significantly increases the total running time of their attack.

In fact, all card-only attacks that are proposed in the literature depend on either a weak random number generator, or keystream leakage through known error messages, or both. A straightforward solution against these attacks is to replace the vulnerable cards with modified cards that do not contain any known implementation mistake, but which are still fully compatible with the MIFARE Classic protocol. In this paper we will refer to fixed modified cards as hardened MIFARE Classic cards, examples of such cards are given in Table 1.1.

3 Background

MIFARE Classic cards are one of the first generation RFID tags designed in the 90s. Since then, it has been a tradition for the industry to design proprietary RFID products. Such a proprietary design often contains custom defined modules besides a custom communication protocol, a proprietary cipher and also an authentication protocol. The security properties are significantly weaker than advertised. The attack was improved by Courtois [Cou09] who proposed a card-only attack that does not require precomputation tables.

3.1 MIFARE Classic cards

The MIFARE Classic card is an interesting example which implements besides a custom communication protocol, a proprietary cipher and also an authentication protocol. The latest data sheet [PHI98] of the MIFARE Classic card suggests that the security properties are compliant to standardized authentication protocols [ISO09]. However, in practice the security properties are significantly weaker than advertised.

3.2 Memory Structure

A MIFARE Classic card is essentially a memory chip with encrypted wireless capabilities. The memory is divided into sectors, each of which is further divided into blocks of sixteen bytes each. The last block of each sector is the sector trailer and stores two secret keys and the access conditions for that sector.

To perform an action on a specific block, the reader must first authenticate itself for the sector containing that block. The access conditions determine, for both keys separately, which actions are allowed to be performed by the reader.

3.3 Notation

The mathematical symbols are defined as follows:

Let \( F_2 = \{0, 1\} \) be the field of two elements (or the set of Booleans). The vector space \( F_2^n \) represents a bitstring of length \( n \). Given two bitstrings \( x \) and \( y \), \( xy \) denotes their concatenation.

Given a bitstring \( x \in F_2^n \), \( x_i \) denotes the \( i \)-th bit of \( x \), where \( 0 \leq i < n \). Furthermore, \( x_{[i,j]} \) denotes the substring of \( x \) that starts at index \( i \) and ends at index \( j \), inclusive. Thus, representing the substring \( x_{i+1} \ldots x_j \). For instance, given the bitstring \( x = 0x010203 \in F_2^8 \), then byte \( x_{[16,23]} = 0x03 \) and the bits \( x_{22} = x_{23} = 1 \).

The symbol \( \epsilon \) represents the empty bitstring, \( \oplus \) denotes the bitwise exclusive-or (XOR) and \( \odot \) denotes the bitwise complement of \( x \). The large XOR symbol denotes an inner concatenation of multiple blocks. A large XOR symbol denotes an inner XOR of multiple bits, i.e., a repeated logical exclusive-or.

For example \( \bigoplus_{i=0}^{n} x_i = x_0 \oplus x_1 \oplus x_2 \odot x_3 \).

3.4 Cipher and Tag Nonces

At the heart of the cipher lies an LFSR, which, on every step, shifts its contents one position to the left. The most significant bit is then discarded and a new bit is generated by any known implementation mistake, but which are still fully compatible with the MIFARE Classic protocol. In this paper we will refer to fixed modified cards as hardened MIFARE Classic cards, examples of such cards are given in Table 1.1.

The cipher feedback function \( F : F_2^{16} \rightarrow F_2 \) is defined by \( f(x_0x_{11} \ldots x_{47}) := f_4(f_0(x_0, x_{11}, x_{13}, x_{15})) \), \( f_0(x_{17}, x_{19}, x_{21}, x_{23}) \), \( f_5(x_{25}, x_{27}, x_{29}, x_{31}) \), \( f_6(x_{33}, x_{35}, x_{37}, x_{39}) \), \( f_4(x_{44}, x_{45}, x_{47}) \).

Here \( f_0, f_6 : F_2^4 \rightarrow F_2 \) and \( f_4, f_5, F_2^4 \rightarrow F_2 \) are defined by \( f_0(y_0, y_1, y_2, y_3) := ( (y_0 \oplus y_1) \oplus (y_0 \land y_2) ) \oplus (y_2 \land (y_0 \lor y_3)) \), \( f_5(y_0, y_1, y_2, y_3) := ( (y_0 \land y_3) \oplus (y_0 \lor y_1) ) \oplus (y_2 \land y_3) \), and \( f_6(y_0, y_1, y_2, y_3) := ( y_0 \lor (y_1 \land y_4) ) \oplus (y_1 \land y_2) \lor (y_1 \land y_4) ) \).

Because \( f(x_0x_1 \ldots x_{47}) \) only depends on \( x_0, x_{11}, \ldots, x_{47} \), we shall overload notation and see \( f \) as a function \( F_2^4 \rightarrow F_2 \), writing \( f(x_0x_1 \ldots x_{47}) = f(x_0, x_{11}, \ldots, x_{47}) \).

The pseudo-random generator feedback function \( L_16 : F_2^{16} \rightarrow F_2 \) is defined by \( L_{16}(x_0x_1 \ldots x_{15}) := x_0 \oplus x_2 \oplus x_3 \oplus x_5 \).

The successor function \( F_2^{32} \rightarrow F_2^{32} \) is defined by \( \text{suc}(x_0x_1 \ldots x_{31}) := x_1x_2 \ldots x_{31}L_{16}(x_{16}x_{17} \ldots x_{31}) \).
### 3.5 Authentication Protocol and Initialization

The authentication protocol was reverse engineered in [GKGM+ 2008]. During the anti-collision phase, the tag is selected and sends its UID \( u \) to the reader. Then, the reader asks to authenticate for a specific memory block \( b \). Consequently, the tag sends a challenge \( n_T \). From this point on, the communication is encrypted, i.e. XOR-ed with the keystream. The reader responds with its own challenge \( n_R \) followed by the answer \( a_R = \text{su} \cdot 64(n_T) \) to the tag challenge. The authentication is concluded with the tag answer \( a_T = \text{su} \cdot 36(n_R) \). At this point, both the reader and tag are authenticated.

During the authentication protocol, the internal state of the stream cipher is initialized. Initially, the state is set to the sector key. Then, \( n_T \oplus u \) is fed and the feedback is applied accordingly. Subsequently, \( n_R \) is fed and feedback is applied. Since the communication is encrypted starting from \( n_R \), the latter bits of \( n_R \) are influenced by the former bits of \( n_R \). See Definition 3.5 for a more formal description of the initialization process.

We define the LFSR-stream, which allows us to conveniently address internal states as a whole and individual bits at any point in time. Below we define the LFSR-stream \( a_0a_1 \ldots \) and keystream \( ks_0ks_1 \ldots \) We broadly employ the same notation as in [GRVS09], which is where the definitions are taken from. We will be using these definitions extensively throughout this paper.

**Definition 3.5.** Given a key \( k = k_0k_1 \ldots k_{47} \in \mathbb{F}_2^{48} \), a tag nonce \( n_T = n_{T_0}n_{T_1} \ldots n_{T_{31}} \in \mathbb{F}_2^{32} \), a UID \( u = u_0u_1 \ldots u_{31} \in \mathbb{F}_2^{32} \), and a reader nonce \( n_R = n_{R_0}n_{R_1} \ldots n_{R_{31}} \in \mathbb{F}_2^{32} \), the internal state of the cipher at time \( i \) is \( a_i := a_{i+1} \ldots a_{i+47} \in \mathbb{F}_2^{48} \).

Here the \( a_i \in \mathbb{F}_2 \) are defined by

\[
\begin{align*}
a_i &:= k_i \quad \forall i \in [0, 47] \\
a_{48+i} &:= L(a_i, \ldots, a_{47+i}) \oplus n_{T_i} \oplus u_i \quad \forall i \in [0, 31] \\
a_{80+i} &:= L(a_{32+i}, \ldots, a_{79+i}) \oplus n_{R_i} \quad \forall i \in [0, 31] \\
a_{112+i} &:= L(a_{64+i}, \ldots, a_{111+i}) \quad \forall i \in \mathbb{N}.
\end{align*}
\]

Furthermore, we define the keystream bit \( ks_i \in \mathbb{F}_2 \) at time \( i \) by

\[
ks_i := f(a_{a1+i} \ldots a_{a7+i}) \quad \forall i \in \mathbb{N}.
\]

We denote encryptions by \{ \} and define \( \{n_{R_i}\}, \{a_{R_i}\} \in \mathbb{F}_2 \) by

\[
\begin{align*}
\{n_{R_i}\} &:= n_{R_i} \oplus ks_{32+i} \quad \forall i \in [0, 31] \\
\{a_{R_i}\} &:= a_{R_i} \oplus ks_{64+i} \quad \forall i \in [0, 31].
\end{align*}
\]

Note that the \( a_i, a_{\alpha}, ks_i \{n_{R_i}\}, \) and \( \{a_{R_i}\} \) are formally functions of \( k, n_T, u, \) and \( n_R \). Rather than making this explicit by writing, e.g. \( a_i(k, n_T, u, n_R) \), we just write \( a_i \), where \( k, n_T, u, \) and \( n_R \) are clear from the context.

**Nested authentication** When a reader is authenticated for a sector and hence communicating encrypted, a subsequent authentication request for another sector is also sent encrypted. At this point, the internal state of the cipher is initialized with the new key, which corresponds with the sector where the authentication is requested for. Furthermore, the authentication protocol is slightly different, since tag challenge \( n_T \) is also sent encrypted, i.e. \( \{n_T\} \). Concretely, the initialization is similar to Definition 3.5, except that the bits of \( \{n_T\} \) are decrypted before they are loaded into the internal state as shown in Definition 3.6. We refer to this procedure as a *nested authentication*. The attack proposed in this paper only concerns the nested authentication.

**Definition 3.6.** In the situation from Definition 3.5, we define \( \{n_{T_i}\} \in \mathbb{F}_2 \) by \( \{n_{T_i}\} := n_{T_i} \oplus ks_i \forall i \in [0, 31] \).

### 4 Known Vulnerabilities

In this section we highlight the various MIFARE Classic vulnerabilities which are described in the scientific literature.

#### 4.1 Short Key Length

The key size of 48 bits is too small to prevent a successful brute force attack within reasonable time. Initially, this was compensated for by the delay introduced by the communication and authentication procedure. Every attempt would take about 6 milliseconds. Hence, an online attack on a single card for a single sector would take more than 44 thousand years, searching through all \( 2^{48} \) possible keys. However, when the CRYPTO1 algorithm was exposed, an offline brute force attack could be mounted, eliminating the delay caused by the communication with the card. In 1996 it was already strongly recommended against using symmetric cryptosystems that use 56 bits keys [BDR+96]. Nohl and Plötz stated in December 2007 [NP07] that a $100 key cracker will find a key in approximately 1 week. It can even be done much faster when trading memory for time.

#### 4.2 Predictable Nonces

It is commonly known that proper pseudo-random number generators are essential for cryptographic protocols to provide proper security. The 32 bits nonce used by the MIFARE Classic is generated by a 16 bit LFSR, meaning the entropy of the nonces is only 16 bits, which is clearly insufficient. Given its structure, the sequence of nonces is repeated every \( 2^{16} - 1 \) cycles. On top of that, whenever the card is
powered up, the LFSR is reset to a known state. Hence, if an adversary carefully keeps the time constant between powering up the card and requesting a nonce, the nonce will be constant. This essentially removes all the randomness introduced by the card from the authentication.

This weakness is exploited in many of the known attacks. Furthermore, besides the attack described in Chiu et al. [CHC+14], all card-only attacks proposed in the literature exploit this particular implementation mistake.

The attack presented in this paper does not exploits on this vulnerability and works on hardened MIFARE Classic cards that use a proper PRNG.

4.3 The Nested Authentication

Once a single key of a single sector is known, an adversary can authenticate against that sector, and while communicating (encrypted) with the tag, send another authentication request for a different sector and/or key. When this authentication command has been processed, the internal cipher state is set to the key of the new sector and the authentication protocol depicted in Section 3.5 starts again. This time, though, the challenge generated by the tag is also sent encrypted.

In case the card has the weak pseudo-random number generator vulnerability mentioned above, and hence allowing an adversary to predict the nonce, the nested authentication can be used to recover 32 bits of keystream by only wirelessly interacting with a card. This phenomenon was exploited in [GRVS09] in one of their attacks, which is referred to as the nested attack.

The attack presented in this paper relies on the nested authentication, since, if we assume are concerned with a hardened card and with no access to a genuine reader, it is the only channel through which secret key information is leaked.

4.4 Parity bits

The MIFARE Classic sends a parity bit for each byte it transmits. Contrary to the ISO/IEC 14443-A standard [ISO01], the data link layer and communication layer are mixed. Rather than computing parity bits over the bits that are sent over the air, i.e., the ciphertext, they are computed over the plaintext. On top of that, the parity bits are sent encrypted with the same keystream bit that is used to encrypt the next bit of plaintext. See Figure 4.1 for an illustration of this property.

Definition 4.1. In the situation from Definition 3.5, we define the parity bits $p_j \in \mathbb{F}_2$ by

$$p_j := \bigoplus_{i=0}^{7} \pi_{b_{j+i}} \oplus 1 \quad \forall j \in [0, 3]$$

and the encryptions $\{p_j\}$ of these parity bits by

$$\{p_j\} := p_j \oplus k_{b_{j+8}}, \quad \forall j \in [0, 3]$$

The only way left in hardened cards leak secret key information without communicating with a genuine reader is through parity bits. Hence, the attack presented in this paper is built upon this vulnerability.

4.5 Keystream leakage through errors

While the authentication protocol is running, the card always first checks the parity bits before doing anything else. Hence, during the authentication protocol, when the card receives $\{n_R\}$ and $\{a_R\}$, if at least one of the eight parity bits is wrong, the card does not respond. In the case all eight parity bits are correct, but the answer $a_R$ is wrong, the card replies with the 4-bit error code 0x52, indicating a failed authentication. The error code is sent encrypted, even though the reader has not successfully authenticated itself and hence cannot be assumed to be able to decrypt it correctly.

From this encrypted error code, 4 bits of keystream is leaked and can be obtained by XOR-ing the encrypted error code with its plaintext value. The leakage of 4 bits of keystream may not seem a severe issue. However, the leakage is a crucial ingredient for several card-only key recovery attacks [GRVS09, Co09, CHC+14].

The weakness can be mitigated by issuing cards that do not send authentication error codes. This does not break compatibility with the MIFARE Classic protocol since, as stated, the reader is unable to decrypt it anyway.

4.6 LFSR Rollback

Initially, the cipher’s internal state is set to the secret key. During authentication and during encryption, the state is manipulated. However, given an internal state at any given point in time, and given the data fed into the LFSR, $a, n_T$ and $\{n_R\}$, the previous state can be computed deterministically. Hence, it is sufficient for an adversary to obtain the internal state at any point in time. The LFSR state can then be rolled back to time 0, wherein it holds the secret key. Many, if not all attacks rely on this weakness, including the one presented in this paper. The fact that this vulnerability is present in MIFARE Classic was first pointed out by Garcia et al. [GKGM08].

4.7 Odd Inputs to the Filter Function

The nonlinear filter function $f$ that takes inputs from the LFSR to produce a keystream bit exclusively uses bits on odd numbered positions, i.e. $a_0, a_{11}, a_{13}, \ldots, a_{27}$ (see Figure 3.1). The fact that they are so evenly placed can be exploited. Given a part of keystream, the bits of the LFSR relevant for generating the even and odd bits of the keystream can be generated separately. By splitting the feedback into two parts as well, those even and odd states can be combined efficiently to recover exactly those LFSR states that produce a given keystream. This reduces the computing power required for an exhaustive search from $2^{29}$ to approximately $2^{20} + 2^{19} \approx 2^{20.58}$. It may be understood as “inverting” the filter function $f$. The attack presented in this paper makes
extensive use of this vulnerability. The complete attack is described in full detail in the next section.

5 Attacking Mifare Classic

In this section we describe the process of mounting an attack without exploiting the two main implementation mistakes: the weak pseudo random number generator (Section 4.2) and the encrypted error message (Section 4.5). We propose a novel attack that solely depends on design issues in the CRYPTO1 cipher. Hence, in order to avoid this attack, backwards compatibility with the MIFARE Classic protocol is inherently broken.

Stage 1 We start retrieving encrypted nonces \( \{n_T \} \) using the nested authentication, i.e. by authenticating for a sector for which the key is known, followed by an authentication request for the target sector. This process is repeated in the background until the key is recovered.

Stage 2 Given the set of encrypted nonces we have obtained so far, we determine \( S_0 \), the sum property of the cipher’s initial state. This property is explained in detail in Section 5.2. We also determine \( S_{1\{d\}} \), the sum property of the cipher’s state after byte \( \{b\} \) is fed (i.e. at time 8), for all 256 possible first input bytes \( \{b\} \). Depending on the probability that we guessed \( S_{1\{d\}} \) correctly, we choose to incorporate byte \( \{b\} \) in the differential analysis described in Section 5.5. This is done using a probability threshold value. How the probability of correctly guessing the sum property for input byte \( \{b\} \) is computed is explained in detail in Section 5.4. Additionally, we incorporate all input bytes \( \{b\} \) for which we observe that \( f(\alpha_8) \neq f(\alpha_8 \equiv 1) \), i.e. all first nonce bytes for which the filter flip property holds. This is explained in Section 5.6.

Next, given the information determined from the set of encrypted nonces, we determine the size of the leftover search space. The leftover search space shrinks as the number of harvested encrypted nonces increases since more nonces allow us to more accurately guess sum properties and observe filter flip properties. We repeat this information gathering step until the search space is sufficiently small, as subjectively assessed by the adversary. Once this is the case, we move on to Stage 3.

Stage 3 Given the information determined from the set of encrypted nonces so far, we construct a candidate list for \( a_{[0\ldots55]} \) (Section 5.5). Which we extend to \( a_{[8\ldots55]} \) by prefixing both 0 and 1. Then, we perform an LFSR-rollback described in Section 4.6 to transform them into candidates for \( a_{[0\ldots47]} \), i.e. the secret key. Subsequently, we carry out the offline brute force attack presented in Section 5.1. The key is not always found since sum properties are guessed correctly with high probabilities, not certainty. In case the key is not found, we revert to Stage 2, optionally with an increase of the probability threshold, causing the search space to increase. However, gathering of more nonces increases the certainty and reduces the number of candidate keys.

5.1 Offline Brute Force Attack

Recall from Definition 4.1 that a parity bit \( p_i \) is computed over plaintext byte \( n_{T[i\ldotsi+7]} \) and subsequently encrypted (XOR-ed) with the next keystream bit \( k_{S_{i+8}} \). This property can be exploited in order to verify whether a candidate key is the correct key. Given an encrypted nonce obtained through a nested authentication attempt, the adversary can attempt to “decrypt” the nonce using the candidate key. In case the candidate is the correct key, the parity bits will be correct. However, in case a wrong key was used, a parity bit will be correct with probability \( \frac{3}{7} \).

An encrypted nonce holds 4 bytes, thus 4 encrypted parity bits. Therefore, on average, \( 48/4 = 12 \) encrypted nonces are enough to determine the key uniquely.

We implemented this brute-force attack and executed it on an NVIDIA GTX460 GPU. From our experiments we deduced that performing a full 48-bit exhaustive search takes approximately 1 month. However, our implementation leaves headroom for optimizations, such as bitslicing [Bih07]. We assume that such optimizations improve the attack performance by at least a factor of four.

By today’s standards the GTX460 is considered a low end GPU. It has 336 cores and runs at 675 MHz. Clearly, the attack scales linearly by the amount of parallel computing power available. As of today, a GTX460 costs approximately $50 USD. Therefore, its price/performance ratio is among the best available. We reserve another $20 USD per GPU for hardware driving the GPUs (CPUs, mainboards, power supplies). Hence, recovering a single key within an hour by means of a brute force attack would require a hardware budget of approximately $12,600 USD.

The attack mounted in [NP07] seems significantly faster. However, this is mainly because it operates directly on the keystream, while the brute force attack described here operates on contiguously reinitializing the state with encrypted nonces.

Although we have not researched the possibility to mount a time-memory trade-off extensively, on the surface, doing so seems very difficult and comes with negligible performance impact. This is due to the fact that time-memory trade-off strategies found in scientific literature [Hel80, BS09] operate on keystream, while our attacker model dictates that we can only deduce indirect properties of the keystream. On top of that, the cipher’s internal state is initialized by a random nonce which can not be influenced by an adversary.

In the next sections we describe several properties that can be observed by only analyzing the ciphertext. Once the properties are determined, all candidate keys for which these properties do not hold can be discarded, significantly reducing the search space.

Note that an exhaustive search and subsequently testing each candidate for the properties found is a computationally expensive task, since an offline brute force attack is rather slow. Therefore, we introduce an efficient method for constructing a list of key candidates.

5.2 Sum Property

The first property that can be observed by analyzing the ciphertext is the sum property. In order to define it, we first need to establish a number of lemmas.

Given an encrypted nonce byte \( \{n_{T[i\ldotsi+7]}\} \) and corresponding parity bit \( \{p_i\} \), we can cancel out the plaintext by XOR-ing the two together, yielding the inner XOR of the corresponding keystream bits \( k_{S_{i+8}} \ldots k_{S_{i+16}} \).

**Lemma 5.1.** Let \( \{n_{T[i\ldotsi+7]}\} \) be the \( i \)th encrypted nonce byte obtained from the card and let \( \{p_i\} \) be its corresponding encrypted parity bit. Then

\[
\oplus_{j=0}^{7} \{n_{T[i+j]}\} \oplus \{p_i\} = \oplus_{j=0}^{8} k_{S_{i+j}} \oplus 1
\]

**Proof.** Published in [Mei15].
The lemma depicted above is applicable to any ciphertext, e.g. it can also be applied to \( \{n_R\} \) or \( \{a_R\} \). However, in this paper we are only concerned with the analysis of \( \{n_T\} \). The following lemma states that for two encrypted nonces with a common prefix of \( j \) bits, the LFSR-stream \( a_{48+i} \ldots a_{48+j} \) is equal.

**Lemma 5.2.** Suppose that we have two encrypted nonces \( \{n_T\} \) := \( \{n_{T0}, n_{T1}, \ldots n_{T31}\} \) and \( \{n'_T\} := \{n'_{T0}, n'_{T1}, \ldots n'_{T31}\} \), and their corresponding LFSR-streams \( a_{001} \ldots a_{481} \ldots \). Let the encrypted nonces have a common prefix of \( j \) bits, i.e. \( \{n_{Ti}\} = \{n'_{Ti}\} \), for all \( i < j \). Then also \( a_{48+i} = a'_{48+i} \) and \( k_s = k'_s \) for \( i < j \).

**Proof.** Published in [Mei15].

Finally, we describe another property that, when taken together with Lemma 5.1, allows us to define the desired sum property. Let’s focus on any of the encrypted nonce bytes \( \{n_{T[0,8i+1]}\} \) where \( i \in [0,3] \). The value of this byte is mapped to the LFSR-stream byte \( a_{8i+48,8i+55} \). The value is not taken directly, but first manipulated by keystream and feedback loop. If we only take nonces with a common \( \{n_{T[0,8i-1]}\} \), a one-to-one mapping exists between \( \{n_{T[0,8i+1]}\} \) and \( a_{8i+48,8i+55} \).

**Lemma 5.3.** Given that \( \{n_{T[0,8i-1]}\} \) is constant, a one-to-one mapping exists between all 256 possible values for nonce byte \( \{n_{T[0,8i+1]}\} \) and LFSR-stream byte \( a_{8i+48,8i+55} \).

**Proof.** Published in [Mei15].

Suppose we have collected sufficiently many encrypted nonces such that we observed all 256 possible values for an encrypted nonce byte \( \{n_{T[0,8i+1]}\} \), with the previous bytes \( \{n_{T[0,8i-1]}\} \) being constant. This information allows us to compute the sum property.

**Definition 5.4.** The sum property, \( S \) is a property of the internal state at time \( 8i \), where \( i \in [0,3] \), that can be observed by retrieving all possible values for \( \{n_{T[0,8i+1]}\} \), i.e. the \( i \)th encrypted nonce byte, with \( \{n_{T[0,8i-1]}\} \), i.e. all previous encrypted nonce bytes, being constant. For each encrypted nonce byte we take the inner XOR and XOR it together with its corresponding parity bit. Next, we take the sum over all the resulting values, ignoring the modulo operation of finite fields. The result is a number ranging from 0 until and including 256.

\[
S(a_{8i}) := \sum_{j=0}^{255} \sum_{h=0}^{7} \{n_{T[8i+h]}\} \oplus \{p_t\}, \text{ for } \{n_{T[8i+h]}\} = j
\]

The sum property is equivalent to a property that depends only on the cipher’s internal state at time \( 8i \). The following lemma formalizes this.

**Lemma 5.5.** Sum property \( S \) is equivalent to the following function over the cipher’s internal state

\[
S(a_{8i}) = \sum_{j=0}^{255} \sum_{h=0}^{8} f(a_{48+i+h}a_{8i+h+1} \ldots a_{8i+h+47}), \text{ for } a_{8i+48,8i+55} = j
\]

**Proof.** Published in [Mei15].

Because \( S(a_{8i}) \) only depends on \( a_{8i+49,8i+46} \), we shall overload notation and see \( S \) as a function \( \mathbb{F}_2^9 \rightarrow [0,256] \), writing \( S(a_{8i+49,8i+47}) \) as \( S(a_{8i+49,8i+47}) \).

Note that, at this point, we can already reduce the exhaustive search space significantly by collecting all possible values for the first encrypted nonce byte, which determine the sum property of the cipher’s initial state, i.e. at time 0, and discard all states having a sum property value different from the one observed by means of precomputed lookup tables. In the next section we show how to do this efficiently and without lookup tables.

**5.3 Splitting the Sum Property**

In section 4.7 we described a vulnerability of the filter function \( f \), namely that all its inputs are evenly placed at odd positions. In this section we show how we can exploit this property to construct candidate key lists such that each candidate has a certain given value for the sum property, without the need for going through the entire 39-bit search space and testing for this property.

To do so, we first introduce the **partial sum property**, which is the sum taken over only the odd or even bits of the cipher’s internal state.

**Definition 5.6.** The odd sum, \( S_O \) depicts the sum property computed over the odd bits of the cipher’s internal state. Likewise, \( S_E \) depicts the even sum. Both values range from 0 until and including 16. Note that both values are do not share a single input, hence they are completely independent of one another. They are defined as follows.

\[
S_O(a_{9a11} \ldots a_{47}) := \sum_{j=0}^{15} \sum_{i=0}^{4} f(a_{9a2i+2}a_{11+2i} \ldots a_{47+2i}), \text{ for } (a_{9a2i+1}a_{3a55}) = j
\]

\[
S_E(a_{10a12} \ldots a_{46}) := \sum_{j=0}^{15} \sum_{i=0}^{3} f(a_{10a2i+2}a_{12+2i} \ldots a_{48+2i}), \text{ for } (a_{48a50a52a54}) = j
\]

Next, we define sets consisting of all possible internal state bits \( T_{O_p} \), \( T_{E_q} \) determined by partial sum property \( p, q \) for the odd and even sum property, respectively.

\[
T_{O_p} := \{x \mid x \in \mathbb{F}_2^9 \text{ and } S_O(x) = p\}
\]

\[
T_{E_q} := \{x \mid x \in \mathbb{F}_2^9 \text{ and } S_E(x) = q\}
\]

Now suppose that we have determined both the odd and even sum property of the cipher’s internal state. As we will see below, this uniquely determines the sum property.

**Lemma 5.7.** Suppose that both \( S_O \) and \( S_E \) of the cipher’s internal state are known. Then also \( S \) is known and is given by the following equation.

\[
s = p(16 - q) + (16 - p)q, \text{ where } p, q, s = S_O(\cdot), S_E(\cdot), S(\cdot)
\]

**Proof.** Published in [Mei15].

Note that one may expect the sum property value to seem normally distributed by its definition. However, this is not the case due to, among other phenomena, the property just described. See Figure 5.1 for a bar chart depicting the possible values for the sum property against their corresponding probabilities for a randomly chosen cipher state.

At this point, we have all the building blocks needed for constructing a candidate key list without iterating through
we require the encrypted nonce \( n_T \), and thus \( \{n_T|_{[8,15]}\} \) is chosen randomly by the card. As such, we regard every unique \( \{n_T|_{[8,15]}\} \) we receive as a random (though unknown) sample for \( a|_{[256,63]} \).

Let \( U \) be a set of tuples \( \{(b), (p)\} \in F^8_2 \times F^2_2 \) storing encrypted nonce bytes together with their corresponding encrypted parity bits. We define \( U \) such that it contains all unique samples we received for \( \{n_T|_{[8,15]}\} \), i.e. the second nonce byte, with a constant \( \{n_T|_{[0,7]}\} \).

We give a brief example in order to clarify the intuition behind the probabilistic approach: Suppose \( U \) has 20 entries. From these samples, we compute \( k = \sum_{(b),(p) \in U} \Theta^I_{=0}(b) \oplus (p) \), i.e. the sum property over the sample space. Now suppose that we find \( k = 0 \). From this observation we may conclude that the sum property at time 8 with the prefix chosen is very likely 0. In fact, the actual probability for this to be the case is approximately 0.9775. Although we only have 20 samples for \( \{n_T|_{[8,15]}\} \). Hence, in this example, we require to gather only

\[
256 \cdot \left( \frac{256}{256} + \frac{256}{256} + \frac{256}{254} + \cdots + \frac{256}{237} \right) \approx 5320.24
\]

nonces on average. We now formalize this intuition. A key concept we use here is the Hypergeometric distribution.

**Definition 5.8.** The hypergeometric distribution is a discrete probability distribution that describes the probability of \( k \) successes in \( n \) draws, without replacement, from a finite population of size \( N \) containing exactly \( K \) successes, wherein each draw is either a success or failure.

A random variable \( X \) follows the hypergeometric distribution if its probability mass function (pmf) is given by

\[
P(X = k) = \binom{K}{k} \binom{N-K}{n-k} \binom{N}{n}
\]

Where

\( N \) is the population size
\( K \) is the number of success states in the population
\( n \) is the number of draws
\( k \) is the number of successes

We define the following random variables

\[ S := \text{The sum property} \]
\[ T := \text{The result of } \sum_{(b),(p) \in U} \Theta^I_{=0}(b) \oplus (p), \text{ i.e. the sum property over the current sample space} \]
\[ X := \text{The result of } \sum_{(b),(p) \in U} \Theta^T_{=0}(b) \oplus (p), \text{ for a fixed value } K \text{ of the sum property} \]

\( X \) follows a hypergeometric distribution with parameters \( N, K, n \) and output \( k \), where

\( N = 256 \)
\( K = S(a_8) \), i.e. the sum property at time 8
\( n = \#U \), i.e. the number of unique samples gathered for \( \{n_T|_{[8,15]}\} \), for some constant \( \{n_T|_{[0,7]}\} \)
\( k = \sum_{(b),(p) \in U} \Theta^T_{=0}(b) \oplus (p) \), i.e. the sum property computed over the current sample space

By definition of the random variables we get

\[
P(X = k) = P(T = k) | S = K
\]
Our goal is to compute the probability of the sum property having a certain value, given the sum property computed over the sample obtained so far, hence \( P(S = K | T = k) \). We use Bayes’ theorem \([BP63]\) to obtain it.

\[
P(S = K | T = k) = \frac{P(T = k | S = K) \cdot P(S = K)}{P(T = k)}
\]

To obtain \( P(T = k) \), we take \( P(T = k | S = i) \cdot P(S = i) \) for all possibilities for \( i \). The events are mutually exclusive.

\[
P(S = K | T = k) = \frac{P(T = k | S = K) \cdot P(S = K)}{\sum_{i=0}^{256} P(T = k | S = i) \cdot P(S = i)}
\]

**Definition of \( X \)**

\[
P(S = K | T = k) = \frac{P(X = k) \cdot P(S = K)}{\sum_{i=0}^{256} P(X = k) \cdot P(S = i)}
\]

Our strategy becomes to take every possible sum property value for \( K \) and compute \( P(S = K | T = k) \). Our guess for \( S(\alpha_S) \) will be the \( K \) that yields the highest probability.

From the result we see that, in order to compute the probability for a sum property value given a sample, we need to know \( P(S = i) \) for every possible value of \( i \) from 0 until and including 256. These probabilities are depicted in Figure 5.1.

### 5.5 Differential Analysis

From section 5.4 we have seen that we can determine \( S(\alpha_S) \) and guess \( S(\alpha_S) \) for a given \( \{n_{T[0,7]} \} \) by gathering only a modest number of encrypted nonces. Additionally, once the value for \( S(\alpha_S) \) is known, Section 5.3 has shown that we can construct candidate lists containing 39 bits of LFSR state, without the need of going through all \( 2^{39} \) possible states, computing the sum property, and testing whether this results in the correct value. In this section, we show how we can combine two or more sum properties and eliminate a significant amount of impossible key candidates prior to constructing the final candidate list.

Given that we guessed \( S(\alpha_S) \) for a given \( \{n_{T[0,7]} \} \) with near certain probability, it is very likely that we can also guess this for other input bytes without requiring to collect additional nonces, since we assume the encrypted nonces generated by the card are random and beyond our control. Input byte \( \{n_{T[0,7]} \} \) is mapped to \( S(\alpha_S) \) and therefore affects \( S(\alpha_S) \). Hence, \( S(\alpha_S) \) typically differs for each choice for \( \{n_{T[0,7]} \} \). Below we define a notation for the sum property at the moment the first input byte was fed.

**Definition 5.9.** Given the LFSR-stream \( a_0a_1 \ldots \), the sum property value of the cipher’s internal state after encrypted input byte \( \{b\} \), is fed is \( S(\{b\}) \).

Here the \( S(\{b\}) \) is given by

\[
S(\{b\}) := S(a_{17,47}) \quad \text{where } \{n_{T[0,7]} \} = \{b\}
\]

Furthermore, the set of all possible internal state bits determined by the sum property after input byte \( \{b\} \) is fed is \( S(\{b\}) \). \( S(\{b\}) \) is given by

\[
S(\{b\}) := \{x \mid x \in F_2^{39} \text{ and } S(x) = S(\{b\})\}
\]

**Combining two sum properties** Suppose we have determined \( S(\{a\}) \), and also \( S(\{b\}) \) with high probability, for a certain input byte \( \{b\} \). Since every entry \( u \in S(\{a\}) \) is a candidate for \( \alpha_0 \alpha_1 \ldots \alpha_{47} \), and every \( v \in S(\{b\}) \) is a candidate for \( \alpha_{17} \alpha_{18} \ldots \alpha_{55} \), every \( u \) must have a corresponding \( v \) such that \( u \oplus v_9 \ldots u_{38} = v_0 v_1 \ldots v_{39} \) and vice versa.

This property can be evaluated for the odd and even LFSR state bits separately. This allows us to eliminate candidate keys prior to building the entire candidate list.

Building a candidate list from \( S(\{a\}) \) and \( S(\{b\}) \) is done as follows

(i) We take all pairs \( (p, q) \in [0, 16] \times [0, 16] \) for which \( S(\{a\}) = p(16 - q) + (16 - p)q \).

(ii) We do the same for time 8: for a certain encrypted input byte \( \{b\} \), for which we know \( S(\{b\}) \) with high probability, we determine all pairs \( (r, s) \in [0, 16] \times [0, 16] \) for which \( S(\{b\}) = r(16 - s) + (16 - r)s \).

(iii) For each pair \( (p, q) \), we iterate through all pairs \( (r, s) \). For each \( x \in T_{E_0} \), we look up all entries \( y \in T_{E_0} \) such that \( x \oplus x_9 \ldots x_{18} = x_9 y_1 \ldots y_{15} \). If none exist, then \( \{b\} \) is an impossible candidate for \( \alpha_0 \alpha_1 \ldots \alpha_{47} \). Let \( z \in F_2^{37} \) be a candidate for \( \alpha_0 \alpha_11 \ldots \alpha_{25} \). It is constructed by taking \( z := x_0 x_1 x_2 x_3 y \). The even case is similar: for each \( x \in T_{E_0} \), we look up all entries \( y \in T_{E_0} \) such that \( x \oplus x_4 \ldots x_{18} = y_0 y_1 \ldots y_{15} \). \( z \in F_2^{37} \) is a candidate for \( \alpha_0 \alpha_112 \ldots \alpha_{24} \) and is constructed by taking \( z := x_0 x_1 x_2 y \).

(iv) We now define \( z \in F_2^{47} \), which is a candidate for \( \alpha_0 [5, 55] \). It is constructed by combining every \( z \in F_2^{37} \) with every \( z \in F_2^{37} \) and taking \( z := z_0 z_{10} z_{01} z_{E_0} \ldots z_{25} z_{25} z_{02} z_{25} \). Stage 3 of Section 5 describes how the resulting candidate list is used to perform a key recovery.

Optionally, the size of the search space is determined by, rather than actually constructing the candidate list, multiplying the number of candidates \( z \) by the number of candidates \( z \in F_2^{37} \) for each pair \( (p, q) \) and \( (r, s) \) and summing them up.

We somewhat naively assume that \( S(\{a\}) \) and \( S(\{b\}) \) are statistically independent. In case we are concerned with a random \( \{b\} \), we gain a complexity drop of 2.28 bits on average, in addition to the same drop described in Section 5.3. However, in practice, the drop is even greater since relatively few nonces are required for determining a byte \( \{b\} \) for which \( S(\{b\}) \) is an extreme value, i.e. 0 or 256 (yielding a drop of approximately 5.15 bits). The same holds to a lesser extent for values 32 and 224 (approximately 6.81 bits). Moreover, all sum property values except 128 yield a greater complexity drop than 2.28 since their corresponding probabilities are below the average (Figure 5.1), hence so are the numbers of corresponding possible cipher states.

The remainder of Section 5 is concerned only with extending step (iii) such that we eliminate additional \( z \) and \( z \) candidates. The methodology of constructing a candidate list presented here is final.

**Combining additional sum properties** Everything presented in this paragraph aims to eliminate odd candidates \( z \) in step (iii) of the methodology described above, and hence further drop the computational complexity. It is also applicable to even candidates. However, to avoid repetition, we will not concern ourselves with this.

Suppose, in addition to \( S(\{a\}) \) and \( S(\{b\}) \), we also determine \( S(\{c\}) \) with high probability, for encrypted input byte \( \{b\} \), where \( \{b\} \neq \{b'\} \). We refer to \( a_0 a_1 \ldots a_0 a_1 \ldots \) as the
LFSR-stream resulting from feeding \( \{b\} \) and \( \{b'\} \) as input, respectively.

Suppose \( \{b\} \) and \( \{b'\} \) have a common prefix of \( i \) bits, i.e. \( \{b_j\} = \{b'_j\} \) for all \( j < i \). In step (iii) of the methodology from the previous paragraph we, for each pair \( (p,q) \), iterate through all pairs \((r,s)\). Within this iteration, we will now also go through all values \( r' \in [0,16] \), for which a value \( S(r') = (16-r') + (16-r) \) exists, where \( k \in [0,16] \). Recall that every \( y \in T_0 \) is a candidate for \( a_{17a_{19}} \ldots a_{55} \). Per lemma 5.2, we know that \( a_{48+j} = a_{48+j} \) for all \( j < i \). Therefore, a \( y' \in T_0 \), must exist such that \( y_i = y'_i \) for all \( j < 16 + \lfloor \frac{j}{2} \rfloor \). If this is not the case, we can eliminate \( y \) as a candidate for \( a_{17a_{19}} \ldots a_{55} \).

Next we focus on the remainder of \( \{b\} \), i.e. the bits beyond the constant prefix of \( i \) bits, to further eliminate candidates. We eliminate the entry \( y \in T_0 \), if we can prove that the candidate is invalid, regardless of what value is stored in the even bits of the LFSR.

We follow definitions 3.5 and 3.6 and obtain, for \( 0 \leq k < 8 \)
\[
a_{48+k} = f(a_{48+k}a_{11+k} \ldots a_{47+k}) \oplus \{b_k\} \oplus u_k \oplus L(a_{48+k}a_{5+k} \ldots a_{43+k})
\]
We take \( j := i \) (note that later we want to increase \( j \)) and take the difference between \( \{a_{48+k}\} \) and \( \{a'_{48+j}\} \). We get
\[
a_{48+j} \oplus a'_{48+j} = f(a_{48+j}a_{11+j} \ldots a_{47+j}) \oplus \{b_j\} \oplus u_j \oplus L(a_{48+j}a_{5+j} \ldots a_{43+j}) \oplus f(a'_{48+j}a'_{11+j} \ldots a'_{47+j}) \oplus \{b'_j\} \oplus u_j \oplus L(a'_{48+j}a'_{5+j} \ldots a'_{43+j})
\]
Obviously, \( u_j \) is XOR-ed twice, so it is canceled out. Recall that we are concerned with odd bits, thus \( j \) is odd. Therefore, \( f(a_{48+j}a_{11+j} \ldots a_{47+j}) \) depends only on even LFSR stream bits. We introduce an invariant stating that the even bits are equal:
\[
a_{48+j}a_{11+j} \ldots a_{47+j} = a_{48+j}a'_{11+j} \ldots a'_{47+j}
\]
(1)

Given that \( j = i \), we know that the invariant holds. Hence, also \( f(a_{48+j}a_{11+j} \ldots a_{47+j}) = f(a_{48+j}a'_{11+j} \ldots a'_{47+j}) \), regardless of what the actual value for \( a_{48+j}a_{11+j} \ldots a_{47+j} \) is. Furthermore, since all even positioned bits fed to the feedback function \( L \) are equal, they are canceled out. Thus, the above is equivalent to
\[
a_{48+j} \oplus a'_{48+j} = \{b_j\} \oplus \{b'_j\} \oplus a_{48+j} \oplus a'_{48+j} \oplus a_{44+j} \oplus a'_{44+j}
\]
Hence, in order for candidate \( y \) to be valid, a \( y' \) must exist such that
\[
y_{16+\lfloor \frac{j}{2} \rfloor} \oplus y'_{16+\lfloor \frac{j}{2} \rfloor} = \{b_j\} \oplus \{b'_j\}
\]
\[
y_{13+\lfloor \frac{j}{2} \rfloor} \oplus y'_{13+\lfloor \frac{j}{2} \rfloor}
\]
\[
y_{14+\lfloor \frac{j}{2} \rfloor} \oplus y'_{14+\lfloor \frac{j}{2} \rfloor}
\]
Suppose such a \( y' \) indeed exists such that the above is true. At this point, we need not immediately accept \( y \) as a valid candidate. Rather, we may test whether the above also holds for \( j \leftarrow j+2 \). However, in order to do so, we must first check whether invariant (1) still holds. Given that it holds for \( j \), all we need to do is verify that \( a_{49+j} = a'_{49+j} \). Following the definition of \( a_{49+j} \), we obtain
\[
a_{49+j} \oplus a'_{49+j} = f(a_{40+j}a_{12+j} \ldots a_{48+j}) \oplus \{b_{j+1}\} \oplus u_{j+1} \oplus L(a_{41+j}a_{6+j} \ldots a_{44+j})
\]
\[
\]
Similar as before, \( u_{j+1} \) is XOR-ed twice and hence canceled out. Also the even positioned bits and all odd bits positioned between \( 0 \) and \( 47+i \) fed to the feedback function are equal, thus canceled out. Hence, the above becomes
\[
a_{49+j} \oplus a'_{49+j} = \{b_{j+1}\} \oplus \{b'_{j+1}\} \oplus f(a_{10+j}a_{12+j} \ldots a_{48+j}) \oplus f(a'_{10+j}a'_{12+j} \ldots a'_{48+j}) \oplus a_{42+j} \oplus a'_{42+j}
\]
We get this into terms of \( y \) and \( y' \), we obtain (recall \( x \) in step (iii) from the methodology described in the last paragraph)
\[
\{b_{j+1}\} \oplus \{b'_{j+1}\} \oplus f(x_{1+\lfloor \frac{j}{2} \rfloor}y_{0,16+\lfloor \frac{j}{2} \rfloor})
\]
\[
\]
(2)

If the above evaluates to \( 0 \), we have proven that, in case \( y \) is valid, then \( a_{49+j} = a'_{49+j} \), and hence we have proven that \( f \) (1) still holds. We proceed by attempting to disprove the validity of \( y \) once more with \( j \leftarrow j+2 \). Otherwise, we stop and accept \( y \) as a candidate. In case we reach \( j = 7 \) we always stop and accept \( y \) as a candidate.

In case no \( y' \) exists such that \( y \) is accepted, we have proven the invalidity of \( y \) and eliminate it.

Obviously, the differential analysis presented here can be repeated with other input bytes \( \{b'\} \), which will result in the elimination of additional key candidates.

Due to the sheer complexity of analyzing the average size of the leftover complexity yielded by the differential analysis, we will not concern ourselves with this. Practical experiments indicate that it is sensible to assume a drop of approximately 1 bit per byte \( \{b'\} \) involved in the analysis. However, it is important to note that a single incorrect guess for \( S(r') \) will likely cause the correct key to be absent from the resulting leftover search space.

In the next section, we present another independent property of the cipher’s internal state that we can deduce by observing the ciphertext. We may use this property to eliminate additional key candidates, hence further dropping the computational complexity.

### 5.6 Filter Flip Property

The second property that can be observed by analyzing the ciphertext is what we name the filter flip property. It was first documented in the literature by Garcia et al. in 2009 [GRVS09].

**Lemma 5.10.** Suppose we obtained two encrypted nonces \( n_{r'_1} \) and \( n_{r'_2} \). Their corresponding LFSR-streams are \( a_{0a_{11}} \ldots a_{11_{a_{11}}} \ldots \), respectively and their parity bits are \( p_i \) and \( p'_i \) for all \( i \in \mathbb{N} \). Suppose that we observe that all bytes before byte \( i \), where \( i \in [0,3] \), are equal and that only the last bit of byte \( i \) differs, i.e. \( n_{r'_{[0,8+i]}} = \mathbb{n}_{r_{[0,8+i]}} \oplus 1 \). Furthermore, we find that \( p_i = p'_i \).

Then \( f(a_{8+i}) \neq f(a_{8+i} \oplus 1) \).

**Proof.** Published in [Mei15].

Suppose that we find a case of \( n_{r_{[0,8+i]}} \) where the above is not the case. Then we can observe the filter flip property on even bits. The following lemma states this.
Lemma 5.11. Suppose we obtained two encrypted nonces \( \{n_r \} \) and \( \{n_f \} \) such that \( \{n_{r,8,i+7} \} = \{n_{f,8,i+7} \} \oplus 2 \), where \( i \in [0,3] \). Furthermore, we observe that \( \{p_i \} = \{p_i' \} \), and we have deduced through lemma 5.10 that \( f(\alpha_{8,i+7}) = f(\alpha_{8,i+7}+1) \).

Then \( f(\alpha_{8,i+7}) \neq f(\alpha_{8,i+7}+1) \).

Proof. Published in [Mei15].

We continue with the lemma showing that only approximately 9.4% of the possible inputs to the filter function \( f \) have this property.

Lemma 5.12. Let \( Y_0, \ldots, Y_4 \) be independent uniformly distributed random variables over \( \mathbb{F}_2 \). Then

\[
P[f(x, Y_1, Y_2, Y_3) \neq f(x, Y_1, Y_2, Y_3, Y_4)] = \frac{1}{4}
\]

\[
P[f(x, Y_1, Y_2, Y_3, Y_4) \neq f(x, Y_1, Y_2, Y_3, Y_4, Y_4)] = \frac{3}{8}.
\]

Proof. By inspection.

Since only the twenty bits that are input to \( f \) are relevant, all states \( x \in \mathbb{F}_2^{20} \) such that \( f(x) \neq f(x \oplus 1) \) can be easily generated. Below the set of these states \( F \) is defined

\[ F := \{ x | x \in \mathbb{F}_2^{20} \text{ and } f(x) \neq f(x \oplus 1) \} \]

We can use the differential analysis described in the previous section to further narrow down the search space. We may do so by applying it to \( F \), rather than \( \mathbb{F}_2 \), in case we observe that \( f(\alpha) \neq f(\alpha \oplus 1) \) for a certain input byte \( [b'] \).

Practical experiments indicate that, for every filter flip property observed, we may assume a complexity drop of approximately \( \frac{1}{2} \) bits during the differential analysis described in the previous section.

In the next section we shall more concretely analyze the performance of the attack by means of simulations.

6 Performance analysis

In this section, we analyze the performance of the attack. We implemented the attack and ran simulations, wherein we vary the number of nonces gathered and the probability threshold. The performance of the attack is expressed by the size of the resulting leftover search space, which is determined as described in step (iv) in Section 5.5. The sum property value and the filter flip property being present both depend on the cipher’s internal state. Hence, the resulting complexity depends heavily on the key. Due to this fact, in order to assess the overall efficiency of the attack, we simulated the attack using 100 randomly chosen keys.

Figure 6.1 contains a graph depicting the median leftover complexity. The translucent planes depict the second and third quartile. From this figure we can observe that the leftover complexity quickly becomes within reach of solving on ordinary hardware within minutes. Typically, after collecting approximately 10,000 - 20,000 nonces, the leftover complexity is solvable even within seconds. The trade-off between gathering additional nonces or starting a brute force attempt within the leftover search space depends on which is on the upper hand: the nonce-retrieving hardware or the computational power we have at our disposal.

Contrary to the expectations, the leftover complexity may increase slightly when the number of nonces increases. We suspect this is due to the fact that, in our implementation, we select a single byte \( [b] \) and perform the differential analysis presented in Section 5.5 against all other bytes \( [b'] \). The selection of \( [b] \) is based on heuristics which we will not explain in detail. The consequence of this is that the analysis runs significantly faster than when we would perform the analysis for every possible \( [b] \) against all other bytes \( [b'] \) and subsequently select the smallest resulting set, at the cost of the resulting search space becoming somewhat suboptimal. However, the total time needed to recover a key is decreased.

Every time we choose to involve another input byte/sum property pair in the differential analysis (i.e. the sum property value is known with a probability exceeding the threshold chosen), the leftover search space decreases in size. Since sum property values at time 8 are determined probabilistically, the probability that the correct keys exists within the leftover search space also decreases. Therefore, another aspect of the performance analysis is determining the actual probability that the correct key lies within the leftover search space, given the probability threshold chosen.

Figure 6.2 depicts the probability of the correct key lying within the leftover search space. One may expect it to rapidly decrease in case we involve a large number of input bytes in the analysis. Fortunately for the adversary, this is not the case. This is because the sum property values for each input byte are not statistically independent from one another.

Figure 6.1: Median leftover complexity

Figure 6.2: Leftover search space with the correct key.

Finally, we should highlight that our implementation of the attack only returns the leftover search space if at least a single input byte is involved in the analysis, i.e. the probability of guessing the sum property correctly exceeds the chosen threshold for at least a single input byte at time 8). Though this is not strictly necessary, as one could simply take the set of all possible values for the internal state at time 8. However, implementing the attack this way resulted in cleaner code. Therefore, in the statistics depicted above,
every sample wherein we do not assign a sum property value to any of the input bytes is not taken into account.

Figure 6.3 depicts the number of samples having at least a single sum property guess exceed the probability threshold. Thus, depicting the number of samples being taken into account in the other statistics presented in this section.

Figure 6.3: Number of samples involved in the statistics

7 Conclusion

Over the last years there are a number of vulnerabilities and attacks identified in the cryptography and implementation of MIFARE Classic cards. The most serious of them are the card-only attacks, which can recover the secret key simply through wireless interaction with a card in an uncontrolled environment. System integrators consider these attacks as one of most serious threats to their MIFARE Classic based systems, since it allows the adversary to avoid camera detection.

We are the first to discover a card-only attack that depends solely on the design issues of the cipher and authentication protocol. To the best of our knowledge, every MIFARE Classic compatible card that is in circulation is vulnerable to our attack. Table 7.1 shows a comparison between our attack and previous card-only attacks found in the literature.

Table 7.1: Comparison of card-only attacks

<table>
<thead>
<tr>
<th>Attack</th>
<th>Traces</th>
<th>Gather</th>
<th>Compute</th>
</tr>
</thead>
<tbody>
<tr>
<td>[CHC*09]</td>
<td></td>
<td>&lt; 1s</td>
<td>✔</td>
</tr>
<tr>
<td>[CCCS92]</td>
<td>300</td>
<td>3m</td>
<td>✔</td>
</tr>
<tr>
<td>[CHC*14]</td>
<td>~1,000,000</td>
<td>10-20h</td>
<td>✔</td>
</tr>
<tr>
<td>Our</td>
<td>~10,000</td>
<td>6-12m</td>
<td>✔ ✔</td>
</tr>
</tbody>
</table>

*Does not require a weak PRNG

*Does not require the error code after a failed authentication

Hardened MIFARE Classic cards (e.g. SmartMX and MIFARE Plus) are not susceptible to previously published card-only attacks. However, they are vulnerable to our attack described in this paper. Moreover, in order to mitigate our attack, backwards compatibility with the MIFARE Classic protocol is inherently broken. Therefore, we conclude that all MIFARE Classic compatible cards should be regarded as plain memory cards and system integrators can no longer trust their data’s authenticity and confidentiality.

We have fully implemented and tested our attacks in practice on various hardened MIFARE Classic cards and recovered secret keys within minutes. Furthermore, we present an extensive complexity analysis with the theoretical boundaries to give a better estimate of the average running-time.

The only prerequisite of our attack is that a single key must be known in advance. However, in practice this requirement is almost always satisfied due to the massive deployment of cards that use a default key for at least one or more memory sectors.

We have notified the manufacturer NXP seven months in advance of publication and practically demonstrated our attack on their hardened MIFARE Classic cards. After notification, we attended several meetings to discuss the attack and its impact. Furthermore, they asked us to review a draft of their customer notification letter wherein they acknowledge our work and discourage to use the MIFARE Classic compatible technology in the future.

7.1 Recommendations

We strongly advice system integrators to migrate away from MIFARE Classic compatible systems and start using strong and cryptographically secure systems. There are many alternative contactless smart cards that support well-studied cryptographic algorithms and formally verified authentication protocols. However, system integrators which are absolutely unable to upgrade their infrastructure could temporarily consider the following palliating countermeasures:

(i) Deploy hardened cards and diversify all keys. – Requires the adversary to perform a different attack prior to ours, involving either eavesdropping or communication with a reader. This has to take place in a controlled environment, risking camera detection.

(ii) Perform authenticity and integrity checks in the back-office on a regular basis to detect fraudulent transaction.
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