Magnetoresistance in Two-Component Systems
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Two-component systems with equal concentrations of electrons and holes exhibit nonsaturating, linear magnetoresistance in classically strong magnetic fields. The effect is predicted to occur in finite-size samples at charge neutrality due to recombination. The phenomenon originates in the excess quasiparticle density developing near the edges of the sample due to the compensated Hall effect. The size of the boundary region is of the order of the electron-hole recombination length that is inversely proportional to the magnetic field. In narrow samples and at strong enough magnetic fields, the boundary region dominates over the bulk leading to linear magnetoresistance. Our results are relevant for two- and three-dimensional semimetals and narrow band semiconductors including most of the topological insulators.
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Growing interest in narrow band semiconductors such as topological insulators and semimetals (e.g., graphene) continues to stimulate intense experimental research. An increasing number of these studies report observations of large linear magnetoresistance (MR), which often shows no sign of saturation in classically strong magnetic fields even at room temperatures [1–8].

The story of linear MR in nonmagnetic compounds, notably in compensated semimetals [9,10], can be traced back to the work by Kapitza in 1928 on bismuth [11]. The topic has received revived attention after the discovery of huge linear MR in bismuth films [12,13], as well as in AgSe and AgTe compounds [14–18], which are narrow band semiconductors [19]. A linear increase of resistance by 3 orders of magnitude has been seen in these experiments in a wide range of temperatures. The term “titanic magnetoresistance” was coined very recently in Refs. [20–23], where both linear and nonlinear change of resistance in CdAs, WTe, and NbSb has been observed.

Most of the conventional transport theories predict either absent or parabolic MR [24]. Classical linear MR has been predicted by Azbel for a three-dimensional metallic slab with smooth boundaries [25,26]. Quantum linear MR has been found by Abrikosov [27] for Dirac fermions in compensated semimetals in the extreme limit, \( \omega_c \gg T \) (only one Landau level is filled), which is not reached in most measurements (here, \( \omega_c \) is the cyclotron frequency, \( T \) is the temperature, and \( \hbar = k_B = 1 \)). In weak magnetic fields the linear behavior may also be associated with quantum interaction corrections [28,29] or with the classical “corridor” effect [30]. Certain specific features of excitation spectra and models of disorder may also lead to linear MR [25,31–35]. Experimentally, linear MR has been observed in a wide variety of 2D and 3D materials [1–9,11–18,36–42] and in a broad range of magnetic fields, suggesting that a more general mechanism is behind the observed behavior.

A classical approach to magnetotransport that is independent of the details of excitation spectra has been put forward by Parish and Littlewood on the basis of a classical random-resistor model [43]. This theory was argued to describe a strongly inhomogeneous (or granular) material, such as AgSe. It is unclear, however, whether the same approach can be used to capture the physics of clean, homogeneous systems, such as the high-quality BiSb nanosheets [4] and homogeneous monocrystalline HgTe/CdTe samples [6,8]. Moreover, several experiments [4,17,18] indicate that the necessary condition for the nonsaturating, linear MR is the presence of two types of charge carriers, e.g., electrons and holes, in nearly equal concentrations.

In this Letter, we propose a classical mechanism for linear MR in finite-size samples near charge neutrality (charge compensation). Our approach is based on the kinetic theory for a two-component system. The dominant contribution to the effect originates in the narrow regions near the sample edges; see Fig. 1.

The conventional Drude theory predicts that the longitudinal resistivity of a two-component system [9,10] depends on the applied magnetic field (in contrast to the simplest one-component case [24,26,44]):

\[
\rho_{xx} = \frac{\rho}{\varepsilon \mu B^2} + \frac{1 + \left( \frac{\mu B}{\rho} \right)^2}{n^2 (\mu B)^2}.
\]

Here, \( B \) is the magnetic field, \( \mu \) is the mobility (for simplicity, the mobility is taken to be the same for electrons
and holes), \(e\) is the absolute value of the electron charge, 
\(\rho = n_e + n_h\) is the quasiparticle density, and 
\(n = n_e - n_h\) is the charge density per unit charge with \(n_e(h)\) standing for the corresponding electron (hole) densities. Equation (1) predicts vanishing MR far from the charge neutrality, 
\(n = \rho = n_e\), and a nonsaturating, quadratic MR at charge neutrality, 
\(n = 0\), where the Hall effect is compensated: 
\[\sigma_{xy} = \rho_{xy} = 0.\]

At charge neutrality, the above result corresponds to a constant quasiparticle flow, 
\(\mathbf{P} = \mathbf{J}_e + \mathbf{J}_h\), which is orthogonal to the electric current, 
\(\mathbf{J} = -e\mathbf{j} = -e(\mathbf{j}_e - \mathbf{j}_h)\) (here, \(\mathbf{j}_e\) and \(\mathbf{j}_h\) are the electron and hole current densities), due to the classical Hall effect. The lateral quasiparticle flow \(\mathbf{P}\) cannot be affected by the Hall voltage since the latter is not formed at charge neutrality. On the other hand, the quasiparticle current must vanish at the sample boundaries. Thus, the result of Eq. (1) is, strictly speaking, incompatible with finite-size geometry.

Here we demonstrate that boundary effects may significantly modify Eq. (1), leading to nonsaturating, linear MR near the charge neutrality point when the sample width is comparable with the electron-hole recombination length \(\ell_0\). The latter may vary from hundreds of nanometers to centimeters depending on material properties and temperature. The role of the quasiparticle recombination in “anisotropic size effects” in narrow band semiconductors and semimetals was stressed long ago by Rashba and co-workers [45]. A related phenomenon was suggested recently to be responsible for a negative Coulomb drag in graphene [46].

To develop intuition for the boundary effect, let us consider a rectangular 2D sample of length \(L\) and width \(W\); see Fig. 1. The same arguments apply to a 3D slab in a magnetic field parallel to its surfaces. For simplicity, we assume an electron-hole symmetric system at charge neutrality, where the electric current \(\mathbf{J}\) is injected in the \(x\) direction. Since the classical Hall effect for electrons compensates that for holes, the electrostatic potential in the sample remains flat and the charge density is zero everywhere, \(n = 0\). The distribution of electron and hole currents\(j_{e(h)}\), however, is nontrivial: it is essentially different in the bulk of the sample and in the boundary regions, see Fig. 1 (resembling the “static skin effect” [25]). In the bulk, the transverse quasiparticle current \(\mathbf{P} = \mathbf{j}_e + \mathbf{j}_h\) leads to geometric MR, 
\[R_{\text{bulk}} = (L/W)(1 + \mu_e^2 B^2)/(e\mu B)\] [see Eq. (1) for \(n = 0\)]. In single-component systems, such a geometric effect is absent due to the presence of Hall voltage, unless the Corbino geometry is used or the sample is specifically prepared to be short and wide, i.e., for \(W \gg L\) [9,47].

The bulk current \(\mathbf{P}\) leads to a formation of excess quasiparticle density near the sample edges at \(y = \pm W/2\) (as shown in Fig. 1) that has to be relaxed by electron-hole recombination, e.g., due to electron-phonon scattering. This yields variation of the quasiparticle density over the distance \(\ell_R = \ell_0/\sqrt{1 + \mu_e^2 B^2}\) from the boundary, where \(\ell_0 = 2\sqrt{D\tau_R}\) depends on the diffusion coefficient \(D\) and the recombination time \(\tau_R\). As \(B\) increases, the recombination length \(\ell_R\) gets shorter because of multiple cyclotron returns of electrons and holes to each other.

In the boundary regions of the size of the recombination length \(\ell_R\), the electron and hole currents are directed essentially along the \(x\) axis. Thus, the edge contribution to the overall resistance lacks the geometric enhancement and at charge neutrality is given by \((B = |B|)\)
\[R_{\text{edge}} = L/\ell_R e\mu = (\ell_0/\ell_R) e\mu \approx LB/(\ell_0 e\mu).\] (2)

The total sheet resistance \(R_{\square}\) for \(W \gg \ell_R\) is estimated by regarding the edge and the bulk as parallel resistors:
\[R_{\square}^{-1} = (L/W)(R_{\text{bulk}}^{-1} + R_{\text{edge}}^{-1}).\]

This yields \(R_{\square}^{-1} = e\mu|1/(\mu B)^2 + \ell_0/(W\mu B)|\), where we assumed \(\mu B \gg 1\). Thus, for sufficiently strong fields, the MR at charge neutrality is linear in the field, namely,
\[R_{\square} = WB/(e\mu\ell_0), \quad \ell_0/(\mu B) \ll W \ll \mu B\ell_0.\] (3)

Remarkably, within the semiclassical Drude model any two-component neutral liquid with recombination is characterized by linear MR as \(B \to \infty\).

Upon deviation from charge neutrality, the geometric resistance in the bulk of the sample disappears due to formation of the Hall voltage. From Eq. (1), for \(\mu B \gg 1\) one finds \(R_{\text{bulk}}^{-1} = (W/L)e\mu[1/(\mu B)^2 + n^2/\rho^2]\), yielding
\[R_{\square}^{-1} = e\mu[1/(\mu B)^2 + n^2/\rho^2 + \ell_0/(W\mu B)].\] (4)

Thus, the linear regime of Eq. (3) holds in strong fields as long as \(n/\rho \ll \sqrt{\ell_0/W\mu B}\).

In the remainder of this Letter we use the standard equations of macroscopic electrodynamics to show that our result (3) is generic for compensated two-component...
systems. Within linear response, the electric current is proportional to the electric field $E$ and the gradient of the carrier concentration \[ J_i = \sigma_{ij} (E_j + (v) \nabla \delta n) \quad (5) \]
Inverting the conductivity matrix, we rewrite Eq. (5) as
\[ E + qDr_0 \nabla n = r_0 J - r_H J \times e_z \quad (6) \]
where $r_0$ and $r_H$ are the longitudinal and Hall resistivities and $e_z$ is the direction of the magnetic field. The essential feature of Eq. (6) is that $Dr_0$ is determined only by the thermodynamic density of states and is independent of the nonquantizing magnetic field [50].

The gradient term in Eq. (6) indicates inhomogeneity of quasiparticle currents and densities. In a narrow sample of length $L$ and width $W \ll L$, this appears due to the closed boundary conditions $j_y(y = \pm W/2) = 0$. At charge neutrality, the electric charge remains uniform (due to the vanishing Hall effect). The charge density should be determined from a self-consistent solution of the linear-response equations and the corresponding electrostatic problem. In 2D samples and in the limit of a strong screening by the gate, the relation simplifies as
\[ E = E_0 e_y - (q/C)(\partial \delta n / \partial y)e_y \quad (7) \]
Here $E_0$ is the external field, $\delta n$ is the density fluctuation, $C = e/4\pi d$ is the gate-to-channel capacitance per unit area, $d$ is the distance to the gate, $e$ is the dielectric constant. In 3D samples with thickness $d_0$, Eq. (7) is replaced by $dE_y/dy = q\delta n(y)/e d_0$, $E_y = E_0$.

If the system comprises two types of carriers (e.g., electrons and holes), which are completely independent of each other, one can apply Eq. (6) to the electrons and holes [51]. The measured electric current is then given by the sum of the electron and hole contributions. In particular, at charge neutrality the Hall current vanishes since the electrons and holes carry opposite charge.

Taking into account quasiparticle recombination processes, we find that the linear-response equations (6) can still be applied independently to the electrons and holes, but should be supplemented by the continuity equations
\[ \nabla \cdot j_{e,h} = - (\Gamma_e \delta n_e + \Gamma_h \delta n_h)/2 \quad (8) \]
where $\delta n_e(r) = n_e(r) - n_{0,e}$ is the density deviation from its equilibrium value $n_{0,e}$ and $\Gamma_e$ is the electron-hole recombination rate, e.g., due to electron-phonon interaction (the index $\alpha = e, h$ refers to electrons or holes).

Further analysis is greatly simplified at charge neutrality ($n_0 = 0$) under the assumption of electron-hole symmetry: $D_e = D_h$, $r_{0,e} = r_0$, $r_{H,e} = -r_{H,h} = r_H$, and $\Gamma_e = 1/\tau_R$.

We now rewrite Eqs. (6) and (8) as
\[ Dr_0 \nabla \rho + r_0 P + r_H j \times e_z = 0 \quad (9a) \]
\[ r_0 j + 2E/e + r_H P \times e_z = 0 \quad (9b) \]
\[ \nabla \cdot P = -\delta \rho /\tau_R, \quad \nabla \cdot j = 0 \quad (9c) \]
where $\delta \rho = \delta n_e + \delta n_h$ is the deviation of the quasiparticle density from its equilibrium value $\rho_0 = n_{0,e} + n_{0,h}$. In the electron-hole symmetric system, the charge fluctuations are absent: $\delta n = 0$. Thus, we find $E = E_0 e_y$, irrespective of the electrostatic properties and dimensionality of the system.

In addition to quasiparticle recombination, electron-electron interaction leads to mutual friction between electrons and holes [10]. This effect can be taken into account by adding the frictional term $r_{\alpha} j$ to Eq. (9b), effectively renormalizing $r_0$ in this equation. This does not lead to any qualitatively new behavior of the system and is omitted below for simplicity.

The model (9) is solved by $P = P(y) e_y$, $j = j(y) e_y$, $\delta \rho = \delta \rho(y)$. Excluding the variation of the quasiparticle density, we rewrite the remaining equations as
\[ -D r_{\alpha} \partial^2 P / \partial y^2 + P(y) - (r_H / r_0) j(y) = 0 \quad (10a) \]
\[ j(y) = -j_0 - (r_H / r_0) P(y) \quad (10b) \]
where $j_0 = 2E_0/(er_0)$. Excluding $j(y)$ from Eqs. (10), we obtain a linear differential equation for $P(y)$ with the boundary conditions $P(\pm W/2) = 0$, solved by
\[ P(y) = P_B \left[ \frac{\cosh(2y/\ell_R)}{\cosh(W/\ell_R)} - 1 \right], \quad P_B = j_0 \frac{r_0 r_H}{r_0^2 + r_H^2} \quad (11) \]
Here we have introduced the electron-hole recombination length $\ell_R = \ell_0 r_0 / \sqrt{r_0^2 + r_H^2}$. The profile of the quasiparticle flow $P(y)$ is illustrated in Fig. 3 (bottom) along with the corresponding quasiparticle density $\delta \rho(y)$. The result (11) and the corresponding current $j(y)$ obtained from Eq. (10b) fully agree with the qualitative distribution of quasiparticle currents shown in Fig. 1.

In 2D systems (attracting substantial experimental interest in the context of linear MR) the sheet resistance is defined as
\[ R_\square = E_0 / j, \quad j = -e W^2 / W \int_{-W/2}^{W/2} j(y) dy \quad (12) \]
From Eqs. (10b), (11), and (12) we obtain
\[ R_\square^{-1} = 2F(W/\ell_R)/r_0 + 2[1 - F(W/\ell_R)] r_0 / (r_0^2 + r_H^2) \quad (13) \]
where $F(x) = \tanh(x)/x$. The result of Eq. (13) is plotted schematically in Fig. 2 for three different values of the ratio $W/\ell_0$, where $\ell_0$ is the zero-B recombination length.
boundaries, our theory predicts the same results (13) follows directly from Eqs. (9) and the absence of induced activity in strong fields, up to a geometric factor. This for the resistivity (in particular, the linear magnetoresistance thickness $l$
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our general mechanism is responsible for linear MR in both disorder- ($\tau_a \ll \tau_{ee}$) and interaction-dominated ($\tau_a \gg \tau_{ee}$) regimes in materials with different spectra. In this way we find microscopic expressions for $\tau_R$, $\tau_0$, and $\tau_R^H$ in conventional 2D and 3D narrow band semiconductors (including the case when the symmetry between valence and conduction bands is violated [52]), topological insulators, bilayer graphene, and in semimetals with linear spectrum, e.g., in monolayer graphene and 3D Weyl semimetals. Our theory can be further extended to inhomogeneous samples in the spirit of Ref. [55]. In this case, the result (3) is expected to hold for arbitrary system sizes with $W$ corresponding to the typical size of macroscopic inhomogeneities.
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Here we assume fast thermalization due to electron-phonon coupling. For weaker phonons, Eq. (5) also includes a temperature gradient. Within linear response, this does not affect our qualitative conclusion of the existence of linear magnetoresistance in classically strong magnetic fields.

The macroscopic equation (6) can be obtained directly from the Boltzmann kinetic equation. In most cases the non-quantizing magnetic field appears in the kinetic equation in the Lorentz term only. Hence, the only $B$-dependent coefficient in Eq. (6) is $r_H$.

Parameters $r_0$ and $r_H$ have the meaning of resistivities of individual electron and hole subsystems. Nevertheless, at charge neutrality they can be measured. The total longitudinal resistance is simply given by $r_0/2$, while the parameter $r_H$ can be found from nonlocal transport measurements; see R. V. Gorbachev, J. C. W. Song, G. L. Yu, A. V. Kretinin, F. Withers, Y. Cao, A. Mishchenko, I. V. Grigorieva, K. S. Novoselov, L. S. Levitov, and A. K. Geim, Science 346, 448 (2014).
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