Measurement of differential $J/\psi$ production cross sections and forward-backward ratios in $p + \text{Pb}$ collisions with the ATLAS detector
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Measurements of differential cross sections for $J/\psi$ production in $p + \text{Pb}$ collisions at $\sqrt{s_{NN}} = 5.02$ TeV at the CERN Large Hadron Collider with the ATLAS detector are presented. The data set used corresponds to an integrated luminosity of 28.1 nb$^{-1}$. The $J/\psi$ mesons are reconstructed in the dimuon decay channel over the transverse momentum range $8 < p_T < 30$ GeV and over the center-of-mass rapidity range $-2.87 < y^* < 1.94$. Prompt $J/\psi$ are separated from $J/\psi$ resulting from $b$-hadron decays through an analysis of the distance between the $J/\psi$ decay vertex and the event primary vertex. The differential cross section for production of nonprompt $J/\psi$ is compared to a FONLL calculation that does not include nuclear effects. Forward-backward production ratios are presented and compared to theoretical predictions. These results complement previously published results by covering a region of higher transverse momentum and more central rapidity. They thus constrain the kinematic dependence of nuclear modifications of charmonium and $b$-quark production in $p + \text{Pb}$ collisions.
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I. INTRODUCTION

Quarkonium production in heavy-ion collisions is expected to be highly sensitive to the nature of the hot and dense matter created in these collisions [1]. Suppression of the $J/\psi$ yield in nucleus-nucleus ($A + A$) collisions with respect to proton-proton ($pp$) collisions was predicted to be a signal for deconfinement in the quark-gluon plasma [2]. Such suppression was observed at fixed-target experiments at the CERN Super Proton Synchrotron (SPS) [3–7] and in collider experiments at the BNL Relativistic Heavy Ion Collider (RHIC) [8–10] and the CERN Large Hadron Collider (LHC) [11–13]. The interpretation of these results is complicated by the fact that suppression was also observed in proton-nucleus ($p + A$) [14–19] and deuteron-nucleus ($d + A$) [20] collisions, where final-state effects due to hot matter are not expected.

Several phenomenological interpretations have been proposed to explain the suppression observed in $p + A$ or $d + A$ collisions. These include nuclear absorption [21–24], modifications of parton distribution functions in nuclei (shadowing) [25–29], gluon saturation [30–34], and in-medium energy loss [35,36]. For a review of these cold-medium effects see Ref. [37]. The impact of each of these mechanisms on $J/\psi$ production varies with rapidity and transverse momentum. Measurements at large rapidities probe the low-$x$ partons in the nuclei, and gluon shadowing and saturation effects are expected to be important.

The cold-medium processes that affect quarkonia production can also affect $b$-quark production. The effects of gluon saturation and shadowing are expected to be similar to those for charmonium production, but nuclear absorption and parton energy loss are expected to be less pronounced. Therefore, additional constraints can be obtained by measuring $b$-quark production, which can be accomplished by measuring the cross section for $J/\psi$ production in the decay chains of $b$ hadrons; these are abbreviated as “nonprompt $J/\psi$.”

Measurements in $p + A$ [14,15,17–19] and $d + A$ [20] collisions show that the differential cross section for $J/\psi$ production as a function of the center-of-mass rapidity $y^*$ is not symmetric around $y^* = 0$. Cross sections at forward $y^*$ (proton or deuteron direction) are significantly smaller than at backward $y^*$ (heavy-ion direction). This asymmetry is quantified using the forward-backward production ratio $R_{FB}$.

$$R_{FB}(p_T, y^*) \equiv \frac{d^2\sigma(p_T, y^* > 0)/d p_T dy^*}{d^2\sigma(p_T, y^* < 0)/d p_T dy^*}. \quad (1)$$

This observable has the advantage that it does not rely on knowledge of the $J/\psi$ production cross section in $pp$ collisions, and that experimental and theoretical uncertainties partially cancel in the ratio. The LHCb Collaboration has recently measured $R_{FB}$ in the range $2.5 < |y^*| < 4.0$, $0 < p_T < 14$ GeV [15]. Results for prompt $J/\psi$ production show a strong $p_T$ dependence with $R_{FB}$ values significantly below unity. In contrast, the $R_{FB}$ for nonprompt $J/\psi$ is consistent with unity and with no $p_T$ dependence. These results are consistent with the measurements presented by the ALICE Collaboration [14] that do not separate prompt and nonprompt $J/\psi$ production.

This paper presents measurements of differential cross sections for prompt and nonprompt $J/\psi$ production in $p + \text{Pb}$ collisions at $\sqrt{s_{NN}} = 5.02$ TeV. The kinematic region
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measured spans the range $8 < p_T < 30 \text{ GeV}$ and $-2.87 < y^* < 1.94$. The $J/\psi$ mesons are reconstructed using the dimuon decay mode. Nonprompt $J/\psi$ are separated from prompt $J/\psi$ by measuring displaced decay vertices. $R_{\text{FB}}$ measured in the range $|y^*| < 1.94$ is presented as a function of $J/\psi$ $p_T$ and $y^*$. The ATLAS Collaboration has previously published measurements of differential cross sections for $J/\psi$ production in $pp$ collisions at $\sqrt{s} = 7 \text{ TeV}$ [38]. This paper uses the methods described in that publication.

II. ATLAS DETECTOR

The ATLAS detector [39] is designed to measure the properties of a wide range of physics processes in $pp$, $p + \text{Pb}$, and $\text{Pb} + \text{Pb}$ interactions. It has cylindrical geometry and nearly $4\pi$ solid-angle coverage. The inner detector (ID) covers the pseudorapidity $|\eta| < 2.5$ and consists of multiple layers of silicon pixel and microstrip detectors as well as a straw-tube transition radiation tracker (TRT) that covers the pseudorapidity range $|\eta| < 4.9$. It provides an excellent containment of electromagnetic and hadronic showers.

The muon spectrometer (MS) surrounds the calorimeters and consists of multiple layers of trigger and tracking chambers immersed in an azimuthal magnetic field produced by three air-core superconducting magnet systems with average field integrals between 2 and 6 Tm. Drift tubes and cathode strip chambers provide an independent, precise measurement of muon track momentum for $|\eta| < 2.7$. Resistive plate chambers and thin gap chambers provide fast triggering in the range $|\eta| < 2.4$.

The minimum-bias trigger scintillators (MBTs) consist of two sets of 16 scintillator counters installed on the front face of the endcap calorimeter cryostats. They are used to trigger on minimum-bias events. A three-level trigger system is employed. The level-1 trigger is implemented in hardware, using a subset of detector information to reduce the event rate to the design value of 75 kHz. This is followed by two software-based trigger levels, called level-2 and the event filter. For this analysis, the level-1 trigger and the event filter are actively used, while the level-2 trigger simply passes the events through.

III. DATA AND MONTE CARLO SAMPLES

The measurements presented in this paper were performed with a data sample corresponding to an integrated luminosity of $28.1 \text{ nb}^{-1}$ collected in the 2013 LHC $p + \text{Pb}$ run at a c.m. energy per nucleon-nucleon pair of $\sqrt{s_{\text{NN}}} = 5.02 \text{ TeV}$. The beams had different energies ($E_p = 4 \text{ TeV}, E_{\text{Pb}} = 1.58A \text{ TeV}$) due to the LHC two-in-one magnet system. Due to this energy difference, the center of mass of the proton-nucleon collision system had a longitudinal rapidity shift relative to the ATLAS rest frame of $\Delta y = 0.47$ in the direction of the proton beam. The data were collected in two periods with different beam directions. The typical value for the mean number of interactions per bunch crossing, $\langle \mu \rangle$, was of the order of 0.1.

The luminosity was calibrated by using dedicated beam-separation scans, also known as van der Meer scans [40]. Separate calibrations were performed for each period. A systematic uncertainty of 2.7% on the luminosity was evaluated using techniques similar to those described in Ref. [41]. The first period provided approximately 55% of the integrated luminosity, and the proton beam circulated from positive to negative $\eta$; the beam directions were reversed in the second period.

Monte Carlo (MC) simulations are used to study trigger and reconstruction efficiencies and kinematic acceptance corrections. PYTHIA8 [42] is used to generate $pp$ hard-scattering events in which $J/\psi$ mesons are produced unpolarized either via prompt production or through the decay of $b$ hadrons and subsequent decay into muon pairs. The detector response is modeled using a GEANT4-based simulation of the ATLAS detector [43,44]. The events are reconstructed using the same algorithms that were applied to the data. Two separate MC data sets were generated, matching the two different sets of beam directions present in the data. The momentum four-vectors of the generated particles are longitudinally boosted by a rapidity $\Delta y = \pm 0.47$ to match the corresponding c.m. rapidity shift. An additional sample with a large number of simulated $J/\psi \rightarrow \mu^+\mu^-$ events produced unpolarized is used to determine the fiducial acceptance.

IV. EVENT AND CANDIDATE SELECTION

Proton-lead collisions used in this analysis are selected with a dimuon trigger. The level-1 trigger requires a single muon with a $p_T$ threshold determined by the largest possible geometrical coincidence between hits from different muon trigger detector layers. The event filter performs muon reconstruction using the information from all the detector elements, independently of the level-1 measurement. Then, it requires at least two muons, each with $p_T > 2 \text{ GeV}$.

Charged-particle tracks are reconstructed in the ID using an algorithm optimized for minimum-bias measurements in $pp$ collisions [45]. The muon candidates are formed from reconstructed ID tracks matched to tracks reconstructed in the MS. The muon ID tracks are required to have at least one pixel detector hit and at least five hits in the microstrip detectors. A successful track extrapolation to the TRT is required for $|\eta| < 2$. Each muon is required to have $|\eta| < 2.4$ and $p_T > 4 \text{ GeV}$ and to match the track of a muon reconstructed by the event filter; this matching is performed by requiring the angular separation between the reconstructed and trigger muons to be $\sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \leq 0.02$. Each muon pair is fit
to a common vertex, and a loose requirement on the $\chi^2$ of the fit is imposed; MC simulations show that this requirement is fully efficient for $J/\psi \rightarrow \mu^+\mu^-$ decays. The dimuon invariant mass is calculated from the track parameters obtained from the common vertex fit.

The nonprompt $J/\psi$ are distinguished from prompt $J/\psi$ candidates that are produced either in the primary interaction or in the decay of heavier charmonium states using the “pseudoproper time,” $\tau$, defined as

$$\tau = L_{xy} m_{\mu\mu} / p_T,$$

where $m_{\mu\mu}$ is the invariant mass of the dimuon, $p_T$ is its transverse momentum, and $L_{xy}$ is the signed transverse distance between the primary interaction vertex and the $J/\psi \rightarrow \mu^+\mu^-$ vertex. The primary interaction vertex is defined as the vertex with the highest summed $p_T^2$ of associated tracks, with the two muon tracks excluded. The number of events with more than one hard scattering is not significant due to the beam conditions described in Sec. III; therefore the probability to assign an incorrect primary vertex is neglected.

Dimuons with an invariant mass in the interval $2.5 < m_{\mu\mu} < 3.5$ GeV are considered $J/\psi$ candidates. This choice excludes the $\psi(250)$ region while retaining the regions adjacent to the $J/\psi$ peak to constrain the background shape. Possible sources of background include oppositely charged muons coming from heavy-flavor decays, pairs coming from the Drell-Yan process, and random combinations of muons and hadrons misidentified as muons.

**V. $J/\psi$ SIGNAL EXTRACTION**

Corrections are applied to the data to account for trigger and reconstruction efficiencies and kinematic acceptance. Each $J/\psi$ candidate is assigned a weight, $w$, defined as

$$w^{-1} = A \epsilon_{\text{reco}} \epsilon_{\text{trigger}},$$

where $A$ is the kinematic acceptance, $\epsilon_{\text{reco}}$ is the dimuon reconstruction efficiency, and $\epsilon_{\text{trigger}}$ is the trigger efficiency. The use of per-candidate weights avoids potential biases that may result from the variation of these quantities over the kinematic intervals used in the analysis.

The kinematic acceptance is defined as the fraction of $J/\psi \rightarrow \mu^+\mu^-$ decays for which both muons have $p_T > 4$ GeV and $|y| < 2.4$. The dimuon reconstruction efficiency is defined as the probability that a $J/\psi$ satisfying the acceptance criteria passes the offline reconstruction requirements. The trigger efficiency is defined as the probability for events containing reconstructed $J/\psi$ candidates to pass the trigger selections. The kinematic acceptance is derived in fine intervals of $J/\psi$ $p_T$ and $y$ using a generator-level MC simulation of unpolarized $J/\psi \rightarrow \mu^+\mu^-$ decays.

The dimuon reconstruction efficiency is assumed to be given by the product of two single-muon reconstruction efficiencies $\epsilon_{\text{reco}}$,

$$\epsilon_{\text{reco}} = \epsilon_{\text{reco}}^{\mu}(p_T^{\mu_1}, q^{\mu_1}) \epsilon_{\text{reco}}^{\mu}(p_T^{\mu_2}, q^{\mu_2}),$$

where $p_T^\mu$, $q^\mu$, and $\eta^\mu$ are transverse momentum, charge, and pseudorapidity of the muons. The $\epsilon_{\text{reco}}^{\mu}$ is derived from $pp$ data using $J/\psi \rightarrow \mu^+\mu^-$ decays, as described in Ref. [46].

The level-1 trigger efficiency $\epsilon_{\text{L1}}$ is defined as the probability that an event passing the reconstruction requirements is selected by the level-1 trigger. The event filter efficiency $\epsilon_{\text{EF}}$ is defined as the probability that events selected by the level-1 trigger are selected by the event filter. Because the event filter performs muon reconstruction independently of the level-1 trigger, the trigger efficiency is calculated as

$$\epsilon_{\text{trigger}} = \epsilon_{\text{L1}} \epsilon_{\text{EF}}.$$

The efficiency $\epsilon_{\text{L1}}$ is expressed in terms of the single-muon level-1 efficiency $\epsilon_{\text{L1}}^{\mu}$. The level-1 trigger required at least one muon in the event, thus

$$\epsilon_{\text{L1}} = 1 - [1 - \epsilon_{\text{L1}}^{\mu}(p_T^{\mu_1}, q^{\mu_1})] [1 - \epsilon_{\text{L1}}^{\mu}(p_T^{\mu_2}, q^{\mu_2})].$$

The efficiency $\epsilon_{\text{EF}}$ is derived from data using reconstructed muons in events selected with a minimum-bias trigger that required a signal in at least one MBTS counter on each set. It is defined as the ratio of the number of reconstructed muons that passed the trigger requirement to the number of reconstructed muons in each $p_T^\mu$ and $q^\mu$, $\eta^\mu$ interval.

The efficiency $\epsilon_{\text{EF}}$ is expressed in terms of the single-muon event filter efficiency $\epsilon_{\text{EF}}^{\mu}$. The event filter selected events with two muons, thus

$$\epsilon_{\text{EF}} = \epsilon_{\text{EF}}^{\mu}(p_T^{\mu_1}, q^{\mu_1}) \epsilon_{\text{EF}}^{\mu}(p_T^{\mu_2}, q^{\mu_2}).$$

The efficiency $\epsilon_{\text{EF}}^{\mu}$ is determined from MC simulation and checked with data; in both cases the “tag and probe” method is used. In this method, events selected with single-muon triggers with various thresholds starting from $p_T^\mu > 4$ GeV are used to select muon pairs by requiring a well-reconstructed muon, the “tag,” and another muon, the “probe,” that form a pair consistent with originating from a $J/\psi$ decay. The tag is required to be consistent with the particle that triggered the event and to pass the level-1 requirement. The probes provide a sample that can be used to measure the trigger efficiency in an unbiased way. The event filter efficiency $\epsilon_{\text{EF}}^{\mu}$ is evaluated as the ratio of the number of $J/\psi$ (determined by fitting the $m_{\mu\mu}$ distributions) with probes that pass the event filter requirements, to the total number of selected $J/\psi$. Results from MC simulation and data agree within the statistical uncertainty of the data.

The data are corrected on a per-candidate basis, using the weights defined in Eq. (3). To illustrate the impact of the corrections, the average weights over all $J/\psi$ candidates evaluated for the kinematic intervals used in the cross-section measurement are shown in Fig. 1. The relative contributions from the kinematic acceptance and the trigger and reconstruction efficiencies are shown separately. Due to the c.m. boost, the intervals of $y^*$ used for the forward-backward asymmetry measurement span intervals in $y$ that are not symmetric around $y = 0$. Those intervals are listed in Table I. In both periods the $J/\psi$ candidates with $|y| < 0.47$ are in the negative $y^*$ interval, whereas those with $1.47 < |y| < 2.4$ are in the positive $y^*$ interval. As a result, the weights obtained for the positive and negative $y^*$ intervals are different.
The number of produced $J/\psi$ mesons and the relative fraction of nonprompt $J/\psi$ with respect to inclusive production, called the “nonprompt fraction,” are determined using a two-dimensional extended maximum-likelihood fit \cite{47} of the $(m_{\mu\mu},\tau)$ spectrum of weighted $J/\psi$ candidates. The fit functions used are similar to those described in previous ATLAS publications \cite{38}. The signal $\tau$ distribution is described using a Dirac $\delta$ function for prompt $J/\psi$ and an exponential function for nonprompt $J/\psi$; these are convolved with a Gaussian resolution function whose width is a free parameter. The background $\tau$ distribution is described with the sum of a $\delta$ function to describe prompt background, an exponential function to describe nonprompt background, and a double-sided exponential function to describe non-Gaussian tails observed at negative $\tau$; these are convolved with a Gaussian resolution function whose width is a free parameter not restricted to be the same as the signal resolution. The $m_{\mu\mu}$ spectrum is described by a “crystal ball” (CB) function \cite{48} for the signal and an exponential function for the background. The complete fit model includes 15 free parameters. Fits are performed using MINUIT \cite{49} interfaced with the ROOFIT \cite{50} framework. The fit is performed separately in several bins of dimuon $p_T$ and $y^*$. Figure 2 shows $m_{\mu\mu}$ and $\tau$ distributions in the kinematic interval $14 < p_T < 20$ GeV, $-1.94 < y^* < 0$, and the corresponding projections of the fit function.

Several studies with pseudoexperiments and other cross-checks show that the fit procedure provides an unbiased estimation of the extracted parameters and their statistical uncertainties.

VI. SYSTEMATIC UNCERTAINTIES

The relevant sources of systematic uncertainty for the measurements presented in this work are trigger and reconstruction efficiency corrections, fit model dependence, and the luminosity calibration. The dominant source of systematic uncertainty associated with the event filter efficiency is the limited size of the data sample available for the tag-and-probe study. The corresponding systematic uncertainty on the cross-section measurement is estimated by means of pseudoexperiments, randomly varying the weight used for each $J/\psi$ candidate according to the uncertainty in the single-muon efficiency. The systematic uncertainty associated with the level-1 trigger efficiency is estimated by varying the selection criteria for muons and by considering discrepancies with an alternative determination of the efficiency using MC simulation. The systematic uncertainties associated with muon reconstruction efficiencies were evaluated in Ref. \cite{46} using 2012 $pp$ data. Detector operating conditions and occupancy were similar in the 2012 $pp$ run and the 2013 $p$ + $Pb$ run; therefore the efficiencies and uncertainties calculated in Ref. \cite{46} are used in the present analysis.

The impact of the level-1 trigger and muon reconstruction systematic uncertainties on the $J/\psi$ cross section is estimated by varying all of the efficiency corrections up and down by their systematic uncertainties, and recalculating the mean dimuon reconstruction efficiency over all $J/\psi$ candidates in each kinematic bin. The resulting deviation of the mean dimuon reconstruction efficiency from the central value in each bin is
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candidates in a representative interval of (upper panel) and pseudoproper time (bottom panel) of weighted that the assumption of factorization in Eqs. (5)–(7) results in a performed by means of MC simulations. The result indicates as a variation. The adequacy describe the signal in most regions, and this is used the tail observed in the low mass region. A double-Gaussian distribution is fit with a CB function that can account for taken as a systematic uncertainty on the \( J/\psi \) inclusive cross section.

A closure test of the overall trigger efficiency corrections is performed by means of MC simulations. The result indicates that the assumption of factorization in Eqs. (5)–(7) results in a bias of 2–5% depending on the kinematic bin. This nonclosure is taken as a systematic uncertainty on the \( J/\psi \) inclusive cross section.

The systematic uncertainty associated with the fit model is estimated by varying the fit functions to gauge the sensitivity of the inclusive number of observed \( J/\psi \) and the nonprompt fraction to the function chosen for the fits. The signal \( m_{\mu\mu} \) distribution is fit with a CB function that can account for the tail observed in the low mass region. A double-Gaussian distribution with different widths but the same mean can adequately describe the signal in most regions, and this is used as a variation. The \( m_{\mu\mu} \) distribution of the background is modeled by an exponential function. A second-order Chebyshev polynomial is used as an alternative. The resolution function used for the modeling of both the signal and background \( \tau \) distributions is changed to a double-Gaussian function as an alternative. These variations are performed separately.

The variation in the background shape in the \( \tau \) distribution is addressed in the following way: a background-only fit is performed to the \( \tau \) distribution in a sideband region defined by dimuons with \( m_{\mu\mu} \) in the interval of 2.5–2.8 or 3.2–3.5 GeV. The background shape parameters are fixed and then the fit is performed in the 2.5–3.5 GeV mass region.

The systematic uncertainty associated with each fit variation is taken as the deviation from the central value. The total systematic uncertainty of the fit model is taken as the sum in quadrature of the effects of using the alternative fit functions and the fit constrained by the sideband region. It is dominated by the uncertainty associated with the modeling of the \( \tau \) distribution.

The luminosity systematic uncertainty of 2.7% is propagated to the differential cross-section measurements presented. It is not considered in the measurement of the nonprompt fraction or the forward-backward ratio because both of these observables are independent of the luminosity.

The kinematic acceptance correction has a potential theoretical uncertainty that depends on the spin alignment of the \( J/\psi \) decay. Previous measurements in \( pp \) collisions [51–53] suggest that the degree of polarization is small at LHC energies. Based on the assumption that the nuclear medium does not modify the average polarization of produced \( J/\psi \), no systematic uncertainty due to spin alignment is included. The modification to quoted production rates under various benchmark spin-alignment assumptions are presented in Appendix A.

The kinematic acceptance correction is obtained using a large sample of MC simulated events that allows the kinematic variables to be binned finely. Therefore, the impact of mismodeling of the underlying kinematic distributions in the MC simulation, as reported in previous ATLAS publications [38], is negligible.

The total systematic uncertainty on the \( J/\psi \) inclusive differential cross section amounts to 6–9%, with no strong \( y^* \) or \( p_T \) dependence, and is dominated by trigger efficiency systematic uncertainties. The systematic uncertainty in the nonprompt fraction, estimated from fit model variations, amounts to 2–17%, with the largest values at large \( |y^*| \) and low \( p_T \).

The systematic uncertainties on the cross section for prompt and nonprompt \( J/\psi \) are obtained from the systematic uncertainties of the inclusive cross section and the nonprompt fraction, assuming them to be uncorrelated. The corresponding statistical uncertainties are obtained by considering the covariance between the fit parameters. A summary of the statistical and systematic uncertainties of the differential cross-section measurements for prompt and nonprompt \( J/\psi \) are shown in Table II.

VII. RESULTS AND DISCUSSION

A. Cross sections and nonprompt fraction

The measured nonprompt fractions in the backward (\(-1.94 < y^* < 0\)) and forward (\(0 < y^* < 1.94\)) regions are shown as a function of \( J/\psi \) transverse momentum in the upper panel of Fig. 3. A strong \( p_T \) dependence of the nonprompt fraction is observed, reaching values above 50% at the highest
The differential cross sections are defined as

$$\frac{d^2\sigma}{d\pt d\y^*} B(J/\psi \to \mu^+\mu^-) = \frac{N_{\text{corr}}^{J/\psi}}{L\Delta\pt\Delta\y^*},$$

(8)

where $B(J/\psi \to \mu^+\mu^-)$ is the branching ratio of the dimuon channel, $N_{\text{corr}}^{J/\psi}$ is the number of observed $J/\psi$ obtained from the fit to the weighted data, $L$ is the integrated luminosity of the sample, and $\Delta\pt$ and $\Delta\y^*$ are the transverse momentum and c.m. rapidity bin widths.

The cross sections for prompt and nonprompt $J/\psi$ are derived from the inclusive production cross section and the nonprompt fraction. Differential cross sections for prompt and nonprompt $J/\psi$ production are shown in Fig. 4 as a function of $\pt$ in the backward and forward $\y^*$ regions, and in Fig. 5 as a function of $\y^*$. The statistical uncertainties are negligible relative to the systematic uncertainties except at high $\pt$. The rapidly falling spectrum and the different slopes for the two production modes are similar to previous measurements [38,54]. No significant asymmetry is observed as a function of $\y^*$, and the $\pt$ dependence at forward and backward $\y^*$ is found to be compatible. This is quantified by the ratio $R_{FB}$, as discussed in the following section.

### B. Forward-backward ratio

The asymmetry of $J/\psi$ production between the proton beam direction and lead beam direction is quantified with the forward-backward ratio $R_{FB}$, defined in Eq. (1). It is calculated from the cross-section measurements presented in Figs. 4 and 5, and is thus presented integrated over $|\y^*| < 1.94$ as a function of $\pt$, and also integrated over $8 < \pt < 30$ GeV as a function of $|\y^*|$. This ratio is sensitive to a possible rapidity dependence of cold-medium effects in $J/\psi$ production.

Systematic uncertainties in the forward and backward $\y^*$ regions partially cancel out in $R_{FB}$, when integrated over $|\y^*| < 1.94$, because $J/\psi$ candidates with exactly the same $\y$ fall in either forward or backward $\y^*$ depending on the beam directions of the data-taking period. As shown in Table I, $J/\psi$ candidates with $0.47 < \y < 1.47$ fall in the backward $\y^*$ in the first period but in forward $\y^*$ in the second period. Similarly, $J/\psi$ candidates with $-1.47 < \y < -0.47$ fall in the forward $\y^*$ interval in the first period but in the backward $\y^*$ interval in the second period. The systematic uncertainties associated with these $J/\psi$ candidates are fully correlated, assuming they do not depend on the data-taking period. This assumption is checked, and no time dependence in the efficiency corrections is found.

### TABLE II. Summary of statistical and systematic uncertainties on the differential cross-section measurements for prompt and nonprompt $J/\psi$. The values are quoted as relative uncertainties (in %) and refer to the range of uncertainties over the specified $\pt$ or $\y^*$ range.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>$-1.94 &lt; \y^* &lt; 0$ $\pt$ range [8,30] (GeV)</th>
<th>$0 &lt; \y^* &lt; 1.94$ $\pt$ range [8,30] (GeV)</th>
<th>$8 &lt; \pt &lt; 30$ GeV $\y^*$ range [−2.87,1.94]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical</td>
<td>2.1–5.9</td>
<td>2.3–6.9</td>
<td>2.6–10</td>
</tr>
<tr>
<td>Trigger</td>
<td>5.3–7.5</td>
<td>5.2–7.4</td>
<td>5.7–7.0</td>
</tr>
<tr>
<td>Muon reconstruction</td>
<td>2.6–4.2</td>
<td>2.4–3.7</td>
<td>2.2–3.6</td>
</tr>
<tr>
<td>Fit model</td>
<td>3.3–6.1</td>
<td>2.4–9.2</td>
<td>2.9–17</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.7</td>
<td>2.7</td>
<td>2.7</td>
</tr>
</tbody>
</table>
The error bars show the statistical uncertainty, and the shaded boxes show the sum in quadrature of statistical and systematic uncertainties.

On the other hand, $J/\psi$ events with $|y| < 0.47$ always fall in the backward $y^*$ interval, and $J/\psi$ candidates with $1.47 < |y| < 2.4$ always fall in the forward $y^*$ interval. The systematic uncertainties associated with these candidates are assumed to be uncorrelated. Based on these considerations, the forward-backward correlation of systematic uncertainties is estimated to be 50%. In contrast, for the measurement of $R_{FB}$ as a function of $y^*$, the corresponding $y$ intervals do not overlap. Therefore, the systematic uncertainties are assumed to be uncorrelated. A summary of systematic uncertainties in $R_{FB}$ is presented in Table III.

Figure 6 shows $R_{FB}$ as a function of transverse momentum in the range $8 < p_T < 30$ GeV for prompt $J/\psi$ (upper panel) and for nonprompt $J/\psi$ (bottom panel). Figure 7 shows $R_{FB}$ as a function of $y^*$ in the range $|y^*| < 1.94$ for prompt $J/\psi$ (upper panel) and for nonprompt $J/\psi$ (bottom panel). These results are consistent with unity within experimental uncertainties. No significant $p_T$ or $y^*$ dependence is observed, for both prompt and nonprompt $J/\psi$.

The $R_{FB}$ ratio for prompt $J/\psi$ agrees with theoretical predictions [28,55] that include shadowing effects based on the EPS09 nuclear parton distribution functions [56]. These results constrain the $y^*$ dependence of cold-medium effects in charmonium and $b$-quark production.

These $R_{FB}$ measurements are complementary to results presented by the LHCb Collaboration, in the range $2.5 < |y^*| < 4.0$, $0 < p_T < 14$ GeV, which show a difference between prompt and nonprompt $J/\psi$ production, the former showing a strong $p_T$ dependence with values significantly below unity [15]. The LHCb Collaboration’s combined results for inclusive $J/\psi$ production are also consistent with $R_{FB}$ measurements presented by the ALICE Collaboration in the range $2.96 < |y^*| < 3.53$, $0 < p_T < 15$ GeV [14]. The difference with respect to the results presented in this paper suggests a strong kinematic dependence of the cold-medium effects on both charmonium and $b$-quark production.

Table III. Summary of statistical and systematic uncertainties on the forward-backward ratio $R_{FB}$ for prompt and nonprompt $J/\psi$. The values are quoted as relative uncertainties (in %) and refer to the range of uncertainties over the specified $p_T$ or $y^*$ range.

| Uncertainty       | $8 < p_T < 30$ GeV | $|y^*| < 1.94$ |
|-------------------|-------------------|----------------|
| Stat. prompt      | 3.1–8.9           | 3.8–4.8        |
| Syst. prompt      | 6.7–11            | 12–19          |
| Stat. nonprompt   | 5.1–8.4           | 6.4–10         |
| Syst. nonprompt   | 6.7–11            | 12–19          |
FIG. 6. (Color online) Forward-backward production ratio $R_{FB}$ measured in the c.m. rapidity range $|y^*| < 1.94$ as a function of $J/\psi$ transverse momentum for prompt $J/\psi$ (upper panel) and nonprompt $J/\psi$ (bottom panel). The error bars show the statistical uncertainty, and the shaded boxes show the sum in quadrature of statistical and systematic uncertainties. The narrow horizontal band in the upper panel represents the prediction from Ref. [55] described in the text.

C. Comparison with FONLL calculation

The differential cross sections of nonprompt $J/\psi$ production are compared to FONLL calculations [57] for $pp$ collisions at 5.02 TeV multiplied by a factor of 208 to account for the number of nucleons in the Pb ion. The FONLL calculations are performed using CTEQ6.6 [58] parton distribution functions that do not include any nuclear modification. Systematic uncertainties on the FONLL calculation are obtained by varying the $b$-quark mass ($4.75 \pm 0.25$ GeV), by separately varying the renormalization and factorization scales up and down by a factor of 2, and by accounting for parton distribution function uncertainties. As can be seen in Fig. 8, the measured cross sections are consistent with the FONLL calculation within uncertainties.

FIG. 7. (Color online) Forward-backward production ratio $R_{FB}$ as a function of c.m. rapidity $y^*$ for prompt $J/\psi$ (upper panel) and nonprompt $J/\psi$ (bottom panel). The error bars show the statistical uncertainty, and the shaded boxes show the sum in quadrature of statistical and systematic uncertainties. The two bands in the upper panel represent the predictions from Refs. [28,55] described in the text.

VIII. CONCLUSIONS

In this paper, ATLAS presents measurements of differential cross sections of prompt and nonprompt $J/\psi$ production in 28.1 nb$^{-1}$ of $\sqrt{s_{NN}} = 5.02$ TeV, $p +$ Pb collisions at the LHC in the kinematic range $-2.87 < y^* < 1.94$ and $8 < p_T < 30$ GeV. The fraction of nonprompt to inclusive $J/\psi$ production is found to depend strongly on $p_T$, reaching values above 50% at the highest measured $p_T$. No significant $y^*$ dependence is observed. This trend is consistent with previous measurements performed with $pp$ data in a similar kinematic range [38,54].

The measured differential cross section for nonprompt $J/\psi$ is compared to a scaled $pp$ reference based on FONLL calculations and is found to be consistent within uncertainties. The measured forward-backward ratios of cross sections in the range $|y^*| < 1.94$ are consistent with unity within experimental uncertainties, and with no significant $p_T$ or $y^*$ dependence. No difference in these trends is observed between prompt and nonprompt $J/\psi$. These results differ from measurements at more forward $y^*$ and lower $p_T$ performed by
FIG. 8. (Color online) Differential cross section for production of nonprompt $J/\psi$ as a function of $J/\psi$ transverse momentum (upper and middle panels) and c.m. rapidity (bottom panel) compared with a FONLL calculation for $pp$ collisions scaled by the number of nucleons in the Pb ion. Error bars represent the combination of statistical and systematic uncertainties added in quadrature. The shaded boxes represent the theoretical uncertainties on the FONLL predictions, computed as described in the text. These are strongly correlated between the bins.
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APPENDIX A: ACCEPTANCE CORRECTION FACTORS

Table IV summarizes the multiplicative correction factors that can be used to correct the central values of $J/\psi$ production cross sections from isotropic production to an alternative spin-alignment scenario. The alternative spin-alignment scenarios are described in Ref. [59].
TABLE IV. Scale factors that modify the central cross-section values, evaluated assuming isotropic decay angular distributions, to a given spin-alignment scenario. The different spin-alignment scenarios are defined in Ref. [59].

\[
\begin{array}{cccccc}
\hline
\text{Longitudinal} & 0.69 & 0.70 & 0.71 & 0.74 & 0.78 \\
\text{Transverse zero} & 1.29 & 1.28 & 1.25 & 1.22 & 1.16 \\
\text{Transverse positive} & 2.79 & 1.87 & 1.51 & 1.36 & 1.19 \\
\text{Transverse negative} & 1.02 & 1.14 & 1.18 & 1.17 & 1.14 \\
\text{Off-plane positive} & 1.10 & 1.11 & 1.09 & 1.06 & 1.04 \\
\text{Off-plane negative} & 0.91 & 0.91 & 0.93 & 0.95 & 0.97 \\
\hline
\hline
\text{Longitudinal} & 0.68 & 0.69 & 0.70 & 0.73 & 0.78 \\
\text{Transverse zero} & 1.30 & 1.29 & 1.27 & 1.22 & 1.16 \\
\text{Transverse positive} & 1.66 & 1.38 & 1.30 & 1.24 & 1.17 \\
\text{Transverse negative} & 1.10 & 1.22 & 1.23 & 1.21 & 1.16 \\
\text{Off-plane positive} & 1.07 & 1.07 & 1.05 & 1.03 & 1.02 \\
\text{Off-plane negative} & 0.94 & 0.94 & 0.95 & 0.97 & 0.98 \\
\hline
8 < p_T < 30 \text{ GeV} & y^* & [-2.87, -1.94] & [-1.94, -1.3] & [-1.3, -0.65] & [-0.65, 0] & [0, 0.65] & [0.65, 1.3] & [1.3, 1.94] \\
\hline
\text{Longitudinal} & 0.70 & 0.70 & 0.69 & 0.69 & 0.70 & 0.70 & 0.70 \\
\text{Transverse zero} & 1.27 & 1.27 & 1.28 & 1.30 & 1.28 & 1.26 & 1.27 \\
\text{Transverse positive} & 3.74 & 1.47 & 1.47 & 1.48 & 1.48 & 1.49 & 4.83 \\
\text{Transverse negative} & 1.03 & 1.14 & 1.17 & 1.18 & 1.15 & 1.12 & 0.98 \\
\text{Off-plane positive} & 1.10 & 1.10 & 1.06 & 1.03 & 1.08 & 1.11 & 1.09 \\
\text{Off-plane negative} & 0.91 & 0.91 & 0.95 & 0.98 & 0.93 & 0.91 & 0.92 \\
\end{array}
\]

APPENDIX B: TABLES WITH RESULTS

The measured $J/\psi$ cross sections are shown in Tables V and VI for prompt and nonprompt production respectively. The measured nonprompt fractions are shown in Table VII. The measured forward-backward ratios are shown in Table VIII.

TABLE V. Measured prompt $J/\psi$ differential cross section multiplied by branching ratio.

\[
\begin{array}{cccc}
p_T \text{ (GeV)} & \text{ } & -1.94 < y^* < 0 & 0 < y^* < 1.94 \\
\hline
8.0–9.5 & 414 \pm 12 \text{ (stat)} \pm 39 \text{ (syst)} \pm 11 \text{ (lumi)} & 408 \pm 12 \text{ (stat)} \pm 50 \text{ (syst)} \pm 11 \text{ (lumi)} \\
9.5–11.5 & 173 \pm 4 \text{ (stat)} \pm 16 \text{ (syst)} \pm 5 \text{ (lumi)} & 159 \pm 4 \text{ (stat)} \pm 15 \text{ (syst)} \pm 4 \text{ (lumi)} \\
11.5–14.0 & 58.2 \pm 1.4 \text{ (stat)} \pm 4.3 \text{ (syst)} \pm 1.6 \text{ (lumi)} & 55.5 \pm 1.5 \text{ (stat)} \pm 5.7 \text{ (syst)} \pm 1.5 \text{ (lumi)} \\
14.0–20.0 & 11.8 \pm 0.4 \text{ (stat)} \pm 0.8 \text{ (syst)} \pm 0.3 \text{ (lumi)} & 11.9 \pm 0.3 \text{ (stat)} \pm 0.9 \text{ (syst)} \pm 0.3 \text{ (lumi)} \\
20.0–30.0 & 1.41 \pm 0.08 \text{ (stat)} \pm 0.10 \text{ (syst)} \pm 0.04 \text{ (lumi)} & 1.13 \pm 0.08 \text{ (stat)} \pm 0.07 \text{ (syst)} \pm 0.03 \text{ (lumi)} \\
\hline
\end{array}
\]

\[
\begin{array}{cccc}
\text{8 < p_T < 30 GeV} & y^* & [-2.87, -1.94] & [-1.94, -1.3] \\
\hline
\end{array}
\]

\[
\begin{array}{cccc}
\text{8 < p_T < 30 GeV} & y^* & [-2.87, -1.94] & [-1.94, -1.3] \\
\hline
\end{array}
\]
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### TABLE VI. Measured nonprompt $J/\psi$ differential cross section multiplied by branching ratio.

<table>
<thead>
<tr>
<th>$p_T$ (GeV)</th>
<th>$-1.94 &lt; y^* &lt; 0$</th>
<th>$0 &lt; y^* &lt; 1.94$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0–9.5</td>
<td>167 ± 9 (stat) ± 16 (syst) ± 5 (lumi)</td>
<td>136 ± 8 (stat) ± 17 (syst) ± 4 (lumi)</td>
</tr>
<tr>
<td>9.5–11.5</td>
<td>69.1 ± 2.6 (stat) ± 6.3 (syst) ± 1.9 (lumi)</td>
<td>69.9 ± 2.8 (stat) ± 6.6 (syst) ± 1.9 (lumi)</td>
</tr>
<tr>
<td>11.5–14.0</td>
<td>32.3 ± 1.2 (stat) ± 2.4 (syst) ± 0.9 (lumi)</td>
<td>29.2 ± 1.3 (stat) ± 3.0 (syst) ± 0.8 (lumi)</td>
</tr>
<tr>
<td>14.0–20.0</td>
<td>9.28 ± 0.33 (stat) ± 0.63 (syst) ± 0.25 (lumi)</td>
<td>9.06 ± 0.33 (stat) ± 0.70 (syst) ± 0.24 (lumi)</td>
</tr>
<tr>
<td>20.0–30.0</td>
<td>1.43 ± 0.08 (stat) ± 0.10 (syst) ± 0.04 (lumi)</td>
<td>1.48 ± 0.09 (stat) ± 0.09 (syst) ± 0.04 (lumi)</td>
</tr>
</tbody>
</table>

### TABLE VII. Measured fraction of nonprompt $J/\psi$ production.

<table>
<thead>
<tr>
<th>$p_T$ (GeV)</th>
<th>$-1.94 &lt; y^* &lt; 0$</th>
<th>$0 &lt; y^* &lt; 1.94$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0–9.5</td>
<td>0.287 ± 0.013 (stat) ± 0.012 (syst)</td>
<td>0.250 ± 0.013 (stat) ± 0.023 (syst)</td>
</tr>
<tr>
<td>9.5–11.5</td>
<td>0.286 ± 0.009 (stat) ± 0.017 (syst)</td>
<td>0.305 ± 0.010 (stat) ± 0.020 (syst)</td>
</tr>
<tr>
<td>11.5–14.0</td>
<td>0.357 ± 0.010 (stat) ± 0.015 (syst)</td>
<td>0.345 ± 0.012 (stat) ± 0.029 (syst)</td>
</tr>
<tr>
<td>14.0–20.0</td>
<td>0.441 ± 0.012 (stat) ± 0.015 (syst)</td>
<td>0.433 ± 0.012 (stat) ± 0.022 (syst)</td>
</tr>
<tr>
<td>20.0–30.0</td>
<td>0.504 ± 0.021 (stat) ± 0.018 (syst)</td>
<td>0.568 ± 0.022 (stat) ± 0.014 (syst)</td>
</tr>
</tbody>
</table>

### TABLE VIII. Measured forward-backward production ratio.

<table>
<thead>
<tr>
<th>$y^*$</th>
<th>$8 &lt; p_T &lt; 30$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-1.94 &lt; y^* &lt; 0$</td>
<td>$0 &lt; y^* &lt; 1.94$</td>
</tr>
<tr>
<td>8.0–9.5</td>
<td>1.10 ± 0.04 (stat) ± 0.13 (syst)</td>
</tr>
<tr>
<td>9.5–11.5</td>
<td>0.90 ± 0.03 (stat) ± 0.11 (syst)</td>
</tr>
<tr>
<td>11.5–14.0</td>
<td>0.92 ± 0.04 (stat) ± 0.18 (syst)</td>
</tr>
<tr>
<td>$8 &lt; p_T &lt; 30$ GeV</td>
<td></td>
</tr>
<tr>
<td>$-1.94 &lt; y^* &lt; 0$</td>
<td>$0 &lt; y^* &lt; 1.94$</td>
</tr>
<tr>
<td>8.0–9.5</td>
<td>0.98 ± 0.04 (stat) ± 0.11 (syst)</td>
</tr>
<tr>
<td>9.5–11.5</td>
<td>0.92 ± 0.03 (stat) ± 0.09 (syst)</td>
</tr>
<tr>
<td>11.5–14.0</td>
<td>0.95 ± 0.03 (stat) ± 0.09 (syst)</td>
</tr>
<tr>
<td>14.0–20.0</td>
<td>1.01 ± 0.04 (stat) ± 0.07 (syst)</td>
</tr>
<tr>
<td>20.0–30.0</td>
<td>0.80 ± 0.07 (stat) ± 0.05 (syst)</td>
</tr>
</tbody>
</table>