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ABSTRACT: A generic search for anomalous production of events with at least three charged leptons is presented. The data sample consists of $pp$ collisions at $\sqrt{s} = 8$ TeV collected in 2012 by the ATLAS experiment at the CERN Large Hadron Collider, and corresponds to an integrated luminosity of 20.3 fb$^{-1}$. Events are required to have at least three selected lepton candidates, at least two of which must be electrons or muons, while the third may be a hadronically decaying tau. Selected events are categorized based on their lepton flavour content and signal regions are constructed using several kinematic variables of interest. No significant deviations from Standard Model predictions are observed. Model-independent upper limits on contributions from beyond the Standard Model phenomena are provided for each signal region, along with prescription to re-interpret the limits for any model. Constraints are also placed on models predicting doubly charged Higgs bosons and excited leptons. For doubly charged Higgs bosons decaying to $e\tau$ or $\mu\tau$, lower limits on the mass are set at 400 GeV at 95% confidence level. For excited leptons, constraints are provided as functions of both the mass of the excited state and the compositeness scale $\Lambda$, with the strongest mass constraints arising in regions where the mass equals $\Lambda$. In such scenarios, lower mass limits are set at 3.0 TeV for excited electrons and muons, 2.5 TeV for excited taus, and 1.6 TeV for every excited-neutrino flavour.
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1 Introduction

With the delivery and exploitation of over $20 \text{fb}^{-1}$ of integrated luminosity at a centre-of-mass energy of 8 TeV in proton-proton collisions at the CERN Large Hadron Collider, many models of new physics now face significant constraints on their allowed parameter space. Final states including three or more charged, prompt, and isolated leptons have received significant attention, both in measurements of Standard Model (SM) diboson [1–3] and Higgs boson production [4, 5], and in searches for new phenomena. Anomalous production of multi-lepton final states arises in many beyond the Standard Model (BSM) scenarios, including excited-lepton models [6, 7], the Zee-Babu neutrino mass model [8–10], supersymmetry [11–19], models with pair production of vector-like quarks [20], and models with doubly charged Higgs bosons [21, 22] including Higgs triplet models [23, 24]. An absence of significant deviations from SM predictions in previous measurements and dedicated searches motivates an inclusive search strategy, sensitive to a variety of production modes and kinematic features.
In this paper, the results of a search for the anomalous production of events with at least three charged leptons are presented. The dataset used was collected in 2012 by the ATLAS detector at the Large Hadron Collider, and corresponds to an integrated luminosity of 20.3 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 8$ TeV. Events with at least three leptons are categorized using their flavour content, and signal regions are constructed using several kinematic variables, to cover a wide range of different BSM scenarios. Inspection of the signal regions reveals no significant deviations from the expected background, and model-independent upper limits on contributions from BSM sources are evaluated. A prescription for confronting other models with these results is also provided, along with per-lepton efficiencies parameterized by lepton flavour and kinematics.

The model-independent limits are also used to provide constraints on two benchmark models. The first model predicts the Drell-Yan production of doubly charged Higgs bosons [21, 22], which then decay into lepton pairs. The decays can include flavour-violating terms that can lead to final states such as $\ell^\pm \tau^\pm \ell^\mp \tau^-\ell^\mp$, where $\ell$ denotes an electron or muon, and the tau lepton is allowed to decay hadronically or leptonically. Lepton-flavor-conserving decays are not considered in this paper. The second benchmark scenario is a composite fermion model predicting the existence of excited leptons [25]. The excited leptons, which may be neutral ($\nu^*$) or charged ($\ell^*$), are produced in a pair or in association with a SM lepton either through contact interactions or gauge-mediated processes. Their decay proceeds via the same mechanisms, with rates that depend on the lepton mass and a compositeness scale, $\Lambda$. The final states of such events often contain three or more charged leptons with large momentum.

Related searches for new phenomena in events with multi-lepton final states have not shown any significant deviation from SM expectations. The CMS Collaboration has conducted a search similar to the one presented here using 5 fb$^{-1}$ of 7 TeV data [26] and also with 19.5 fb$^{-1}$ of 8 TeV data [27]. The ATLAS Collaboration has performed searches for supersymmetry in multi-lepton final states [28–30], as have experiments at the Tevatron [31, 32]. The search presented here complements the previous searches by providing model-independent limits and by exploring new kinematic variables. Compared to a similar analysis presented in ref. [33] using 7 TeV data, this search tightens the lepton requirements on the momentum transverse to the beamline ($p_T$) from 10(15) GeV to 15(20) GeV for electrons and muons (hadronically decaying taus), includes new signal regions to target models producing heavy-flavour signatures and events without $Z$ bosons, and tightens the requirements for previously defined signal regions to exploit the higher centre-of-mass energy and integrated luminosity of the 2012 data sample.

2 The ATLAS detector

The ATLAS detector [34] at the LHC covers nearly the entire solid angle around the collision point. It consists of an inner tracking detector surrounded by a thin superconducting
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$^1$ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse

---
solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroid magnets with eight coils each.

The inner-detector system is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the range $|\eta| < 2.5$. A high-granularity silicon pixel detector covers the vertex region and typically provides three measurements per track, with one hit being usually registered in the innermost layer. It is followed by a silicon microstrip tracker, which usually provides four two-dimensional measurement points per track. These silicon detectors are complemented by a transition radiation tracker, which enables extended track reconstruction up to $|\eta| = 2.0$. The transition radiation tracker also provides electron identification information based on the fraction of hits (typically 30 in total) above a higher energy threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. Within the region $|\eta| < 3.2$, electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering $|\eta| < 1.8$, to correct for energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, segmented into three barrel structures within $|\eta| < 1.7$, and two copper/LAr hadronic endcap calorimeters. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimized for electromagnetic and hadronic measurements respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers measuring the deflection of muons in a magnetic field generated by superconducting air-core toroids. The precision chamber system covers the region $|\eta| < 2.7$ with three layers of monitored drift tubes, complemented by cathode strip chambers in the forward region, where the background is highest. The muon trigger system covers the range $|\eta| < 2.4$ with resistive plate chambers in the barrel, and thin gap chambers in the endcap regions.

A three-level trigger system is used to select interesting events [35]. The Level-1 trigger is implemented in hardware and uses a subset of detector information to reduce the event rate to a design value of at most 75 kHz. This is followed by two software-based trigger levels which together reduce the event rate to about 400 Hz.

3 Event selection

Events are required to have fired either a single-electron or single-muon trigger. The electron and muon triggers impose a $p_T$ threshold of 24 GeV along with isolation requirements on the lepton. To recover efficiency for higher $p_T$ leptons, the isolated lepton triggers are complemented by triggers without isolation requirements but with a higher $p_T$ threshold of 60 (36) GeV for electrons (muons). In order to ensure that the trigger has constant efficiency as a function of lepton $p_T$, the offline event selection requires at least one lepton (electron or muon) with $p_T > 26$ GeV consistent with having fired the relevant single-lepton trigger. A muon associated with the trigger must lie within $|\eta| < 2.4$, while a triggered
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plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. 
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electron must lie within $|\eta| < 2.47$, excluding the calorimeter barrel/endcap transition region ($1.37 \leq |\eta| < 1.52$). Additional muons in the event must lie within $|\eta| < 2.5$ and have $p_T > 15$ GeV. Additional electrons must satisfy the same $\eta$ requirements as triggered electrons and have $p_T > 15$ GeV. The third lepton in the event may be an additional electron or muon satisfying the same requirements as the second lepton, or a hadronically decaying tau ($\tau_{\text{had}}$) with $p_T^{\text{vis}} > 20$ GeV and $|\eta^{\text{vis}}| < 2.5$, where $p_T^{\text{vis}}$ and $\eta^{\text{vis}}$ denote the $p_T$ and $\eta$ of the visible products of the tau decay, with no corrections for the momentum carried by neutrinos. Throughout this paper, the four-momenta of tau candidates are defined only by the visible decay products.

Events must have a reconstructed primary vertex with at least three associated tracks with $p_T > 0.4$ GeV. In events with multiple primary vertex candidates, the primary vertex is chosen to be the one with the highest $\Sigma p_T^2$, where the sum is over all reconstructed tracks associated with the vertex. Events with pairs of leptons that are of the same flavour but opposite sign and have an invariant mass below 15 GeV are excluded to avoid backgrounds from low-mass resonances.

The lepton selection includes requirements to reduce the contributions from non-prompt or fake leptons. These requirements exploit the transverse and longitudinal impact parameters of the tracks with respect to the primary vertex, the isolation of the lepton candidates from nearby hadronic activity, and in the case of electron and $\tau_{\text{had}}$ candidates, the lateral and longitudinal profiles of the shower in the electromagnetic calorimeter. These requirements are described in more detail below. There are also requirements for electrons on the quality of the reconstructed track and its match to the cluster in the calorimeter.

Electron candidates are required to satisfy the “tight” identification criteria described in ref. [36], updated for the increased number of multiple interactions per bunch crossing (pileup) in the 2012 dataset. The tight criteria include requirements on the track properties and shower development of the electron candidate. Muons must have tracks with hits in both the inner tracking detector and muon spectrometer, and must satisfy criteria on track quality described in ref. [37].

The transverse impact parameter significance is defined as $|d_0/\sigma(d_0)|$, where $d_0$ is the transverse impact parameter of the reconstructed track with respect to the primary vertex and $\sigma(d_0)$ is the estimated uncertainty on $d_0$. This quantity must be less than 3.0 for both the electron and muon candidates. The longitudinal impact parameter $z_0$ must satisfy $|z_0 \sin(\theta)| < 0.5$ mm for both the electrons and muons.

Electrons and muons are required to be isolated through the use of two variables sensitive to the amount of nearby hadronic activity. The first, $p_{T,\text{track}}^{\text{iso}}$, is the scalar sum of the transverse momenta of all tracks with $p_T > 1$ GeV in a cone of $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} = 0.3$ around the lepton axis. The sum excludes the track associated with the lepton candidate, and also excludes tracks inconsistent with originating from the primary vertex. The second, $E_{T,\text{cal}}^{\text{iso}}$, is the sum of the transverse energy of cells in the electromagnetic and hadronic calorimeters in a cone of size $\Delta R = 0.3$ around the lepton axis. For electron candidates, this sum excludes a rectangular region around the candidate axis of $0.125 \times 0.172$ in $\eta \times \phi$ (corresponding to $5 \times 7$ cells in the main sampling layer of the electromagnetic
calorimeter) and is corrected for the incomplete containment of the electron transverse energy within the excluded region. For muons, the sum only includes cells above a certain threshold in order to suppress noise, and does not include cells with energy deposits from the muon candidate. For both the electrons and muons, the value of $E_{\text{iso}}^{\text{cal}}$ is corrected for the expected effects of pileup interactions. Electron and muon candidates are required to have $p_{T,\text{track}}/p_T < 0.1$ and $E_{\text{iso}}^{\text{cal}}/p_T < 0.1$. The isolation requirements are tightened for leptons with $p_T > 100$ GeV, which must satisfy $p_{T,\text{track}}^{\text{iso}} < (10 \text{ GeV} + 0.01 \times p_T \text{ [GeV]})$ and $E_{\text{iso}}^{\text{cal}} < (10 \text{ GeV} + 0.01 \times p_T \text{ [GeV]})$. The tighter cut for high-$p_T$ leptons reduces non-prompt backgrounds to negligible levels.

Jets are used as a measure of the hadronic activity within the event as well as seeds for reconstructing $\tau_{\text{had}}$ candidates. Jets are reconstructed using the anti-$k_T$ algorithm [38], with radius parameter $R = 0.4$. The jet four-momenta are corrected for the non-compensating nature of the calorimeter, for inactive material in front of the calorimeters, and for pileup [39, 40]. Jets used in this analysis are required to have $p_T > 30$ GeV and lie within $|\eta| < 4.9$. Jets within the acceptance of the inner tracking detector must fulfill a requirement, based on tracking information, that they originate from the primary vertex. Jets containing $b$-hadrons are identified using a multivariate technique [41] based on quantities such as the impact parameters of the tracks associated with the jet. The working point of the identification algorithm used in this analysis has an efficiency for tagging $b$-jets of 80%, with corresponding rejection factors of approximately 30 for light-jets and 3 for charm-jets, as determined for jets with $p_T > 20$ GeV within the inner tracker’s acceptance in simulated $t\bar{t}$ events.

Tau leptons decaying to an electron (muon) and neutrinos are selected with the electron (muon) identification criteria described above, and are classified as electrons (muons). Hadronically decaying tau candidates are seeded by reconstructed jets and are selected using an identification algorithm based on a boosted decision tree (BDT) trained to distinguish hadronically decaying tau leptons from quark- and gluon-initiated jets [42]. The BDT uses track and calorimeter quantities associated with the tau candidate, including the properties of nearby tracks and the shower development in the calorimeter. It is trained separately for tau candidates with one and three charged decay products, referred to as “one-prong” and “three-prong” taus, respectively. In this analysis, only one-prong $\tau_{\text{had}}$ candidates satisfying the criteria for the “tight” working point [42] are considered. This working point is roughly 40% efficient for one-prong $\tau_{\text{had}}$ candidates originating from $W$ or $Z$ boson decays, and has a jet rejection factor of roughly 300 in multi-jet topologies. Additional requirements to remove $\tau_{\text{had}}$ candidates initiated by prompt electrons or muons are also imposed.

To further ensure the prompt nature of our lepton candidates, and to resolve ambiguities in cases where tracks and clusters of energy deposited in the calorimeter are reconstructed as multiple physics objects, the following logic is applied. Muon candidates with a jet within $\Delta R < 0.4$ are neglected. If a reconstructed jet lies within $\Delta R < 0.2$ of an electron or $\tau_{\text{had}}$ candidate, this object is considered to be a lepton and the jet is neglected. If the separation of the jet axis from an electron candidate satisfies $0.2 < \Delta R < 0.4$, the electron is considered non-isolated due to the nearby hadronic activity and is neglected.
Jets within $0.2 < \Delta R < 0.4$ of $\tau_{\text{had}}$ candidates are considered as separate objects within the $\tau_{\text{had}}$ reconstruction algorithm, and are not explicitly treated here. Electrons within $\Delta R < 0.1$ of a muon candidate are also neglected, as are $\tau_{\text{had}}$ candidates within $\Delta R < 0.2$ of electron or muon candidates. Finally, if two electrons are separated by $\Delta R < 0.1$, the candidate with lower $p_T$ is neglected.

The missing transverse momentum is defined as the negative vector sum of the transverse momenta of reconstructed jets and leptons, using the energy calibration appropriate for each object [43]. Any remaining calorimeter energy deposits unassociated with reconstructed objects are also included in the sum. The magnitude of the missing transverse momentum is denoted $E_{\text{miss}}^T$.

4 Signal regions

Events satisfying all selection criteria are classified into one of two channels. Events in which at least three of the lepton candidates are electrons or muons are selected first, followed by events with two electrons or muons (or one of each) and at least one $\tau_{\text{had}}$ candidate. These two channels are referred to as $\geq 3e/\mu$ and $2e/\mu + \geq 1\tau_{\text{had}}$ respectively.

Next, events are further divided into three categories. The first category includes events that contain at least one opposite-sign, same-flavour (OSSF) pair of leptons with an invariant mass within 20 GeV of the $Z$ boson mass. This category also includes events in which an OSSF pair can combine with a third lepton to satisfy the same invariant mass requirement, allowing this category to capture events in which a $Z$ boson decays to four leptons (e.g. via $Z \rightarrow \ell\ell \rightarrow \ell\ell\gamma^* \rightarrow \ell\ell\ell\ell$) or has some significant final-state radiation that is reconstructed as a prompt electron. This category is referred to as “on-$Z$”. The second category is composed of events that contain an OSSF pair of leptons that do not satisfy the on-$Z$ requirements; this category is labelled “off-$Z$, OSSF”. The final category is composed of all remaining events, and is labelled “no-OSSF”. The wide dilepton mass window used to define the on-$Z$ category is chosen to reduce the leakage of events with real $Z$ bosons into the off-$Z$ categories, which would otherwise see larger backgrounds from SM production of $ZZ$, $WZ$, and $Z+$jets events. In $\geq 3e/\mu$ events, the categorization is performed using only the three leading leptons (ordered by lepton $p_T$). In $2e/\mu + \geq 1\tau_{\text{had}}$ events, the categorization is performed using the two light-flavour leptons and the $\tau_{\text{had}}$ candidate with the highest $p_T$. The categorization always ignores any additional leptons.

Several kinematic variables are used to characterize events that satisfy all selection criteria. The variable $H_T^{\text{leptons}}$ is defined as the scalar sum of the $p_T$, or $p_T^{\text{vis}}$ for $\tau_{\text{had}}$ candidates, of the three leptons used to categorize the event. The variable $p_T^{\text{min}}$ is defined as the minimum $p_T$ of the three leptons used to categorize the event. The variable $H_T^{\text{jets}}$ is defined as the scalar sum of the $p_T$ of all selected jets in the event. The “effective mass”, $m_{\text{eff}}$, is the scalar sum of $E_{\text{miss}}^T$, $H_T^{\text{jets}}$, and the $p_T$ of all identified leptons in the event. For events classified as on-$Z$, the transverse mass ($m_W^T$) is constructed using the $E_{\text{miss}}^T$ and the highest-$p_T$ lepton not associated with a $Z$ boson candidate. It is defined as $m_W^T = \sqrt{2p_T^\ell E_{\text{miss}}^T (1 - \cos(\Delta \phi))}$ where $\Delta \phi$ is the azimuthal angle between the lepton and the missing transverse momentum. In on-$Z$ events where a triplet of leptons forms the
Z-boson candidate, another Z boson is defined using the OSSF pair of leptons with the largest invariant mass, and $m_W$ is constructed using the third lepton. In events in which two Z boson candidates can be formed from the three leading leptons, the candidate with mass closer to the pole mass is defined as the Z boson.

Signal regions are defined in each channel and category by requiring one or more variables to exceed minimum values. Signal regions based on $H_T^{\text{leptons}}$ are made without requirements on other variables, as are regions based on $p_T^{\ell\text{, min}}$ and the number of b-tagged jets. Signal regions based on $E_T^{\text{miss}}$ are defined separately for events with $H_T^{\text{jets}}$ below and above 150 GeV, which serves to distinguish weak production (e.g. $pp \rightarrow W^* \rightarrow \ell^* \nu^*$) from strong production (e.g. $pp \rightarrow Q\bar{Q}' \rightarrow WqZq'$, where $Q$ is some new heavy quark). Signal regions based on $m_{\text{eff}}$ are constructed with and without additional requirements of $E_T^{\text{miss}} \geq 100$ GeV and $m_W \geq 100$ GeV. The definitions of all 138 signal regions are given in Table 1.

Several of the categories and signal regions described above are new with respect to the analysis performed using the 7 TeV dataset. The distinction between the off-Z, OSSF and the off-Z, no-OSSF categories is introduced, as are the signal regions defined using the variables $p_T^{\ell\text{, min}}$, $m_W$, and the number of b-tagged jets. As mentioned earlier, thresholds that define signal regions in the 7 TeV analysis are also raised to exploit the higher centre-of-mass energy and larger dataset at 8 TeV.

### Table 1. Kinematic requirements for the signal regions defined in the analysis. The signal regions are constructed by combining these criteria with the six exclusive event categories. The regions with combined requirements on $m_{\text{eff}}$ and $m_W$ are an exception as they are only defined for the on-Z category.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lower Bounds [GeV]</th>
<th>Additional Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_T^{\text{leptons}}$</td>
<td>200 500 800</td>
<td></td>
</tr>
<tr>
<td>$p_T^{\ell\text{, min}}$</td>
<td>50 100 150</td>
<td></td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>0 100 200 300</td>
<td>$H_T^{\text{jets}} &lt; 150$ GeV</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>0 100 200 300</td>
<td>$H_T^{\text{jets}} \geq 150$ GeV</td>
</tr>
<tr>
<td>$m_{\text{eff}}$</td>
<td>600 1000 1500</td>
<td></td>
</tr>
<tr>
<td>$m_{\text{eff}}$</td>
<td>0 600 1200</td>
<td>$E_T^{\text{miss}} \geq 100$ GeV</td>
</tr>
<tr>
<td>$m_{\text{eff}}$</td>
<td>0 600 1200</td>
<td>$m_W \geq 100$ GeV, on-Z</td>
</tr>
</tbody>
</table>

$b$-tags $\geq 1 \geq 2$

5 Simulation

Simulated samples are used to estimate backgrounds from events with three or more prompt leptons, where prompt leptons are those originating in the hard scattering process or from the decays of gauge bosons. The response of the ATLAS detector is modelled using the geant4 toolkit, and simulated events are reconstructed using the same software...
as used for collision data. Small post-reconstruction corrections are applied to account for differences in reconstruction and trigger efficiency, energy resolution, and energy scale between data and simulation \cite{37, 46, 47}. Additional \textit{pp} interactions (pileup) in the same or nearby bunch crossings are modelled with \textsc{Pythia} 6.425 \cite{48}. Simulated events are reweighted to reproduce the distribution of the average number of \textit{pp} interactions per crossing observed in data over the course of the 2012 run.

The largest SM backgrounds with at least three prompt leptons are \textit{WZ} and \textit{ZZ} production where the bosons decay leptonically. These processes are modelled with \textsc{Sherpa} \cite{49} using version 1.4.3 (1.4.5) for \textit{WZ} (\textit{ZZ}). These samples include the continuum Drell-Yan processes ($\gamma^*$), where the boson has an invariant mass above twice the muon (tau) mass for decays to muons (taus), and above 100\,MeV for decays to electrons. Diagrams where a $\gamma^*$ is produced as radiation from a final-state lepton and decays to additional leptons, i.e. $W \rightarrow \ell^*\nu \rightarrow \ell\gamma^*\nu \rightarrow \ell\ell'\ell'\nu$ and $Z \rightarrow \ell\ell^* \rightarrow \ell\ell\gamma^* \rightarrow \ell\ell\ell'$, where $\ell$ and $\ell'$ need not have the same flavour, are also included. Simulated samples of SM $Z\gamma^*$ events generated with \textsc{MadGraph} 5.1.3.28 \cite{50} are used to verify that this analysis has negligible acceptance for $Z\gamma^*$ events when the mass of the $\gamma^*$ is less than 100\,MeV. The simulation and reconstruction efficiency of such events was probed in an analysis of Dalitz decays \cite{51}, where good agreement of simulation and data was observed. The leading-order predictions from \textsc{Sherpa} are cross-checked with next-to-leading-order (NLO) calculations from \textsc{vbfNLO}-2.6.2 \cite{52}. Diagrams including a SM Higgs boson give negligible contributions compared to other diboson backgrounds in all signal regions under study.

The production of $t\bar{t}+W/Z$ processes (also denoted $t\bar{t}+V$) is simulated with \textsc{alpgen} 2.13 \cite{53} for the hard scattering, \textsc{herwig} 6.520 \cite{54} for the parton shower and hadronization, and \textsc{jimmy} 4.31 \cite{55} for the underlying event. Single-top production in association with a $Z$ boson ($tZ$) is simulated with \textsc{MadGraph} 5.1.3.28 \cite{50}. Both the $t\bar{t}+V$ and $tZ$ samples use \textsc{Pythia} 6.425 for the parton shower and hadronization. These samples also include production of $t\bar{t}\gamma^*$ and $t\gamma^*$, with the mass of the generated $\gamma^*$ required to be above 5\,GeV. As for $Z\gamma^*$, cross checks with dedicated \textsc{MadGraph} samples in which the mass of the $\gamma^*$ is allowed to drop to twice the electron mass show that the contributions from such events are negligible in this search. Corrections to the normalization from higher-order effects for these samples are 30\% \cite{56, 57}. Leptons from Drell-Yan processes produced in association with a photon that converts in the detector (denoted $Z+\gamma$ in the following) are modelled with \textsc{Sherpa} 1.4.1. Additional samples are used to model dilepton backgrounds for control regions with fewer than three leptons. Events from $t\bar{t}$ production are generated using \textsc{powheg-box} \cite{58} with \textsc{Pythia} 6.425 used for the parton shower and hadronization. Production of $Z+\text{jets}$ is performed with \textsc{alpgen} 2.13 \cite{53} for the hard scattering and \textsc{Pythia}a6.425 for the parton shower.

Samples of doubly charged Higgs bosons, generated with \textsc{Pythia} 8.170 \cite{59}, are normalized to NLO cross sections. The samples include events with pair-produced doubly charged Higgs bosons mediated by a $Z/\gamma^*$, and do not include single-production or associated production with a singly charged state. Samples of excited charged leptons and excited neutrinos are generated with \textsc{Pythia} 8.175 using the effective Lagrangian described in ref. \cite{25}. 


The CT10 [60] parton distribution functions (PDFs) are used for the SHERPA and POWHEG-BOX samples. MRST2007 LO** [61] PDFs are used for the PYTHIA and HERWIG samples. For POWHEG-BOX, MADGRAPH and ALPGEN, the CTEQ6L1 [62] PDFs are used. The underlying event tune for POWHEG-BOX and PYTHIA 8.175 is the ATLAS Underlying Event Tune 2 (AUET2) [63], while for the PYTHIA 6.425 and MADGRAPH samples the tune is AUET2B [64]. The ALPGEN ttV samples use AUET2B, while the ALPGEN Z+jets samples use P2011C [65].

6 Background estimation

Standard Model processes that produce events with three or more lepton candidates fall into three classes. The first consists of events in which prompt leptons are produced in the hard interaction or in the decays of gauge bosons. A second class of events includes Drell-Yan production in association with an energetic γ, which then converts in the detector to produce a single reconstructed electron. A third class of events includes events with at least one non-prompt, non-isolated, or fake lepton candidate satisfying the identification criteria described above.

The first class of backgrounds is dominated by \( WZ \rightarrow \ell\nu\ell'\ell' \) and \( ZZ \rightarrow \ell\ell\ell'\ell' \) events. Smaller contributions come from \( t\bar{t}+W \), \( t\bar{t}+Z \), and \( t+Z \) events, where the vector bosons, including those from top quark decays, decay leptonically. Contributions from triboson events, such as \( WWW \), and events containing a Higgs boson, are negligible. All processes in this class of backgrounds are modelled with the dedicated simulated samples described above. Reconstructed leptons in the simulated samples are required to be consistent with the decay of a vector boson or tau lepton using generator-level information.

The second class of backgrounds, from Drell-Yan production in association with a hard photon, is also modelled with simulation. Prompt electrons reconstructed with incorrect charge (charge-flips) are modelled in simulation, with correction factors derived using \( Z \rightarrow ee \) events in data. Similar corrections are applied to photons reconstructed as prompt electrons.

The class of events that includes non-prompt or fake leptons, referred to here as the reducible background, is estimated using in situ techniques that rely minimally on simulation. Such backgrounds for muons arise from semileptonic \( b \)- or \( c \)-hadron decays, from in-flight decays of pions or kaons, and from energetic particles that reach the muon spectrometer. Non-prompt or fake electrons can also arise from misidentified hadrons or jets. Hadronically decaying taus have large backgrounds from narrow, low-track-multiplicity jets that mimic \( \tau_{\text{had}} \) signatures.

The reducible background is estimated by reweighting events with one or more leptons that do not satisfy the nominal identification criteria, but satisfy a set of relaxed criteria, defined separately for each lepton flavour. To define the relaxed criteria for electrons, the identification working point is changed from tight to loose [36]. For muons, the \( |d_0/\sigma(d_0)| \) and isolation cuts are loosened. For taus, the BDT working point is changed from tight to loose. The reweighting factors are defined as the ratio of fake or non-prompt leptons that satisfy the nominal criteria to those which only fulfil the relaxed criteria. These factors
are measured as a function of the candidate $p_T$ and $\eta$ in samples of data that are enriched in non-prompt and fake leptons. Corrections for the contributions from prompt leptons in the background-enriched samples are taken from simulation.

The background estimates and lepton modelling are tested in several validation regions. The $\tau_{\text{had}}$ modelling and background estimation are tested in a region enriched in $Z \rightarrow \tau\tau \rightarrow \mu\tau_{\text{had}}$ events. This region is constructed by placing requirements on the invariant mass of the muon and $\tau_{\text{had}}$ pair, on the angles between the muon, $\tau_{\text{had}}$ and missing transverse momentum, and on the muon and $E_{\text{miss}}$ transverse mass. These requirements were optimized to suppress the contribution from $W \rightarrow \mu\nu + \text{jets}$ events. The $\tau_{\text{had}}$ $p_T$ distribution in this validation region is shown in figure 1(a).
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**Figure 1.** (a) Tau $p_T$ distribution for $\tau_{\text{had}}$ candidates in the enriched $\tau_{\text{had}}$ validation region. (b) Missing transverse momentum distribution in the $t\bar{t}$ validation region for electrons and muons. (c) Effective mass distribution in the intermediate $\tau_{\text{had}}$ validation region, in the off-$Z$, OSSF category. (d) Distribution of the transverse mass of the missing transverse momentum and the muon not associated with the $Z$-boson candidate in the intermediate-muon validation region. Signal contamination from doubly charged Higgs bosons and excited leptons in all validation regions is negligible. The lower panel shows the ratio of data to the expected SM backgrounds in each bin. The last bin in all figures includes overflows.
Table 2. Expected and observed event yields for all validation regions. The expected contributions from signal processes such as excited leptons or doubly charged Higgs bosons are negligible in all validation regions.

<table>
<thead>
<tr>
<th>Region</th>
<th>Prompt</th>
<th>Fake</th>
<th>Total Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z \rightarrow \tau_{\text{lep}}\tau_{\text{had}}$</td>
<td>16400 ± 800</td>
<td>2900 ± 700</td>
<td>19300 ± 1100</td>
<td>18323</td>
</tr>
<tr>
<td>$t\bar{t}$: $\ell\ell$</td>
<td>130 ± 40</td>
<td>230 ± 60</td>
<td>360 ± 70</td>
<td>375</td>
</tr>
<tr>
<td>$t\bar{t}$: $\ell\tau_{\text{had}}$</td>
<td>37 ± 3</td>
<td>1700 ± 400</td>
<td>1700 ± 400</td>
<td>1469</td>
</tr>
<tr>
<td>Intermediate electron</td>
<td>130 ± 70</td>
<td>53 ± 17</td>
<td>180 ± 80</td>
<td>207</td>
</tr>
<tr>
<td>Intermediate muon</td>
<td>13 ± 2</td>
<td>26 ± 8</td>
<td>39 ± 8</td>
<td>43</td>
</tr>
<tr>
<td>Intermediate tau, on-$Z$</td>
<td>74 ± 7</td>
<td>19000 ± 5000</td>
<td>19000 ± 5000</td>
<td>17361</td>
</tr>
<tr>
<td>Intermediate tau, off-$Z$, OSSF</td>
<td>11 ± 2</td>
<td>1160 ± 290</td>
<td>1170 ± 290</td>
<td>1155</td>
</tr>
<tr>
<td>Intermediate tau, off-$Z$, no-OSSF</td>
<td>21 ± 3</td>
<td>320 ± 80</td>
<td>340 ± 80</td>
<td>340</td>
</tr>
</tbody>
</table>

A validation region rich in $t\bar{t}$ events is defined to test the estimates of the reducible background. Events in this region have exactly two identified lepton candidates with the same charge (but any flavour combination), at least one $b$-tag, and $H_T^{\text{jets}} \leq 500$ GeV. This sample is estimated to be primarily composed of lepton+jets $t\bar{t}$ events. The same-sign requirement suppresses events where both $W$ bosons decay leptonically, and enhances the contributions from events where one lepton candidate originates from semileptonic $b$-decay. The upper limit on $H_T^{\text{jets}}$ of 500 GeV reduces potential contamination from hypothesized signals. An example of the $E_T^{\text{miss}}$ distribution in the $t\bar{t}$ region enriched in reducible backgrounds from the same-sign electrons and/or muons is shown in figure 1(b).

Additional validation regions that test the estimation of reducible backgrounds lepton identification criteria tighter than those used in the background-enriched samples but looser than and orthogonal to those used in the signal regions. This set of identification criteria is referred to as the “intermediate” selection, and leptons satisfying the intermediate selection are referred to as intermediately identified leptons, or simply intermediate leptons. The reweighting factors are remeasured for the intermediate selection and used in the validation region. Events are selected as in the analysis, with the intermediate selection used for a single lepton flavour. For intermediate electrons and muons, only events in the on-$Z$ channel are considered, and intermediate leptons are required to have a flavour different from that of the OSSF pair forming the $Z$ boson candidate. For intermediate taus, all channels are considered. An example of the $m_{\text{eff}}$ distribution for the intermediate tau selection is shown in figure 1(c). For the intermediate muon validation region, the transverse mass distribution for intermediate muons combined with $E_T^{\text{miss}}$ is shown in figure 1(d).

Good agreement between the expected and observed event yields is seen in all validation regions. A summary of expected and observed event yields for all validation regions is shown in table 2.
Table 3. Typical systematic uncertainties from various sources, in signal regions where the uncertainty is relevant. The uncertainties on the backgrounds are presented as the percent uncertainty on the total background estimate.

7 Systematic uncertainties

The backgrounds modelled with simulated samples have systematic uncertainties related to the trigger, selection efficiency, momentum scale and resolution, $E_{\text{miss}}^T$, and luminosity. These uncertainties, when evaluated as fractions of the total background estimate, are usually small, and are summarized in table 3. Predictions from simulations are normalized to the integrated luminosity collected in 2012. The uncertainty on the luminosity is 2.8% and is obtained following the same methodology as that detailed in ref. [66].

Uncertainties on the cross sections of SM processes modelled by simulation are also considered. The normalization of the $t\bar{t}+W$ and $t\bar{t}+Z$ backgrounds have an uncertainty of 30% based on PDF and scale variations [56, 57]. The SHERPA predictions [49] of the $WZ$ and $ZZ$ processes are cross-checked with next-to-leading-order predictions from VBFNLO. Scale uncertainties are evaluated by varying the factorization and renormalization scales up and down by a factor of two, and range from 3.5% for the inclusive prediction to 6.6% for events with at least one additional parton. PDF uncertainties are evaluated by taking the envelope of predictions from all PDF error sets for CT10-NLO, MSTW2008-NLO, and NNPDF-2.3-NLO, and are between 3% and 4%.

An additional uncertainty on the SHERPA predictions is applied to cover possible mismodelling of events with significant jet activity. This shape uncertainty is evaluated using LOOPSIM+VBFNLO [67], which makes “beyond-NLO” predictions (denoted $\bar{n}$NLO) for high-$p_T$ observables, and is based on the study presented in ref. [68]. Predictions of $H_T^{\text{jets}}$ and $m_{\text{eff}}$ at $\bar{n}$NLO are compared with those from SHERPA in a phase space similar to that
used in this analysis. Good agreement between SHERPA and the nNLO predictions is observed across the full range of $H_T^{jets}$ and $m_{eff}$. The uncertainty on the nNLO prediction is evaluated by changing the renormalization and factorization scales used in the nNLO calculation by factors of two. These uncertainties increase linearly with event activity with a slope of $(50\%) \times (H_T^{jets} [\text{TeV}])$ and are applied to the SHERPA predictions. A study of $Z$+jets events at $\sqrt{s} = 7$ TeV [69] shows good agreement of SHERPA predictions with data in events with significant transverse activity, showing deviations of data from predictions within the uncertainties used here.

The estimates of the reducible background carry large uncertainties from several sources. These uncertainties are determined in dedicated studies using a combination of simulation and data. They account for potential biases in the methods used to extract the reweighting factors, and for the dependency of the reweighting factors on the event topology. The electron reweighting factors have uncertainties that range from 24% to 30% as a function of the electron $p_T$, while for muons the uncertainties range from 25% to 50%. For the estimates of fake $\tau_{had}$ candidates, the $p_T$-dependent uncertainty on the reweighting factors is approximately 25%. In signal regions where the relaxed samples are poorly populated, statistical uncertainties on the estimates of the reducible background become significant, especially in regions with high $E_T^{miss}$ or $H_T^{jets}$ requirements.

The relative uncertainty on the correction factors for electron charge-flip modelling in simulation is estimated to be 40%, resulting in a maximum uncertainty on the total background yield in any signal region of 11%. Studies of simulated data show that the majority of charge-flip electrons are due to bremsstrahlung photons that interact with detector material and convert to an electron-positron pair, yielding an energetic secondary lepton with the opposite sign of the prompt lepton. As this is the same process by which prompt photons mimic prompt leptons, the same 40% uncertainty is assigned to the modelling of prompt photons reconstructed as electrons.

In all signal regions, the dominant systematic uncertainty is either the uncertainty on the reducible background or the shape uncertainty on the diboson samples. In $2\ell/e/\mu + \geq 1\tau_{had}$ channels, the uncertainty on the reducible background always dominates. In $\geq 3\ell/e/\mu$ channels, the $WZ$ theory uncertainties dominate in most regions except in the no-OSSF categories, where the uncertainties on the reducible background are dominant. The uncertainties on $t\bar{t} + V$ are large in regions requiring two $b$-tagged jets. The uncertainties on the trigger, selection efficiency, momentum scale and resolution, and $E_T^{miss}$ are always subdominant.

8 Results

Expected and observed event yields for the most inclusive signal regions are summarized in table 4. Results of the search in all signal regions are summarized in figure 2, which shows the deviation of the observed event yields from the expected yields, divided by the total uncertainty on the expected yield, for all signal regions. The total uncertainty on the expected yield includes statistical uncertainties on the background estimate as well as the systematic uncertainties discussed in the previous section. There are no signal regions
Table 4. Expected and observed event yields for the most inclusive signal regions.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Channel & Prompt & Fake & Total Expected & Observed \\
\hline
off-Z, no-OSSF & & & & \\
\hline
$\geq 3e/\mu$ & 13 $\pm$ 2 & 18 $\pm$ 5 & 30 $\pm$ 5 & 36 \\
$2e/\mu + \geq 1\tau$ & 26 $\pm$ 3 & 180 $\pm$ 40 & 200 $\pm$ 40 & 208 \\
off-Z, OSSF & & & & \\
\hline
$\geq 3e/\mu$ & 206 $\pm$ 23 & 33 $\pm$ 9 & 239 $\pm$ 25 & 221 \\
$2e/\mu + \geq 1\tau$ & 15 $\pm$ 2 & 630 $\pm$ 170 & 640 $\pm$ 170 & 622 \\
on-Z & & & & \\
\hline
$\geq 3e/\mu$ & 2900 $\pm$ 340 & 180 $\pm$ 40 & 3080 $\pm$ 350 & 2985 \\
$2e/\mu + \geq 1\tau$ & 141 $\pm$ 13 & 10300 $\pm$ 2800 & 10400 $\pm$ 2800 & 9703 \\
\hline
\end{tabular}
\caption{Expected and observed event yields for the most inclusive signal regions.}
\end{table}

in which the observed event yield exceeds the expected yield by more than three times the uncertainty on the expectation, and only one region in which the observed event yield is lower than expected by more than three times the uncertainty, i.e. the $\geq 3e/\mu$, off-Z no-OSSF category, with $H_T^{jets} < 150$ GeV and $E_T^{miss} > 100$ GeV. The smallest $p$-value is 0.05, which corresponds to a $1.7\sigma$ deviation, and is observed in the $m_{eff} > 1000$ GeV region in the $2e/\mu + \geq 1\tau_{had}$, on-Z channel. Examples of kinematic distributions for all channels and categories are shown in figure 3.

Since the data are in good agreement with SM predictions, the observed event yields are used to constrain contributions from new phenomena. The 95% confidence level (CL) upper limits on the number of events from non-SM sources ($N_{95}$) are calculated using the modified Frequentist $CL_s$ prescription [70]. All statistical and systematic uncertainties on estimated backgrounds are incorporated into the limit-setting procedure, with correlations taken into account where appropriate. The $N_{95}$ limits are then converted into limits on the “visible cross section” ($\sigma_{95}^{vis}$) using the relationship $\sigma_{95}^{vis} = N_{95}/\int Ldt$, where $\int Ldt$ is the integrated luminosity of the data sample.

Figure 4 shows the resulting observed limits, along with the median expected limits with $\pm 1\sigma$ and $\pm 2\sigma$ uncertainties. Table 5 shows the expected and observed limits for the most inclusive signal regions.

9 Model testing

The model-independent exclusion limits presented in section 8 can be re-interpreted in the scope of any model of new phenomena predicting final states with three or more leptons. This section provides a prescription for such re-interpretations. In order to convert the $\sigma_{95}^{vis}$ limits into upper limits on the cross section in a specific model, the fiducial acceptance ($A$) must be known. The efficiency to select signal events within the fiducial volume (fiducial efficiency, or $\epsilon_{\text{fid}}$) is also needed. The 95% CL upper limit on the cross section $\sigma_{95}$ is then given by

$$\sigma_{95} = \frac{\sigma_{95}^{vis}}{A \times \epsilon_{\text{fid}}}.$$  (9.1)
Figure 2. Deviations of observed event yields from expected yields, divided by the total uncertainty on the expected yield, for all signal regions under study. The total uncertainty on the expected yield includes statistical uncertainties on the background estimate as well as the systematic uncertainties discussed in the previous section. The error bars on the data points show Poisson uncertainties with 68% coverage. Expected yields for two benchmark BSM scenarios, a model with excited tau neutrinos with mass 500 GeV and compositeness scale 4 TeV, and a model with pair-produced doubly charged Higgs bosons with a mass 300 GeV decaying to $\mu\tau$, are shown by red and blue dashed lines, respectively.
Figure 3. Sample results for all categories: (a) ≥ 3e/µ, off-Z, no-OSSF, (b) 2e/µ+ ≥ 1τ_{had}, off-Z, no-OSSF, (c) ≥ 3e/µ, off-Z, OSSF, (d) 2e/µ+ ≥ 1τ_{had}, off-Z, OSSF, (e) ≥ 3e/µ, on-Z and (f) 2e/µ+ ≥ 1τ_{had}, on-Z. A predicted signal of excited tau neutrinos is overlaid to illustrate the sensitivity of the different signal regions; the compositeness scale Λ of this signal scenario is 4 TeV. The lower panel shows the ratio of data to the expected SM backgrounds in each bin. The last bin in all figures includes overflows.
Figure 4. Expected (black) and observed (red) 95% CL upper limits on the visible cross section from BSM sources for all signal regions. Confidence intervals of one and two standard deviations on the expected limits are shown as green and yellow bands.
<table>
<thead>
<tr>
<th>Channel</th>
<th>Expected</th>
<th>±1σ</th>
<th>±2σ</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[fb]</td>
</tr>
<tr>
<td>off-Z, no-OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 3e/μ</td>
<td>0.82</td>
<td>+0.19</td>
<td>+0.56</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.22</td>
<td>-0.38</td>
<td></td>
</tr>
<tr>
<td>2e/μ+ ≥ 1τ</td>
<td>4.2</td>
<td>+1.2</td>
<td>+2.1</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.0</td>
<td>-1.7</td>
<td></td>
</tr>
<tr>
<td>off-Z, OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 3e/μ</td>
<td>3.0</td>
<td>+1.1</td>
<td>+2.4</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.8</td>
<td>-1.3</td>
<td></td>
</tr>
<tr>
<td>2e/μ+ ≥ 1τ</td>
<td>14.4</td>
<td>+3.2</td>
<td>+6.2</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-3.4</td>
<td>-5.7</td>
<td></td>
</tr>
<tr>
<td>on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 3e/μ</td>
<td>33</td>
<td>+11</td>
<td>+24</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-9</td>
<td>-15</td>
<td></td>
</tr>
<tr>
<td>2e/μ+ ≥ 1τ</td>
<td>220</td>
<td>+50</td>
<td>+90</td>
<td>207</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-50</td>
<td>-90</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Expected and observed limits on $\sigma_{vis}^{95}$ for inclusive signal regions, along with confidence intervals of one and two standard deviations on the expected limits.

Both $\mathcal{A}$ and $\epsilon_{\text{fid}}$ are determined using simulated events at the particle level, i.e. using all particles after the parton shower and hadronization with mean lifetimes longer than $10^{-11}$ s. Event selection proceeds as described in section 3, with minor modifications detailed below. The acceptance is determined by selecting trilepton events, categorizing them, applying the signal region requirements, and dividing the resulting event yield by the signal yield before any selection. The fiducial efficiency is then determined using parameterized efficiencies provided below. Events should be generated without pileup — the effects of pileup are small, and are handled in the parameterized efficiencies.

Electron and muons are selected using the same $|\eta|$ requirements described in section 3, but with a lower $p_T$ requirement of 10 GeV. Electrons or muons from tau decays must satisfy the same requirements as prompt leptons. The tau four-momentum at the particle level is defined using only the visible decay products, which include all particles except neutrinos. Hadronically decaying taus are required to have $p_T^{\text{vis}} \geq 15$ GeV and $|\eta^{\text{vis}}| < 2.5$.

Generated electrons and muons are required to be isolated. A track isolation energy at the particle level corresponding to $p_{\text{iso}, \text{track}}$, denoted $p_{\text{T, true}}^{\text{iso}}$, is defined as the scalar sum of transverse momenta of charged particles within a cone of $\Delta R = 0.3$ around the lepton axis. Particles used in the sum are included after hadronization and must have $p_T > 1$ GeV. A fiducial isolation energy corresponding to $E_{\text{cal}}^{\text{iso}}$, denoted $E_{\text{T, true}}^{\text{iso}}$, is defined as the sum of all particles inside the annulus $0.1 < \Delta R < 0.3$ around the lepton axis. Neutrinos and other stable, weakly interacting particles produced in models of new phenomena are excluded from both $p_{\text{T, true}}^{\text{iso}}$ and $E_{\text{T, true}}^{\text{iso}}$; muons are excluded from $E_{\text{T, true}}^{\text{iso}}$. Electrons and muons must satisfy $p_{\text{T, true}}^{\text{iso}}/p_T < 0.15$ and $E_{\text{T, true}}^{\text{iso}}/p_T < 0.15$.

A simulated sample of $WZ$ events is used to extract the per-lepton efficiencies $\epsilon_{\ell}$. Generated leptons are matched to reconstructed lepton candidates that satisfy the selection criteria defined in section 3 by requiring their $\Delta R$ separation be less than 0.1 for prompt
The fiducial efficiency for electrons, muons, and taus in different \(p_T\) ranges (\(\epsilon_{\text{fid}}(p_T)\)). For electrons and muons from tau decays, the \(p_T\) is that of the electron or muon, not the tau. The uncertainties shown reflect the statistical uncertainties of the simulated samples only.

<table>
<thead>
<tr>
<th>(p_T) [GeV]</th>
<th>Prompt (e)</th>
<th>Prompt (\mu)</th>
<th>(\tau \rightarrow e)</th>
<th>(\tau \rightarrow \mu)</th>
<th>(\tau_{\text{had}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\eta</td>
<td>&gt; 0.1)</td>
<td>(</td>
<td>\eta</td>
<td>&lt; 0.1)</td>
</tr>
<tr>
<td>10–15</td>
<td>0.0256 ± 0.0003</td>
<td>0.0224 ± 0.0002</td>
<td>0.0071 ± 0.0003</td>
<td>0.0086 ± 0.0006</td>
<td>0.0000 ± 0.0000</td>
</tr>
<tr>
<td>15–20</td>
<td>0.522 ± 0.005</td>
<td>0.839 ± 0.008</td>
<td>0.407 ± 0.015</td>
<td>0.409 ± 0.029</td>
<td>0.62 ± 0.04</td>
</tr>
<tr>
<td>20–25</td>
<td>0.607 ± 0.005</td>
<td>0.887 ± 0.007</td>
<td>0.478 ± 0.017</td>
<td>0.44 ± 0.04</td>
<td>0.66 ± 0.06</td>
</tr>
<tr>
<td>25–30</td>
<td>0.654 ± 0.005</td>
<td>0.910 ± 0.007</td>
<td>0.490 ± 0.016</td>
<td>0.55 ± 0.04</td>
<td>0.68 ± 0.05</td>
</tr>
<tr>
<td>30–40</td>
<td>0.708 ± 0.004</td>
<td>0.919 ± 0.005</td>
<td>0.492 ± 0.011</td>
<td>0.63 ± 0.04</td>
<td>0.71 ± 0.04</td>
</tr>
<tr>
<td>40–50</td>
<td>0.737 ± 0.005</td>
<td>0.923 ± 0.005</td>
<td>0.499 ± 0.012</td>
<td>0.62 ± 0.05</td>
<td>0.74 ± 0.06</td>
</tr>
<tr>
<td>50–60</td>
<td>0.761 ± 0.005</td>
<td>0.925 ± 0.006</td>
<td>0.527 ± 0.016</td>
<td>0.62 ± 0.06</td>
<td>0.71 ± 0.07</td>
</tr>
<tr>
<td>60–80</td>
<td>0.784 ± 0.005</td>
<td>0.925 ± 0.006</td>
<td>0.512 ± 0.013</td>
<td>0.64 ± 0.07</td>
<td>0.78 ± 0.08</td>
</tr>
<tr>
<td>80–100</td>
<td>0.815 ± 0.008</td>
<td>0.922 ± 0.008</td>
<td>0.530 ± 0.020</td>
<td>0.72 ± 0.13</td>
<td>0.65 ± 0.10</td>
</tr>
<tr>
<td>100–200</td>
<td>0.835 ± 0.008</td>
<td>0.918 ± 0.008</td>
<td>0.528 ± 0.018</td>
<td>0.62 ± 0.11</td>
<td>0.75 ± 0.13</td>
</tr>
<tr>
<td>200–400</td>
<td>0.851 ± 0.021</td>
<td>0.884 ± 0.022</td>
<td>0.465 ± 0.041</td>
<td>0.83 ± 0.10</td>
<td>0.83 ± 0.10</td>
</tr>
<tr>
<td>400–600</td>
<td>0.84 ± 0.10</td>
<td>0.83 ± 0.10</td>
<td>0.17 ± 0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\geq 600)</td>
<td>0.90 ± 0.26</td>
<td>0.90 ± 0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. The fiducial efficiency for electrons, muons, and taus in different \(p_T\) ranges (\(\epsilon_{\text{fid}}(p_T)\)). For electrons and muons from tau decays, the \(p_T\) is that of the electron or muon, not the tau. The uncertainties shown reflect the statistical uncertainties of the simulated samples only.

The efficiencies as functions of \(p_T\) are shown in Table 6, and efficiencies as functions of \(|\eta|\) for electrons and taus are shown in Table 7. For empty bins, the value from the preceding filled bin is the suggested central value. For electrons and taus, the final per-lepton efficiency is given as \(\epsilon_{\ell} = \epsilon(p_T) \cdot \epsilon(\eta)/\langle \epsilon \rangle\), where \(\langle \epsilon \rangle\) is the inclusive efficiency of the full sample, and is 0.66 for prompt electrons, 0.39 for electrons from tau decays, and 0.26 for hadronically decaying taus. The \(\eta\) dependence of the muon efficiencies is treated by separate \(p_T\) efficiency measurements for muons with \(|\eta| < 0.1\) and those with \(|\eta| \geq 0.1\).

Table 6 includes entries to cover cases where leptons with true \(p_T\) below the nominal \(p_T\) threshold of 15 (20) GeV for electrons and muons (taus) are reconstructed with \(p_T\) above threshold. These efficiencies are typically small, but are needed for proper modelling of events with low-\(p_T\) leptons.

The resulting per-lepton efficiencies are then combined to yield a selection efficiency for a given event satisfying the fiducial acceptance criteria. For events with exactly three leptons, the total efficiency for the event is the product of the individual lepton efficiencies. For events with more than three leptons, the additional leptons in order of descending \(p_T\) only contribute to the total efficiency when a lepton with higher \(p_T\) is not selected, leading to terms such as \(\epsilon_1 \epsilon_2 \epsilon_3 (1 - \epsilon_4)\), where \(\epsilon_4\) denotes the fiducial efficiency for the \(4^{th}\) \(p_T\)-ordered lepton. The method can be extended to cover the number of leptons expected in the model under consideration.
Table 7. The fiducial efficiency for electrons and taus in different \( \eta \) ranges \( (\epsilon_{\text{fid}}(\eta)) \). For electrons from tau decays, the \( \eta \) is that of the electron, not the tau. The uncertainties shown reflect the statistical uncertainties of the simulated samples only.

| \( |\eta| \) | Prompt \( e \) | \( \tau \rightarrow e \) | \( \eta_{\text{had}} \) |
|---|---|---|---|
| 0.0–0.1 | 0.650 ± 0.006 | 0.55 ± 0.06 | 0.166 ± 0.017 |
| 0.1–0.5 | 0.714 ± 0.004 | 0.500 ± 0.026 | 0.150 ± 0.009 |
| 0.5–1.0 | 0.722 ± 0.004 | 0.513 ± 0.026 | 0.188 ± 0.010 |
| 1.0–1.5 | 0.689 ± 0.004 | 0.421 ± 0.026 | 0.175 ± 0.010 |
| 1.5–2.0 | 0.635 ± 0.004 | 0.470 ± 0.030 | 0.142 ± 0.009 |
| 2.0–2.5 | 0.615 ± 0.004 | 0.433 ± 0.032 | 0.109 ± 0.008 |

Jets at the particle level are reconstructed from all stable particles, excluding muons and neutrinos, with the anti-\( k_t \) algorithm using a radius parameter \( R = 0.4 \). Overlaps between jets and leptons are removed as described in section 3. \( E_T^{\text{miss}} \) is defined as the magnitude of the vector sum of the transverse momenta of all neutrinos and any stable, non-interacting particles produced in models of new phenomena. The kinematic variables used to define signal regions are defined as in section 3.

Predictions of both the rates and kinematic properties of doubly charged Higgs and excited-lepton events, when made with the method described above, agree well with the same quantities after detector simulation. Uncertainties, based on the level of agreement seen across the studied models, are estimated at 10% for the \( \geq 3e/\mu \) channels, and 20% for the \( 2e/\mu + 1\tau_{\text{had}} \) channels. When calculating limits on specific models, these uncertainties must be applied to the estimated signal yields after selection to take into account the limited precision of the fiducial efficiency approach.

10 Interpretation

The results of the model-independent search are interpreted in the context of two specific models of new phenomena: a model with pair-produced doubly charged Higgs bosons, and a model with excited, non-elementary leptons.

Doubly charged Higgs bosons can be either pair-produced or produced in association with a singly charged state. In this paper, the \( H^{\pm\pm} \) are assumed to be pair-produced, with decays to charged leptons. One feature of most models with \( H^{\pm\pm} \) is the presence of lepton-flavour-violating terms, leading to decays such as \( H^{\pm\pm} \rightarrow e^{\pm}\mu^{\pm} \) in addition to \( H^{\pm\pm} \rightarrow e^{\pm}e^{\pm} \) or \( H^{\pm\pm} \rightarrow \mu^{\pm}\mu^{\pm} \). Decays to electrons and/or muons have been probed at \( \sqrt{s} = 8 \text{ TeV} \) in ref. [71], while decays to all flavours of leptons are probed at \( \sqrt{s} = 7 \text{ TeV} \) in ref. [72]. In this paper, only the lepton-flavour-violating decays \( H^{\pm\pm} \rightarrow e^{\pm}\tau^{\pm} \) and \( H^{\pm\pm} \rightarrow \mu^{\pm}\tau^{\pm} \) are considered.

The visible cross-section limits presented above are used to constrain this model. The off-\( Z \), OSSF category provides the largest acceptance for the lepton-flavour-violating decays; contributions from the remaining categories are small and have a negligible impact on the sensitivity. The signal regions based on \( H_{\text{leptons}}^{\text{leptons}} \) provide the best expected sen-
sensitivity, followed by limits based on \( p_T^{\ell_{\text{min}}} \); here only limits based on \( H_T^{\text{leptons}} \) are used. For \( H^{\pm \pm} \) masses up to 200 GeV, the signal region defined by \( H_T^{\text{leptons}} > 200 \) GeV is used; for higher masses the requirement is \( H_T^{\text{leptons}} > 500 \) GeV. Finally, both the \( \geq 3e/\mu \) and \( 2e/\mu + \geq 1\tau_{\text{had}} \) channels are used to maximize the total acceptance.

Table 8 summarizes the expected acceptance, efficiency, and cross-section limit for several mass values, channels, and decay scenarios. The \( \geq 3e/\mu \) and \( 2e/\mu + \geq 1\tau_{\text{had}} \) channels have comparable sensitivity for high masses, and are therefore combined when setting the final limits to improve the overall constraint on this model. The \( H^{\pm \pm} \) can couple preferentially to left-handed (\( H^{\pm \pm}_L \)) or right-handed (\( H^{\pm \pm}_R \)) leptons, with the production cross section for the right-handed coupling scenario being roughly half that for the left-handed coupling scenario. The acceptance and efficiency are the same for both couplings. The final limits on \( H^{\pm \pm} \rightarrow e^\pm \tau^\pm \) and \( H^{\pm \pm} \rightarrow \mu^\pm \tau^\pm \) for both scenarios are shown in figure 5. In both cases, a branching ratio of 100% is assumed for the chosen decay. For \( H^{\pm \pm} \rightarrow e^\pm \tau^\pm \), the expected mass limit for left-handed couplings is 350\(\pm\)50 GeV, with an observed limit of 400 GeV. For \( H^{\pm \pm} \rightarrow \mu^\pm \tau^\pm \), the expected mass limit for left-handed couplings is 370\(\pm\)40 GeV, with an observed limit at 400 GeV. The expected (observed) limit on \( H^{\pm \pm} \rightarrow \mu^\pm \tau^\pm \) from the 7 TeV ATLAS analysis \cite{33} is 229 (237) GeV, which only uses the \( \geq 3e/\mu \) channel. The corresponding observed limits from the 7 TeV CMS analysis \cite{72} are 293 GeV for \( H^{\pm \pm} \rightarrow e^\pm \tau^\pm \) and 300 GeV for \( H^{\pm \pm} \rightarrow \mu^\pm \tau^\pm \).
Figure 5. Observed and expected 95% upper limits on the cross section times branching ratio for $H^{±±}$ decaying to (a) $e^{±}τ^{±}$ and (b) $µ^{±}τ^{±}$. Separate mass constraints are extracted for $H^{±±}$ coupling to left- and right-handed fermions from the intersections with the predicted cross sections shown by the dotted and solid red curves.

Composite fermion models often imply the existence of excited-lepton states [25]. Excited leptons are either pair-produced, produced in association with another excited lepton of a different flavour, or produced in association with a SM lepton [6, 7]. The production is mediated either by gauge bosons (gauge-mediated, GM) or by auxiliary, massive fields that can be approximated as a four-fermion contact interaction (CI) vertex. The scales of the CI and GM processes are assumed to be identical and called $Λ$, while the masses of the excited leptons are referred to as $m_{ℓ^∗}$. The CI process dominates the production and decay of excited leptons for $m_{ℓ^∗}/Λ > 0.3$, while for lower values the GM process becomes important. Additionally, the parameters $f_s$, $f$, and $f'$, corresponding to the SU(3), SU(2) and U(1) couplings of the model respectively, can be chosen arbitrarily and dictate the dynamics of the model. For this study, all coupling parameters are set to unity, as used in ref. [25]. This specific choice of $f = f'$ forbids the radiative decays of excited neutrinos.

Searches for excited electrons and muons have been performed using a similar benchmark model by CMS [73], at $\sqrt{s} = 7$ TeV, and by ATLAS [74], with 13 fb$^{-1}$ at $\sqrt{s} = 8$ TeV. The most stringent lower limits on $m_{ℓ^∗}$ from these searches are at 2.2 TeV for $Λ = m_{ℓ^*}$. Lower limits on the mass of excited leptons were set by the L3 experiment. These limits, which are independent of $Λ$, range from 91 GeV to 102 GeV, with limits on excited taus and excited tau neutrinos being somewhat weaker than those for other flavours [75].

The decay products for each excited neutrino are a neutrino (or charged lepton) of the same generation and a $Z$ ($W$) boson, or a fermion pair. Similarly, excited charged leptons can decay into a charged lepton (or neutrino) of the same generation and a $γ/Z$ (or $W$) boson, or into a fermion pair. For excited neutrinos, only the pair production of two excited neutrinos $ν^∗ν^*$ is taken into account; single production of excited neutrinos producing final states with three or more leptons is suppressed and its contribution is negligible. For the excited charged leptons, both single and pair production of excited states are taken into
The upper limits on the visible cross section can be used to constrain $m_{\ell^*}$ and $\Lambda$. In all cases, the signal region with the best expected sensitivity is used to constrain each scenario. In the cases where the excited charged lepton or neutrino masses are large, the decay products typically carry a large amount of momentum. This leads to signal events with large $H_T^\text{leptons}$. Additionally, in this regime, the GM decay through $Z$ bosons is disfavoured compared to the CI decay. Consequently, for such scenarios, the off-$Z$ channel provides better sensitivity due to lower background rates.

The production of excited electrons, excited muons, and excited electron and muon neutrinos is constrained using the $\geq 3\ell/e, \text{off}-Z, \text{OSSF}$ region requiring $H_T^\text{leptons} > 800$ GeV ($H_T^\text{leptons} > 500$ GeV) for masses above (below) $600$ GeV. Excited tau neutrinos with high values of $m_{\ell^*}/\Lambda$ are constrained using the $\geq 3\ell/e, \text{off}-Z, \text{OSSF}$ region requiring $m_{\text{eff}} > 1.5$ TeV. The only excited tau neutrino decays that preferentially produce final states with taus are the GM decays via a $W$ boson, which become significant at lower values of $m_{\ell^*}/\Lambda$. For such cases, the $2\ell/e/\mu \geq 1\tau_{\text{had}}$, off-$Z$, no-OSSF region requiring $p_T^{\ell_{\text{min}}} > 100$ GeV is used.

For excited taus, the $\geq 3\ell/e, \text{off}-Z, \text{OSSF}$ region requiring $m_{\text{eff}} > 1.5$ TeV is used for masses above $1$ TeV. For masses between $500$ GeV and $1$ TeV, the $\geq 3\ell/e, \text{off}-Z, \text{OSSF}$ regions requiring $m_{\text{eff}} > 1$ TeV is used. For masses below $500$ GeV, where the GM decay through $Z$ bosons again becomes significant, the $2\ell/e/\mu \geq 1\tau_{\text{had}}$, on-$Z$ region requiring $p_T^{\ell_{\text{min}}} > 100$ GeV is most sensitive.

Table 9 summarizes the expected acceptance and efficiency for several flavours, mass values and $\Lambda$ values for the most sensitive signal region. Figure 6 shows the excluded regions of the mass parameter and the scale $\Lambda$ for all lepton flavours extracted from the expected and observed upper limits on the visible cross section. Exclusion regions are also shown for the case where excited leptons are only produced via the CI process.

For low $\Lambda$-values, a broad range of masses up to $2$ TeV can be excluded, while for higher $\Lambda$-values, only low masses are excluded. In the low-mass region, $\nu_{\ell^*} \rightarrow \ell + W$ is the main decay mode for excited neutrinos, while $\ell^* \rightarrow \ell + \gamma$ is the main decay mode for charged leptons. Therefore, pair-produced $\nu_{e^*}$ and $\nu_{\mu^*}$ have the highest acceptance due to their final states with at least three leptons, and thus they have the most stringent limits.

The production cross section of pair-produced excited leptons via the GM process is independent of $\Lambda$, which leads to improved sensitivity at low excited-lepton masses. The low efficiency for reconstructing tau leptons leads to a relatively small gain in sensitivity for $\nu_{\tau^*}$ from GM production.

For $\nu_e^*$ ($\nu_\mu^*$), the expected $\Lambda$-independent mass limit is $210 \pm 25$ GeV ($225 \pm 25$ GeV), with an observed limit of $230$ GeV ($250$ GeV). For masses higher than $300$ GeV, the limits for these two particles follow approximately a line of: $\Lambda + 8.3 \times m_{\nu_{\ell^*}} = 14500$ GeV. The most stringent upper limits on the mass of the excited leptons are found when $m_{\ell^*} = \Lambda$. In this case, the resulting limits are $3.0$ TeV for excited electrons and muons, $2.5$ TeV for excited taus, and $1.6$ TeV for every excited-neutrino flavour.
<table>
<thead>
<tr>
<th>$m_{\ell^*}$ [GeV]</th>
<th>$\sigma$ [fb]</th>
<th>$A$</th>
<th>$\epsilon_{\text{fid}}$</th>
<th>$A \times \epsilon_{\text{fid}}$</th>
<th>Rec. $A \times \epsilon$</th>
<th>Limit [fb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda = 4$ TeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_e^* \bar{\nu}_e$</td>
<td>500</td>
<td>127</td>
<td>0.036±0.001</td>
<td>0.63±0.07</td>
<td>0.023±0.003</td>
<td>0.023±0.001</td>
</tr>
<tr>
<td>$\nu_e^* \bar{\nu}_e$</td>
<td>1500</td>
<td>0.562</td>
<td>0.041±0.001</td>
<td>0.66±0.07</td>
<td>0.027±0.003</td>
<td>0.027±0.001</td>
</tr>
<tr>
<td>$\nu_\mu^* \bar{\nu}_\mu$</td>
<td>500</td>
<td>127</td>
<td>0.036±0.001</td>
<td>0.51±0.06</td>
<td>0.018±0.003</td>
<td>0.022±0.001</td>
</tr>
<tr>
<td>$\nu_\mu^* \bar{\nu}_\mu$</td>
<td>1500</td>
<td>0.562</td>
<td>0.039±0.001</td>
<td>0.52±0.06</td>
<td>0.020±0.004</td>
<td>0.025±0.001</td>
</tr>
<tr>
<td>$\nu_\tau^* \bar{\nu}_\tau$</td>
<td>500</td>
<td>127</td>
<td>0.0022±0.0003</td>
<td>0.43±0.05</td>
<td>0.0009±0.0003</td>
<td>0.0010±0.0002</td>
</tr>
<tr>
<td>$\nu_\tau^* \bar{\nu}_\tau$</td>
<td>1500</td>
<td>0.562</td>
<td>0.014±0.001</td>
<td>0.52±0.06</td>
<td>0.007±0.002</td>
<td>0.008±0.001</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}^*$</td>
<td>500</td>
<td>127</td>
<td>0.0011±0.0002</td>
<td>0.40±0.04</td>
<td>0.0004±0.0001</td>
<td>0.0002±0.0001</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}^*$</td>
<td>1500</td>
<td>0.562</td>
<td>0.027±0.001</td>
<td>0.29±0.03</td>
<td>0.008±0.002</td>
<td>0.006±0.001</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}$</td>
<td>500</td>
<td>276</td>
<td>0.0012±0.0002</td>
<td>0.47±0.05</td>
<td>0.0006±0.0002</td>
<td>0.0007±0.0002</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}$</td>
<td>1500</td>
<td>1.41</td>
<td>0.032±0.001</td>
<td>0.48±0.05</td>
<td>0.015±0.002</td>
<td>0.015±0.001</td>
</tr>
<tr>
<td>$\Lambda = 10$ TeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_e^* \bar{\nu}_e$</td>
<td>500</td>
<td>3.24</td>
<td>0.044±0.001</td>
<td>0.61±0.07</td>
<td>0.027±0.004</td>
<td>0.030±0.001</td>
</tr>
<tr>
<td>$\nu_e^* \bar{\nu}_e$</td>
<td>1500</td>
<td>0.015</td>
<td>0.088±0.002</td>
<td>0.66±0.07</td>
<td>0.058±0.007</td>
<td>0.056±0.002</td>
</tr>
<tr>
<td>$\nu_\mu^* \bar{\nu}_\mu$</td>
<td>500</td>
<td>3.24</td>
<td>0.041±0.001</td>
<td>0.54±0.06</td>
<td>0.022±0.003</td>
<td>0.028±0.001</td>
</tr>
<tr>
<td>$\nu_\mu^* \bar{\nu}_\mu$</td>
<td>1500</td>
<td>0.015</td>
<td>0.084±0.002</td>
<td>0.50±0.05</td>
<td>0.042±0.006</td>
<td>0.052±0.002</td>
</tr>
<tr>
<td>$\nu_\tau^* \bar{\nu}_\tau$</td>
<td>500</td>
<td>3.24</td>
<td>0.0020±0.0006</td>
<td>0.19±0.02</td>
<td>0.0004±0.0002</td>
<td>0.0005±0.0001</td>
</tr>
<tr>
<td>$\nu_\tau^* \bar{\nu}_\tau$</td>
<td>1500</td>
<td>0.015</td>
<td>0.012±0.002</td>
<td>0.36±0.04</td>
<td>0.0043±0.0008</td>
<td>0.0045±0.0004</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}^*$</td>
<td>500</td>
<td>3.24</td>
<td>0.0002±0.0001</td>
<td>0.33±0.04</td>
<td>0.0001±0.0001</td>
<td>0.0001±0.0001</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}^*$</td>
<td>1500</td>
<td>0.015</td>
<td>0.0070±0.0001</td>
<td>0.17±0.02</td>
<td>0.0012±0.0007</td>
<td>0.0022±0.0003</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}$</td>
<td>500</td>
<td>3.81</td>
<td>0.0003±0.0001</td>
<td>0.53±0.06</td>
<td>0.0002±0.0002</td>
<td>0.0002±0.0002</td>
</tr>
<tr>
<td>$\tau^* \bar{\tau}$</td>
<td>1500</td>
<td>0.022</td>
<td>0.012±0.001</td>
<td>0.48±0.05</td>
<td>0.0056±0.0015</td>
<td>0.0048±0.0004</td>
</tr>
</tbody>
</table>

Table 9. Cross section, acceptances, efficiencies, and 95% CL upper limits on the cross section for various excited-lepton flavours and mass values using the $\geq 3e/\mu$, off-Z, OSSF region requiring $H_T^{\text{leptons}} > 800$ GeV. The observed limit is equal to the expected limit in this signal region. Rec. $A \times \epsilon$ represents the fraction of signal events passing all analysis cuts after detector-level simulation and event reconstruction.
Figure 6. Observed and expected 95% CL limits on the mass parameter and the compositeness scale $\Lambda$ for excited leptons. The region under the curve is excluded by this analysis, the blue region is excluded by LEP, and the gray region represents $m_{\ell^*} > \Lambda$ and is unphysical. The red line shows the limits taking only CI production into account.
Conclusion

A search for anomalous production of events with at least three charged leptons is been presented, using 20.3 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 8$ TeV recorded by the ATLAS detector at the CERN Large Hadron Collider. Data distributions are compared to SM predictions in a variety of observables and final states, designed to probe a large range of BSM scenarios. Good agreement between the data and SM predictions is observed. Model-independent exclusion limits on visible cross sections are derived, and a prescription to re-interpret such limits for any model is presented. Additionally, limits are set on specific models predicting doubly charged Higgs bosons and excited leptons. Doubly charged Higgs bosons coupling to left-handed fermions and decaying exclusively to $e\tau$ or $\mu\tau$ pairs are constrained to have mass above 400 GeV at 95% confidence level. For excited leptons, the mass constraints depend on the compositeness scale, with the strongest mass constraints reached where the mass of the excited state and the compositeness scale are the same; the lower limits on the mass extend to 3.0 TeV for excited electrons and excited muons, 2.5 TeV for excited taus, and 1.6 TeV for every excited-neutrino flavour.
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\section*{A Yields and cross-section limits}

Expected and observed event yields for all signal regions are provided in tables 10–17.

\begin{center}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$H_T^{\text{leptons}}$ & $t\bar{t} + V(V)$ & $VV(V)$ & Reducible & Total & Observed \\
\hline
$\geq 3e/\mu$, off-Z, no-OSSF & & & & & \\
\hline
200 GeV & 2.0 ± 0.6 & 1.6 ± 0.4 & 2.1 ± 1.1 & 5.7 ± 1.4 & 6 \\
500 GeV & 0.13 ± 0.06 & 0.09 ± 0.03 & 0 ± 0.2 & 0.22 ± 0.7 & 1 \\
800 GeV & 0.06 ± 0.04 & 0 ± 0.03 & 0 ± 0.7 & 0.06 ± 0.7 & 0 \\
\hline
2$e/\mu+ \geq 1\tau$, off-Z, no-OSSF & & & & & \\
\hline
200 GeV & 1.2 ± 0.4 & 2.3 ± 0.5 & 19 ± 6 & 22 ± 6 & 14 \\
500 GeV & 0.01 ± 0.01 & 0.03 ± 0.01 & 0.32 ± 0.7 & 0.36 ± 0.7 & 0 \\
800 GeV & 0 ± 0.003 & 0.01 ± 0.01 & 0.11 ± 0.7 & 0.12 ± 0.7 & 0 \\
\hline
$\geq 3e/\mu$, off-Z, OSSF & & & & & \\
\hline
200 GeV & 7.5 ± 2.3 & 63 ± 8 & 9 ± 4 & 78 ± 9 & 56 \\
500 GeV & 0.34 ± 0.12 & 3.3 ± 0.5 & 0 ± 0.7 & 3.7 ± 0.9 & 1 \\
800 GeV & 0.01 ± 0.01 & 0.54 ± 0.12 & 0 ± 0.7 & 0.5 ± 0.7 & 0 \\
\hline
2$e/\mu+ \geq 1\tau$, off-Z, OSSF & & & & & \\
\hline
200 GeV & 0.64 ± 0.21 & 4.4 ± 0.6 & 68 ± 20 & 73 ± 20 & 67 \\
500 GeV & 0.06 ± 0.03 & 0.17 ± 0.04 & 1.1 ± 0.9 & 1.3 ± 0.9 & 0 \\
800 GeV & 0 ± 0.003 & 0 ± 0.03 & 0 ± 0.7 & 0 ± 0.7 & 0 \\
\hline
$\geq 3e/\mu$, on-Z & & & & & \\
\hline
200 GeV & 23 ± 7 & 410 ± 50 & 18 ± 8 & 450 ± 50 & 387 \\
500 GeV & 0.82 ± 0.25 & 10.9 ± 2.3 & 0.6 ± 0.8 & 12.3 ± 2.4 & 12 \\
800 GeV & 0.05 ± 0.03 & 0.92 ± 0.23 & 0.10 ± 0.10 & 1.1 ± 0.7 & 3 \\
\hline
2$e/\mu+ \geq 1\tau$, on-Z & & & & & \\
\hline
200 GeV & 1.1 ± 0.4 & 20.7 ± 2.7 & 160 ± 50 & 180 ± 50 & 148 \\
500 GeV & 0.02 ± 0.01 & 0.82 ± 0.23 & 1.2 ± 0.9 & 2.0 ± 1.0 & 3 \\
800 GeV & 0 ± 0.003 & 0.04 ± 0.02 & 0 ± 0.7 & 0.04 ± 0.7 & 0 \\
\hline
\end{tabular}
\end{center}

\textbf{Table 10.} Expected and observed event yields for the $H_T^{\text{leptons}}$ signal regions.
Table 11. Expected and observed event yields for the minimum $p_T$ signal regions.

<table>
<thead>
<tr>
<th>$p_T^{min}$</th>
<th>$tt + V(V)$</th>
<th>$VV(V)$</th>
<th>Reducible</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 3\ell/\mu$, off-Z, no-OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50 GeV</td>
<td>0.83 ± 0.27</td>
<td>0.45 ± 0.13</td>
<td>0.28 $^{+0.20}_{-0.28}$</td>
<td>1.6 ± 0.8</td>
<td>4</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.09 ± 0.04</td>
<td>0.03 ± 0.01</td>
<td>0 $^{+0.7}_{-0}$</td>
<td>0.12 ± 0.69</td>
<td>0</td>
</tr>
<tr>
<td>150 GeV</td>
<td>0.06 ± 0.04</td>
<td>0 $^{+0.03}_{-0}$</td>
<td>0 $^{+0.7}_{-0}$</td>
<td>0.06 ± 0.70</td>
<td>0</td>
</tr>
</tbody>
</table>

| $2\ell/\mu \geq 1\tau$, off-Z, no-OSSF | | | | | |
| 50 GeV | 0.43 ± 0.15 | 0.62 ± 0.13 | 5.0 ± 1.9 | 6.1 ± 1.9 | 5 |
| 100 GeV | 0.01 ± 0.003 | 0.03 $^{+0.05}_{-0.03}$ | 0.11 $^{+0.71}_{-0.11}$ | 0.15 $^{+0.73}_{-0.73}$ | 0 |
| 150 GeV | 0 $^{+0.05}_{-0}$ | 0.01 ± 0.00 | 0.11 $^{+0.71}_{-0.11}$ | 0.12 $^{+0.12}_{-0.12}$ | 0 |

| $\geq 3\ell/\mu$, off-Z, OSSF | | | | | |
| 50 GeV | 3.7 ± 1.1 | 27.1 ± 3.4 | 1.8 ± 1.0 | 33 ± 4 | 25 |
| 100 GeV | 0.17 ± 0.07 | 1.73 ± 0.25 | 0 $^{+0.7}_{-0}$ | 1.9 ± 0.7 | 2 |
| 150 GeV | 0.01 ± 0.01 | 0.24 ± 0.05 | 0 $^{+0.7}_{-0}$ | 0.25 $^{+0.60}_{-0.25}$ | 0 |

| $2\ell/\mu \geq 1\tau$, off-Z, OSSF | | | | | |
| 50 GeV | 0.33 ± 0.11 | 1.72 ± 0.25 | 15 ± 5 | 18 ± 5 | 23 |
| 100 GeV | 0 $^{+0.03}_{-0}$ | 0.14 ± 0.06 | 0.12 $^{+0.72}_{-0.12}$ | 0.26 $^{+0.72}_{-0.26}$ | 0 |
| 150 GeV | 0 $^{+0.03}_{-0}$ | 0 $^{+0.03}_{-0}$ | 0 $^{+0.7}_{-0}$ | 0 $^{+0.7}_{-0}$ | 0 |

| $\geq 3\ell/\mu$, on-Z | | | | | |
| 50 GeV | 8.7 ± 2.6 | 168 ± 19 | 6.3 ± 3.1 | 183 ± 19 | 163 |
| 100 GeV | 0.54 ± 0.17 | 9.6 ± 1.6 | 0.22 $^{+0.72}_{-0.22}$ | 10.4 ± 1.7 | 16 |
| 150 GeV | 0.05 ± 0.02 | 0.88 ± 0.21 | 0 $^{+0.7}_{-0}$ | 0.9 ± 0.7 | 4 |

| $2\ell/\mu \geq 1\tau$, on-Z | | | | | |
| 50 GeV | 0.31 ± 0.11 | 8.0 ± 1.2 | 54 ± 18 | 62 ± 18 | 45 |
| 100 GeV | 0.01 ± 0.01 | 0.53 ± 0.22 | 0.8 $^{+0.8}_{-0.8}$ | 1.3 ± 0.9 | 0 |
| 150 GeV | 0 $^{+0.03}_{-0}$ | 0.09 ± 0.07 | 0.16 $^{+0.14}_{-0.16}$ | 0.25 $^{+0.25}_{-0.25}$ | 0 |

Table 12. Expected and observed event yields for the $b$-tag signal regions.
\[
\begin{array}{|c|c|c|c|c|c|}
\hline
m_{\text{eff}} \geq & tt + V(V) & VV(V) & \text{Reducible} & \text{Total} & \text{Observed} \\
\hline
\geq 3e/\mu, \text{ off-}Z, \text{ no-OSSF} & & & & & \\
600 \text{ GeV} & 1.7 \pm 0.6 & 0.40 \pm 0.13 & 1.2 \pm 0.8 & 3.4 \pm 1.0 & 3 \\
1000 \text{ GeV} & 0.44 \pm 0.16 & 0.01 \pm 0.03 & 0.20 \pm 0.20 & 0.7 \pm 0.7 & 1 \\
1500 \text{ GeV} & 0.07 \pm 0.07 & 0 \pm 0.03 & 0.08 \pm 0.08 & 0.16 \pm 0.16 & 0 \\
\hline
2e/\mu+ \geq 1\tau, \text{ off-}Z, \text{ no-OSSF} & & & & & \\
600 \text{ GeV} & 1.4 \pm 0.5 & 1.23 \pm 0.32 & 17 \pm 5 & 19 \pm 5 & 22 \\
1000 \text{ GeV} & 0.26 \pm 0.22 & 0.07 \pm 0.05 & 2.2 \pm 1.1 & 2.6 \pm 1.1 & 2 \\
1500 \text{ GeV} & 0.03 \pm 0.02 & 0.01 \pm 0.01 & 0.17 \pm 0.17 & 0.20 \pm 0.20 & 1 \\
\hline
\geq 3e/\mu, \text{ off-}Z, \text{ OSSF} & & & & & \\
600 \text{ GeV} & 6.7 \pm 2.1 & 13.4 \pm 2.9 & 3.7 \pm 2.5 & 24 \pm 4 & 17 \\
1000 \text{ GeV} & 1.1 \pm 0.4 & 2.1 \pm 0.8 & 2.1 \pm 2.1 & 3.3 \pm 2.3 & 1 \\
1500 \text{ GeV} & 0.08 \pm 0.08 & 0.28 \pm 0.15 & 0.5 \pm 0.5 & 0.8 \pm 0.8 & 0 \\
\hline
2e/\mu+ \geq 1\tau, \text{ off-}Z, \text{ OSSF} & & & & & \\
600 \text{ GeV} & 0.59 \pm 0.19 & 0.87 \pm 0.30 & 17 \pm 5 & 18 \pm 5 & 19 \\
1000 \text{ GeV} & 0.17 \pm 0.06 & 0.12 \pm 0.10 & 1.8 \pm 1.0 & 2.1 \pm 1.0 & 2 \\
1500 \text{ GeV} & 0 \pm 0.003 & 0 \pm 0.05 & 0 \pm 0.7 & 0 \pm 0.7 & 0 \\
\hline
\geq 3e/\mu, \text{ on-}Z & & & & & \\
600 \text{ GeV} & 26 \pm 8 & 126 \pm 29 & 9.2 \pm 3.5 & 161 \pm 31 & 147 \\
1000 \text{ GeV} & 4.6 \pm 1.5 & 21 \pm 8 & 1.1 \pm 1.0 & 27 \pm 8 & 27 \\
1500 \text{ GeV} & 0.48 \pm 0.17 & 3.2 \pm 1.9 & 3 \pm 3.6 & 3.7 \pm 2.0 & 2 \\
\hline
2e/\mu+ \geq 1\tau, \text{ on-}Z & & & & & \\
600 \text{ GeV} & 1.4 \pm 0.5 & 8.7 \pm 2.1 & 65 \pm 19 & 75 \pm 19 & 65 \\
1000 \text{ GeV} & 0.26 \pm 0.09 & 1.5 \pm 0.6 & 3.6 \pm 1.4 & 5.3 \pm 1.6 & 11 \\
1500 \text{ GeV} & 0.02 \pm 0.02 & 0.31 \pm 0.21 & 0.08 \pm 0.08 & 0.16 \pm 0.16 & 1 \\
\hline
\end{array}
\]

Table 13. Expected and observed event yields for the inclusive $m_{\text{eff}}$ signal regions.
\[ m_{\text{eff}} \geq \] & \[ t\bar{t} + V(V) \] & \[ VV(V) \] & \[ \text{Reducible} \] & \[ \text{Total} \] & \[ \text{Observed} \] \\
\hline
\[ \geq 3e/\mu, \text{ off-}Z, \text{ no-}OSSF \] & & & & & \\
Inclusive & $1.7 \pm 0.6$ & $0.90 \pm 0.24$ & $4.0 \pm 1.5$ & $6.6 \pm 1.6$ & 8 \\
600 GeV & $0.71 \pm 0.27$ & $0.25 \pm 0.06$ & $0.8 \pm 0.8$ & $1.7 \pm 0.8$ & 2 \\
1000 GeV & $0.24 \pm 0.15$ & $0.01 \pm 0.00$ & $0.15 \pm 0.070$ & $0.4 \pm 0.4$ & 1 \\
1200 GeV & $0.14 \pm 0.09$ & $0.01 \pm 0.00$ & $0.15 \pm 0.070$ & $0.29 \pm 0.29$ & 0 \\
\hline
\[ 2e/\mu^+ \geq 1\tau, \text{ off-}Z, \text{ no-}OSSF \] & & & & & \\
Inclusive & $1.3 \pm 0.4$ & $2.0 \pm 0.4$ & $29 \pm 8$ & $32 \pm 8$ & 28 \\
600 GeV & $0.81 \pm 0.29$ & $0.66 \pm 0.19$ & $8.0 \pm 2.5$ & $9.5 \pm 2.5$ & 9 \\
1000 GeV & $0.16 \pm 0.06$ & $0.06 \pm 0.05$ & $1.4 \pm 0.9$ & $1.6 \pm 0.9$ & 2 \\
1200 GeV & $0.10 \pm 0.05$ & $0.01 \pm 0.00$ & $0.4 \pm 0.005$ & $0.8 \pm 0.8$ & 2 \\
\hline
\[ \geq 3e/\mu, \text{ off-}Z, \text{ OSSF} \] & & & & & \\
Inclusive & $4.6 \pm 1.4$ & $12.2 \pm 1.9$ & $3.6 \pm 1.4$ & $20.4 \pm 2.8$ & 16 \\
600 GeV & $2.8 \pm 0.9$ & $4.7 \pm 1.1$ & $0.8 \pm 0.8$ & $8.2 \pm 1.7$ & 7 \\
1000 GeV & $0.47 \pm 0.17$ & $1.2 \pm 0.4$ & $0.16 \pm 0.07$ & $1.8 \pm 0.9$ & 1 \\
1200 GeV & $0.18 \pm 0.09$ & $0.39 \pm 0.19$ & $0.16 \pm 0.04$ & $0.7 \pm 0.7$ & 1 \\
\hline
\[ 2e/\mu^+ \geq 1\tau, \text{ off-}Z, \text{ OSSF} \] & & & & & \\
Inclusive & $0.54 \pm 0.18$ & $1.47 \pm 0.31$ & $14 \pm 4$ & $16 \pm 4$ & 17 \\
600 GeV & $0.34 \pm 0.13$ & $0.44 \pm 0.17$ & $4.8 \pm 1.8$ & $5.6 \pm 1.8$ & 5 \\
1000 GeV & $0.15 \pm 0.07$ & $0.07 \pm 0.08$ & $0.6 \pm 0.8$ & $0.8 \pm 0.8$ & 2 \\
1200 GeV & $0.07 \pm 0.006$ & $0.07 \pm 0.08$ & $0.17 \pm 0.17$ & $0.24 \pm 0.24$ & 2 \\
\hline
\[ \geq 3e/\mu, \text{ on-}Z \] & & & & & \\
Inclusive & $14 \pm 4$ & $148 \pm 19$ & $5.7 \pm 1.9$ & $167 \pm 20$ & 123 \\
600 GeV & $8.7 \pm 2.7$ & $41 \pm 9$ & $1.3 \pm 0.9$ & $51 \pm 10$ & 39 \\
1000 GeV & $2.5 \pm 0.8$ & $9.1 \pm 3.2$ & $0 \pm 0.69$ & $11.6 \pm 3.5$ & 12 \\
1200 GeV & $1.01 \pm 0.33$ & $4.0 \pm 1.8$ & $0 \pm 0.69$ & $5.0 \pm 2.0$ & 4 \\
\hline
\[ 2e/\mu^+ \geq 1\tau, \text{ on-}Z \] & & & & & \\
Inclusive & $1.01 \pm 0.32$ & $12.1 \pm 1.7$ & $13.8 \pm 4.1$ & $26.9 \pm 4.5$ & 24 \\
600 GeV & $0.62 \pm 0.21$ & $4.1 \pm 1.0$ & $3.5 \pm 1.4$ & $8.2 \pm 1.7$ & 9 \\
1000 GeV & $0.16 \pm 0.06$ & $1.2 \pm 0.4$ & $0.4 \pm 0.4$ & $1.7 \pm 0.9$ & 0 \\
1200 GeV & $0.07 \pm 0.03$ & $0.53 \pm 0.27$ & $0.33 \pm 0.33$ & $0.9 \pm 0.8$ & 0 \\
\hline
Table 14. Expected and observed event yields for the high-$E_T^{\text{miss}}$, $m_{\text{eff}}$ signal regions.

\[ m_{\text{eff}} \geq \] & \[ t\bar{t} + V(V) \] & \[ VV(V) \] & \[ \text{Reducible} \] & \[ \text{Total} \] & \[ \text{Observed} \] \\
\hline
\[ \geq 3e/\mu, \text{ on-}Z \] & & & & & \\
Inclusive & $11.2 \pm 3.5$ & $174 \pm 23$ & $9.0 \pm 2.7$ & $194 \pm 24$ & 164 \\
600 GeV & $5.5 \pm 1.7$ & $22 \pm 6$ & $0.9 \pm 0.9$ & $28 \pm 6$ & 29 \\
1200 GeV & $0.33 \pm 0.12$ & $2.5 \pm 1.3$ & $0.16 \pm 0.071$ & $3.0 \pm 1.5$ & 2 \\
\hline
\[ 2e/\mu^+ \geq 1\tau, \text{ on-}Z \] & & & & & \\
Inclusive & $0.38 \pm 0.13$ & $2.2 \pm 0.9$ & $51 \pm 17$ & $54 \pm 17$ & 46 \\
600 GeV & $0.10 \pm 0.06$ & $0.12 \pm 0.08$ & $5.4 \pm 2.2$ & $5.6 \pm 2.2$ & 8 \\
1200 GeV & $0.01 \pm 0.01$ & $0.04 \pm 0.04$ & $0.22 \pm 0.033$ & $0.27 \pm 0.37$ & 0 \\
\hline
Table 15. Expected and observed event yields for the high-$m_T^{W}$, $m_{\text{eff}}$ signal regions.
<table>
<thead>
<tr>
<th>( E_{\text{T}}^{\text{miss}} \geq 3e/\mu, \text{off-Z, no-OSSF} )</th>
<th>( tt + V(V) )</th>
<th>( VV(V) )</th>
<th>Reducible</th>
<th>Total</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>3.7 ± 1.2</td>
<td>0.85 ± 0.26</td>
<td>7.1 ± 2.2</td>
<td>11.7 ± 2.5</td>
<td>18</td>
</tr>
<tr>
<td>100 GeV</td>
<td>1.2 ± 0.4</td>
<td>0.24 ± 0.06</td>
<td>2.6 ± 1.1</td>
<td>4.0 ± 1.2</td>
<td>8</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.18 ± 0.07</td>
<td>0.01 ± 0.01</td>
<td>0.34 ± 0.07</td>
<td>0.5 ± 0.7</td>
<td>0</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.12 ± 0.07</td>
<td>0.04 ± 0.03</td>
<td>0.20 ± 0.06</td>
<td>0.28 ± 0.37</td>
<td>0</td>
</tr>
<tr>
<td>( 2e/\mu+ \geq 1\tau, \text{off-Z, no-OSSF} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>2.7 ± 0.8</td>
<td>3.7 ± 0.7</td>
<td>71 ± 19</td>
<td>77 ± 19</td>
<td>83</td>
</tr>
<tr>
<td>100 GeV</td>
<td>1.1 ± 0.4</td>
<td>1.18 ± 0.29</td>
<td>19 ± 5</td>
<td>21 ± 5</td>
<td>24</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.04 ± 0.04</td>
<td>0.16 ± 0.08</td>
<td>0.21 ± 0.21</td>
<td>1.5 ± 0.8</td>
<td>2</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.01 ± 0.01</td>
<td>0.05 ± 0.03</td>
<td>0.25 ± 0.73</td>
<td>0.31 ± 0.73</td>
<td>0</td>
</tr>
<tr>
<td>( \geq 3e/\mu, \text{off-Z, OSSF} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>11.7 ± 3.5</td>
<td>32 ± 6</td>
<td>12 ± 4</td>
<td>56 ± 8</td>
<td>53</td>
</tr>
<tr>
<td>100 GeV</td>
<td>3.6 ± 1.1</td>
<td>5.0 ± 1.2</td>
<td>1.9 ± 1.0</td>
<td>10.5 ± 1.9</td>
<td>8</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.41 ± 0.17</td>
<td>0.86 ± 0.24</td>
<td>0.21 ± 0.21</td>
<td>1.5 ± 0.8</td>
<td>2</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.04 ± 0.05</td>
<td>0.28 ± 0.12</td>
<td>0.04 ± 0.07</td>
<td>0.33 ± 0.33</td>
<td>0</td>
</tr>
<tr>
<td>( 2e/\mu+ \geq 1\tau, \text{off-Z, OSSF} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>1.07 ± 0.35</td>
<td>2.4 ± 0.6</td>
<td>95 ± 26</td>
<td>98 ± 26</td>
<td>83</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.39 ± 0.13</td>
<td>0.63 ± 0.21</td>
<td>10.1 ± 3.2</td>
<td>11.1 ± 3.2</td>
<td>9</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.03 ± 0.02</td>
<td>0.20 ± 0.11</td>
<td>0.35 ± 0.74</td>
<td>0.6 ± 0.8</td>
<td>1</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.04 ± 0.03</td>
<td>0.02 ± 0.05</td>
<td>0.02 ± 0.07</td>
<td>0.02 ± 0.02</td>
<td>0</td>
</tr>
<tr>
<td>( \geq 3e/\mu, \text{on-Z} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>52 ± 16</td>
<td>391 ± 70</td>
<td>40 ± 10</td>
<td>480 ± 7</td>
<td>446</td>
</tr>
<tr>
<td>100 GeV</td>
<td>13 ± 4</td>
<td>57 ± 12</td>
<td>2.7 ± 1.2</td>
<td>73 ± 13</td>
<td>53</td>
</tr>
<tr>
<td>200 GeV</td>
<td>1.7 ± 0.5</td>
<td>9.6 ± 2.6</td>
<td>0.5 ± 0.8</td>
<td>11.8 ± 2.8</td>
<td>13</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.24 ± 0.09</td>
<td>2.3 ± 0.8</td>
<td>0.04 ± 0.09</td>
<td>2.6 ± 1.1</td>
<td>1</td>
</tr>
<tr>
<td>( 2e/\mu+ \geq 1\tau, \text{on-Z} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>3.0 ± 0.9</td>
<td>26 ± 5</td>
<td>640 ± 180</td>
<td>670 ± 180</td>
<td>554</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.93 ± 0.30</td>
<td>5.3 ± 1.3</td>
<td>8.1 ± 2.5</td>
<td>14.3 ± 2.9</td>
<td>17</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.13 ± 0.14</td>
<td>1.2 ± 0.4</td>
<td>0.4 ± 0.8</td>
<td>1.7 ± 0.9</td>
<td>3</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.02 ± 0.01</td>
<td>0.35 ± 0.16</td>
<td>0.04 ± 0.07</td>
<td>0.4 ± 0.4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 16. Expected and observed event yields for the high-\( H_T^{jets} \), \( E_{\text{T}}^{\text{miss}} \) signal regions.
\[
E_{\text{miss}}^T \geq t + V(V) \quad VV(V) \quad \text{Reducible} \quad \text{Total} \quad \text{Observed}
\]

<table>
<thead>
<tr>
<th>Energy</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>1.9 ± 0.6</td>
<td>6.1 ± 1.2</td>
<td>10.4 ± 2.9</td>
<td>18.4 ± 3.3</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.55 ± 0.22</td>
<td>0.66 ± 0.19</td>
<td>1.4 ± 0.8</td>
<td>2.6 ± 0.9</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0 + 0.003</td>
<td>0.08 ± 0.03</td>
<td>0 + 0.7</td>
<td>0.08 + 0.69</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0 + 0.003</td>
<td>0.01 ± 0.01</td>
<td>0 + 0.7</td>
<td>0.01 + 0.69</td>
</tr>
</tbody>
</table>

\[
E_{\text{miss}}^T \geq 3e/\mu, \text{ off-}Z, \text{ no-OSSF}
\]

<table>
<thead>
<tr>
<th>Energy</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>0.63 ± 0.24</td>
<td>19.1 ± 2.5</td>
<td>105 ± 25</td>
<td>125 ± 25</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.25 ± 0.12</td>
<td>0.85 ± 0.23</td>
<td>9.7 ± 3.0</td>
<td>10.8 ± 3.0</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0 + 0.006</td>
<td>0.02 ± 0.01</td>
<td>0.06 + 0.71</td>
<td>0.08 + 0.71</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0 + 0.003</td>
<td>0 + 0.6</td>
<td>0 + 0.71</td>
<td>0 + 0.71</td>
</tr>
</tbody>
</table>

\[
E_{\text{miss}}^T \geq 3e/\mu, \text{ off-}Z, \text{ OSSF}
\]

<table>
<thead>
<tr>
<th>Energy</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>3.1 ± 1.0</td>
<td>159 ± 18</td>
<td>21 ± 6</td>
<td>183 ± 19</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.95 ± 0.34</td>
<td>7.2 ± 1.0</td>
<td>1.8 ± 1.0</td>
<td>9.9 ± 1.4</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.06 ± 0.06</td>
<td>0.71 ± 0.16</td>
<td>0.09 + 0.70</td>
<td>0.09 + 0.71</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.05 + 0.07</td>
<td>0.11 ± 0.06</td>
<td>0 + 0.06</td>
<td>0.16 + 0.70</td>
</tr>
</tbody>
</table>

\[
E_{\text{miss}}^T \geq 3e/\mu, \text{ on-}Z
\]

<table>
<thead>
<tr>
<th>Energy</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>8.4 ± 2.9</td>
<td>2450 ± 290</td>
<td>142 ± 35</td>
<td>2600 ± 290</td>
</tr>
<tr>
<td>100 GeV</td>
<td>1.2 ± 0.4</td>
<td>90 ± 9</td>
<td>3.0 ± 1.3</td>
<td>94 ± 9</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0.05 ± 0.02</td>
<td>6.2 ± 0.7</td>
<td>0.04 + 0.70</td>
<td>0.04 + 0.71</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0.01 ± 0.01</td>
<td>1.23 ± 0.26</td>
<td>0 + 0.09</td>
<td>1.2 ± 0.70</td>
</tr>
</tbody>
</table>

\[
E_{\text{miss}}^T \geq 2e/\mu+ \geq 1\tau, \text{ on-}Z
\]

<table>
<thead>
<tr>
<th>Energy</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>0.58 ± 0.23</td>
<td>112 ± 10</td>
<td>9600 ± 2600</td>
<td>9800 ± 2600</td>
</tr>
<tr>
<td>100 GeV</td>
<td>0.08 ± 0.04</td>
<td>6.8 ± 1.0</td>
<td>5.7 ± 2.0</td>
<td>12.6 ± 2.2</td>
</tr>
<tr>
<td>200 GeV</td>
<td>0 + 0.012</td>
<td>0.72 ± 0.18</td>
<td>0.4 + 0.04</td>
<td>1.1 ± 0.8</td>
</tr>
<tr>
<td>300 GeV</td>
<td>0 + 0.003</td>
<td>0.20 ± 0.10</td>
<td>0 + 0.07</td>
<td>0.20 + 0.71</td>
</tr>
</tbody>
</table>

**Table 17.** Expected and observed event yields for the low-$H_T^{\text{jets}}, E_{\text{miss}}^T$ signal regions.
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
$H_T^{\text{leptons}}$ & Expected & $\pm 1\sigma$ & $\pm 2\sigma$ & Observed & $p_0$ & Significance \\
\hline
$\geq 3e/\mu$, no-OSSF & & & & & & \\
$\geq 200$ & 0.34 & +0.13 & +0.30 & 0.34 & 0.46 & 0.1 \\
$\geq 500$ & 0.22 & +0.07 & +0.12 & 0.22 & 0.47 & 0.1 \\
$\geq 800$ & 0.14 & +0.01 & +0.08 & 0.14 & 0.50 & 0.0 \\
$\geq 2e/\mu +$ & $\geq 1\tau_{\text{had}}$, no-OSSF & & & & & \\
$\geq 200$ & 0.60 & +0.22 & +0.30 & 0.41 & 0.50 & 0.0 \\
$\geq 500$ & 0.15 & +0.01 & +0.08 & 0.14 & 0.50 & 0.0 \\
$\geq 800$ & 0.15 & +0.00 & +0.06 & 0.14 & 0.50 & 0.0 \\
$\geq 3e/\mu$, OSSF & & & & & & \\
$\geq 200$ & 1.2 & +0.5 & +0.5 & 0.70 & 0.50 & 0.0 \\
$\geq 500$ & 0.26 & +0.03 & +0.10 & 0.18 & 0.50 & 0.0 \\
$\geq 800$ & 0.16 & +0.05 & +0.13 & 0.15 & 0.50 & 0.0 \\
$\geq 2e/\mu +$ & $\geq 1\tau_{\text{had}}$, OSSF & & & & & \\
$\geq 200$ & 1.8 & +0.6 & +0.7 & 1.68 & 0.50 & 0.0 \\
$\geq 500$ & 0.16 & +0.06 & +0.14 & 0.14 & 0.50 & 0.0 \\
$\geq 800$ & 0.16 & +0.00 & +0.05 & 0.14 & 0.50 & 0.0 \\
$\geq 3e/\mu$, on-Z & & & & & & \\
$\geq 200$ & 4.9 & +1.7 & +3.6 & 3.58 & 0.50 & 0.0 \\
$\geq 500$ & 0.47 & +0.21 & +0.41 & 0.47 & 0.50 & 0.0 \\
$\geq 800$ & 0.27 & +0.04 & +0.09 & 0.30 & 0.15 & 1.1 \\
$\geq 2e/\mu +$ & $\geq 1\tau_{\text{had}}$, on-Z & & & & & \\
$\geq 200$ & 3.7 & +1.0 & +2.1 & 3.14 & 0.50 & 0.0 \\
$\geq 500$ & 0.24 & +0.06 & +0.08 & 0.29 & 0.30 & 0.5 \\
$\geq 800$ & 0.15 & +0.01 & +0.07 & 0.16 & 0.50 & 0.0 \\
\hline
\end{tabular}
\caption{Expected and observed limits, and corresponding $p$-values and significances (in standard deviations), for signal regions based on cuts on $H_T^{\text{leptons}}$.}

Expected limits with confidence intervals of one and two standard deviations, observed limits, and one-sided $p$-values with corresponding significance in units of $\sigma$ are provided in tables 18–25.}
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 50</td>
<td>0.25</td>
<td>+0.04</td>
<td>-0.04</td>
<td>0.09</td>
<td>-0.07</td>
<td>0.29</td>
</tr>
<tr>
<td>≥ 100</td>
<td>0.13</td>
<td>+0.02</td>
<td>-0.00</td>
<td>0.09</td>
<td>0.00</td>
<td>0.15</td>
</tr>
<tr>
<td>≥ 150</td>
<td>0.14</td>
<td>+0.01</td>
<td>-0.01</td>
<td>0.07</td>
<td>-0.03</td>
<td>0.14</td>
</tr>
<tr>
<td>≥ 3σ/$\mu$, no-OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 2σ/$\mu+ \geq 1\tau_{\text{had}}$, no-OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 2σ/$\mu$, OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 3σ/$\mu$, on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 2σ/$\mu+ \geq 1\tau_{\text{had}}$, OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 3σ/$\mu$, on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 19. Expected and observed limits, and corresponding $p$-values and significances (in standard deviations), for signal regions based on cuts on $p_T^{\ell,\text{min}}$. 
<table>
<thead>
<tr>
<th>$b$ tags</th>
<th>Expected</th>
<th>$\pm 1\sigma$</th>
<th>$\pm 2\sigma$</th>
<th>Observed</th>
<th>$p_0$</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[fb]</td>
<td>[fb]</td>
<td>[fb]</td>
<td>[fb]</td>
<td></td>
<td>[\sigma]</td>
</tr>
<tr>
<td>$\geq 3e/\mu$, no-OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>0.59</td>
<td>$^{+0.23}_{-0.17}$</td>
<td>$^{+0.41}_{-0.28}$</td>
<td>0.64</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>0.30</td>
<td>$^{+0.09}_{-0.10}$</td>
<td>$^{+0.21}_{-0.15}$</td>
<td>0.32</td>
<td>0.40</td>
<td>0.3</td>
</tr>
<tr>
<td>$\geq 2e/\mu+$ $\geq 1\tau_{\text{had}}$, no-OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>2.4</td>
<td>$^{+0.7}_{-0.6}$</td>
<td>$^{+1.6}_{-1.0}$</td>
<td>2.44</td>
<td>0.45</td>
<td>0.1</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>0.96</td>
<td>$^{+0.35}_{-0.25}$</td>
<td>$^{+0.72}_{-0.43}$</td>
<td>1.07</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>$\geq 3e/\mu$, OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>0.92</td>
<td>$^{+0.35}_{-0.25}$</td>
<td>$^{+0.79}_{-0.41}$</td>
<td>0.86</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>0.45</td>
<td>$^{+0.18}_{-0.10}$</td>
<td>$^{+0.28}_{-0.16}$</td>
<td>0.47</td>
<td>0.45</td>
<td>0.1</td>
</tr>
<tr>
<td>$\geq 2e/\mu+$ $\geq 1\tau_{\text{had}}$, OSSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>1.8</td>
<td>$^{+0.6}_{-0.4}$</td>
<td>$^{+1.2}_{-0.7}$</td>
<td>1.57</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>0.55</td>
<td>$^{+0.22}_{-0.16}$</td>
<td>$^{+0.39}_{-0.26}$</td>
<td>0.43</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 3e/\mu$, on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>3.9</td>
<td>$^{+1.3}_{-1.0}$</td>
<td>$^{+2.7}_{-1.7}$</td>
<td>3.91</td>
<td>0.49</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>0.89</td>
<td>$^{+0.33}_{-0.24}$</td>
<td>$^{+0.73}_{-0.39}$</td>
<td>0.70</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 2e/\mu+$ $\geq 1\tau_{\text{had}}$, on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>9.4</td>
<td>$^{+2.5}_{-2.1}$</td>
<td>$^{+5.1}_{-3.7}$</td>
<td>9.38</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>0.79</td>
<td>$^{+0.30}_{-0.21}$</td>
<td>$^{+0.68}_{-0.35}$</td>
<td>0.66</td>
<td>0.50</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Table 20.** Expected and observed limits, and corresponding $p$-values and significances (in standard deviations), for signal regions based on cuts on the number of $b$-tagged jets.
<table>
<thead>
<tr>
<th>$m_{\text{eff}}$</th>
<th>Expected</th>
<th>±1$\sigma$</th>
<th>±2$\sigma$</th>
<th>Observed</th>
<th>$p_0$</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GeV]</td>
<td>[fb]</td>
<td>[fb]</td>
<td>[fb]</td>
<td>[fb]</td>
<td></td>
<td>[σ]</td>
</tr>
<tr>
<td>$\geq 3e/\mu$, no-OS SF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 600$</td>
<td>0.27</td>
<td>+0.04</td>
<td>+0.09</td>
<td>0.25</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1000$</td>
<td>0.18</td>
<td>+0.06</td>
<td>+0.12</td>
<td>0.19</td>
<td>0.37</td>
<td>0.3</td>
</tr>
<tr>
<td>$\geq 1500$</td>
<td>0.15</td>
<td>+0.01</td>
<td>+0.07</td>
<td>0.15</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$2e/\mu+ \geq 1\tau_{\text{had}}$, no-OS SF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 600$</td>
<td>0.68</td>
<td>+0.20</td>
<td>+0.41</td>
<td>0.77</td>
<td>0.34</td>
<td>0.4</td>
</tr>
<tr>
<td>$\geq 1000$</td>
<td>0.24</td>
<td>+0.05</td>
<td>+0.10</td>
<td>0.22</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1500$</td>
<td>0.18</td>
<td>+0.06</td>
<td>+0.11</td>
<td>0.20</td>
<td>0.26</td>
<td>0.6</td>
</tr>
<tr>
<td>$\geq 3e/\mu$, OS SF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 600$</td>
<td>0.65</td>
<td>+0.21</td>
<td>+0.41</td>
<td>0.49</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1000$</td>
<td>0.25</td>
<td>+0.11</td>
<td>+0.25</td>
<td>0.16</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1500$</td>
<td>0.15</td>
<td>+0.05</td>
<td>+0.12</td>
<td>0.14</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$2e/\mu+ \geq 1\tau_{\text{had}}$, OS SF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 600$</td>
<td>0.66</td>
<td>+0.21</td>
<td>+0.40</td>
<td>0.69</td>
<td>0.44</td>
<td>0.1</td>
</tr>
<tr>
<td>$\geq 1000$</td>
<td>0.23</td>
<td>+0.06</td>
<td>+0.11</td>
<td>0.22</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1500$</td>
<td>0.15</td>
<td>+0.00</td>
<td>+0.05</td>
<td>0.15</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 3e/\mu$, on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 600$</td>
<td>3.2</td>
<td>+1.0</td>
<td>+2.1</td>
<td>2.93</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1000$</td>
<td>0.90</td>
<td>+0.20</td>
<td>+0.75</td>
<td>0.91</td>
<td>0.48</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1500$</td>
<td>0.26</td>
<td>+0.04</td>
<td>+0.09</td>
<td>0.22</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$2e/\mu+ \geq 1\tau_{\text{had}}$, on-Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq 600$</td>
<td>1.7</td>
<td>+0.6</td>
<td>+1.2</td>
<td>1.49</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>$\geq 1000$</td>
<td>0.38</td>
<td>+0.14</td>
<td>+0.32</td>
<td>0.64</td>
<td>0.05</td>
<td>1.7</td>
</tr>
<tr>
<td>$\geq 1500$</td>
<td>0.18</td>
<td>+0.06</td>
<td>+0.12</td>
<td>0.20</td>
<td>0.29</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 21. Expected and observed limits, and corresponding $p$-values and significances (in standard deviations), for signal regions based on cuts on $m_{\text{eff}}$. 
<table>
<thead>
<tr>
<th>( m_{\text{eff}} ) [GeV]</th>
<th>Expected [fb]</th>
<th>±1( \sigma )</th>
<th>±2( \sigma )</th>
<th>Observed [fb]</th>
<th>( p_0 )</th>
<th>Significance</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \geq 3\epsilon/\mu, ) no-OSSF</td>
<td>( \geq 0 ) 0.37</td>
<td>±0.14</td>
<td>±0.34</td>
<td>0.41</td>
<td>0.34</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>( \geq 600 ) 0.22</td>
<td>±0.07</td>
<td>±0.13</td>
<td>±0.04</td>
<td>±0.06</td>
<td>0.24</td>
<td>0.44</td>
<td>0.2</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.15</td>
<td>±0.02</td>
<td>±0.07</td>
<td>±0.01</td>
<td>±0.02</td>
<td>0.15</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( 2\epsilon/\mu+ \geq 1 \tau_{\text{had}}, ) no-OSSF</td>
<td>( \geq 0 ) 0.87</td>
<td>±0.43</td>
<td>±0.74</td>
<td>±0.23</td>
<td>±0.39</td>
<td>0.77</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 600 ) 0.43</td>
<td>±0.17</td>
<td>±0.31</td>
<td>±0.12</td>
<td>±0.17</td>
<td>0.42</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.21</td>
<td>±0.07</td>
<td>±0.12</td>
<td>±0.02</td>
<td>±0.02</td>
<td>0.27</td>
<td>0.17</td>
<td>1.0</td>
</tr>
<tr>
<td>( \geq 3\epsilon/\mu, ) OSSF</td>
<td>( \geq 0 ) 0.57</td>
<td>±0.23</td>
<td>±0.41</td>
<td>±0.17</td>
<td>±0.27</td>
<td>0.48</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 600 ) 0.39</td>
<td>±0.16</td>
<td>±0.34</td>
<td>±0.10</td>
<td>±0.15</td>
<td>0.35</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.18</td>
<td>±0.06</td>
<td>±0.12</td>
<td>±0.02</td>
<td>±0.03</td>
<td>0.19</td>
<td>0.40</td>
<td>0.2</td>
</tr>
<tr>
<td>( 2\epsilon/\mu+ \geq 1 \tau_{\text{had}}, ) OSSF</td>
<td>( \geq 0 ) 0.60</td>
<td>±0.22</td>
<td>±0.40</td>
<td>±0.17</td>
<td>±0.28</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td>( \geq 600 ) 0.34</td>
<td>±0.12</td>
<td>±0.30</td>
<td>±0.09</td>
<td>±0.12</td>
<td>0.32</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.25</td>
<td>±0.05</td>
<td>±0.10</td>
<td>±0.04</td>
<td>±0.04</td>
<td>0.28</td>
<td>0.16</td>
<td>1.0</td>
</tr>
<tr>
<td>( \geq 3\epsilon/\mu, ) on-Z</td>
<td>( \geq 0 ) 2.0</td>
<td>±0.7</td>
<td>±1.6</td>
<td>±0.5</td>
<td>±0.9</td>
<td>1.21</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 600 ) 1.1</td>
<td>±0.4</td>
<td>±0.9</td>
<td>±0.3</td>
<td>±0.5</td>
<td>0.84</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.29</td>
<td>±0.01</td>
<td>±0.07</td>
<td>±0.06</td>
<td>±0.11</td>
<td>0.27</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( 2\epsilon/\mu+ \geq 1 \tau_{\text{had}}, ) on-Z</td>
<td>( \geq 0 ) 0.69</td>
<td>±0.21</td>
<td>±0.43</td>
<td>±0.20</td>
<td>±0.32</td>
<td>0.60</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 600 ) 0.39</td>
<td>±0.17</td>
<td>±0.33</td>
<td>±0.11</td>
<td>±0.16</td>
<td>0.42</td>
<td>0.42</td>
<td>0.2</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.16</td>
<td>±0.06</td>
<td>±0.13</td>
<td>±0.02</td>
<td>±0.03</td>
<td>0.14</td>
<td>0.50</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 22. Expected and observed limits, and corresponding \( p \)-values and significances (in standard deviations), for signal regions based on cuts on \( m_{\text{eff}} \). All signal regions above have an additional requirement of \( E_T^{\text{miss}} \geq 100 \) GeV.

<table>
<thead>
<tr>
<th>( m_{\text{eff}} ) [GeV]</th>
<th>Expected [fb]</th>
<th>±1( \sigma )</th>
<th>±2( \sigma )</th>
<th>Observed [fb]</th>
<th>( p_0 )</th>
<th>Significance</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \geq 3\epsilon/\mu, ) on-Z</td>
<td>( \geq 0 ) 2.5</td>
<td>±0.9</td>
<td>±1.9</td>
<td>±0.7</td>
<td>±1.1</td>
<td>1.83</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 600 ) 0.84</td>
<td>±0.18</td>
<td>±0.57</td>
<td>±0.20</td>
<td>±0.36</td>
<td>0.86</td>
<td>0.46</td>
<td>0.1</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.26</td>
<td>±0.04</td>
<td>±0.09</td>
<td>±0.06</td>
<td>±0.07</td>
<td>0.22</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>( 2\epsilon/\mu+ \geq 1 \tau_{\text{had}}, ) on-Z</td>
<td>( \geq 0 ) 1.45</td>
<td>±0.45</td>
<td>±0.99</td>
<td>±0.35</td>
<td>±0.59</td>
<td>1.31</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 600 ) 0.39</td>
<td>±0.14</td>
<td>±0.33</td>
<td>±0.09</td>
<td>±0.15</td>
<td>0.48</td>
<td>0.25</td>
<td>0.7</td>
</tr>
<tr>
<td>( \geq 1200 ) 0.15</td>
<td>±0.01</td>
<td>±0.08</td>
<td>±0.00</td>
<td>±0.02</td>
<td>0.15</td>
<td>0.50</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 23. Expected and observed limits, and corresponding \( p \)-values and significances (in standard deviations), for signal regions based on cuts on \( m_{\text{eff}} \). All signal regions above have an additional requirement of \( m_T^W \geq 100 \) GeV.
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
$E_{\text{T}}^{\text{miss}}$ & Expected & $\pm 1\sigma$ & $\pm 2\sigma$ & Observed & $p_0$ & Significance \\
\hline
\hline
$\geq 3e/\mu$, no-OSSF & & & & & & \\
\hline
$\geq 0$ & 0.50 & +0.22 & +0.42 & 0.77 & 0.09 & 1.3 \\
$100$ & 0.28 & +0.01 & +0.05 & 0.29 & 0.08 & 1.4 \\
$200$ & 0.15 & +0.04 & +0.10 & 0.15 & 0.50 & 0.0 \\
$300$ & 0.15 & +0.02 & +0.09 & 0.14 & 0.50 & 0.0 \\
\hline
$2e/\mu + \geq 1\tau_{\text{had}}$, no-OSSF & & & & & & \\
\hline
$\geq 0$ & 2.0 & +0.9 & +1.4 & 2.00 & 0.40 & 0.3 \\
$100$ & 0.73 & +0.19 & +0.43 & 0.81 & 0.36 & 0.4 \\
$200$ & 0.22 & +0.07 & +0.12 & 0.23 & 0.48 & 0.0 \\
$300$ & 0.15 & +0.00 & +0.08 & 0.14 & 0.50 & 0.0 \\
\hline
$\geq 3e/\mu$, OSSF & & & & & & \\
\hline
$\geq 0$ & 1.2 & +0.4 & +1.0 & 1.11 & 0.50 & 0.0 \\
$100$ & 0.42 & +0.16 & +0.30 & 0.35 & 0.50 & 0.0 \\
$200$ & 0.21 & +0.08 & +0.13 & 0.24 & 0.37 & 0.3 \\
$300$ & 0.16 & +0.04 & +0.12 & 0.15 & 0.50 & 0.0 \\
\hline
$2e/\mu + \geq 1\tau_{\text{had}}$, OSSF & & & & & & \\
\hline
$\geq 0$ & 2.2 & +0.7 & +1.4 & 1.88 & 0.50 & 0.0 \\
$100$ & 0.46 & +0.16 & +0.28 & 0.41 & 0.50 & 0.0 \\
$200$ & 0.19 & +0.05 & +0.11 & 0.19 & 0.37 & 0.3 \\
$300$ & 0.14 & +0.01 & +0.06 & 0.13 & 0.50 & 0.0 \\
\hline
$\geq 3e/\mu$, on-Z & & & & & & \\
\hline
$\geq 0$ & 7.2 & +2.2 & +4.7 & 6.38 & 0.50 & 0.0 \\
$100$ & 1.3 & +0.5 & +1.1 & 0.96 & 0.50 & 0.0 \\
$200$ & 0.51 & +0.22 & +0.40 & 0.55 & 0.41 & 0.2 \\
$300$ & 0.23 & +0.07 & +0.12 & 0.18 & 0.50 & 0.0 \\
\hline
$2e/\mu + \geq 1\tau_{\text{had}}$, on-Z & & & & & & \\
\hline
$\geq 0$ & 12.4 & +3.3 & +6.6 & 10.66 & 0.50 & 0.0 \\
$100$ & 0.53 & +0.23 & +0.41 & 0.64 & 0.30 & 0.5 \\
$200$ & 0.24 & +0.05 & +0.10 & 0.29 & 0.25 & 0.7 \\
$300$ & 0.22 & +0.08 & +0.12 & 0.23 & 0.48 & 0.0 \\
\hline
\end{tabular}
\caption{Expected and observed limits, and corresponding $p$-values and significances (in standard deviations), for signal regions based on cuts on $E_{\text{T}}^{\text{miss}}$. All signal regions above have an additional requirement of $H_{\text{T}}^{\text{jets}} \geq 150$ GeV.}
\end{table}
Table 25. Expected and observed limits, and corresponding p-values and significances (in standard deviations), for signal regions based on cuts on $E_T^{\text{miss}}$. All signal regions above have an additional requirement of $H_T^\text{jets} < 150$ GeV.
Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References


[2] ATLAS collaboration, Measurement of ZZ production in pp collisions at \( \sqrt{s} = 7 \) TeV and limits on anomalous ZZZ and ZZ\( \gamma \) couplings with the ATLAS detector, JHEP 03 (2013) 128 [arXiv:1211.6096] [INSPIRE].


[29] ATLAS collaboration, Search for supersymmetry at $\sqrt{s} = 8$ TeV in final states with jets and two same-sign leptons or three leptons with the ATLAS detector, *JHEP* 06 (2014) 035 [arXiv:1404.2500] [INSPIRE].


[34] ATLAS collaboration, The ATLAS Experiment at the CERN Large Hadron Collider, 2008 *JINST* 3 S08003 [INSPIRE].


[51] ATLAS collaboration, Photon Conversions at $\sqrt{s} = 900$ GeV measured with the ATLAS Detector, ATLAS-CONF-2010-007 (2010).


[56] J.M. Campbell and R.K. Ellis, $t\bar{t}W^{+\pm}$ production and decay at NLO, JHEP 07 (2012) 052 [arXiv:1204.5678] [inSPIRE].


[71] ATLAS Collaboration, Search for anomalous production of prompt same-sign lepton pairs and doubly charged Higgs bosons with $\sqrt{s} = 8$ TeV pp collisions using the ATLAS detector, to be submitted to JHEP (2014).


The ATLAS collaboration

G. Aad, B. Abbott, J. Abdallah, S. Abdelkhalek, O. Abidin, R. Aben
B. Abi, M. Abolins, O.S. AboutZeid, H. Abramowicz, H. Abreu, R. Abreu
S. Adomeit, T. Aady, T. Agatonovic-Jovin, J.A. Aguilar-Saavedra
G. Akimoto, A.V. Akimov, G.L. Alberghi, J. Alberth
S. Alibrand, M.J. Alconada Verzini, M. Alekseev, C. Alexea
J. Alison, B.M.M. Allbrooke, L.J. Allison, P.P. Allport, A. Aloisio, A. Alonso
F. Alonso, C. Alpigiani, A. Altithermer, B. Alvarez Gonzalez, M.G. Alviggi
K. Amako, Y. Amaral Coutinho, C. Amelung, S. Amidei, S. Amoros, N. Amram
A. Andreazza, V. Andrei, X.S. Anduga, S. Angelidis, I. Angelozzi, P. Anger
A. Angerami, F. Anghinolfi, A.V. Anisenkov, N. Anjos, A. Annow, M. Antonelli
A. Antonov, J. Antos, F. Anulli, M. Aoki, L. Aperio Bella, G. Arabidze, Y. Ari
A. Artamonov, G. Artoni, S. Asai, N. Asahb, A. Ashkenazi, B. Assman
L. Asquith, K. Assamagan, R. Astalos, M. Atkinson, N.B. Atlay, B. Auerbach
K. Augsten, M. Aubroussou, G. Avolio, B. Axen, G. Azuelos, Y. Azuma
M.A. Baak, A.E. Baas, C. Bacci, H. Bachacou, K. Bachas, M. Backes
M. Backhaus, E. Badescu, P. Bagagchi, P. Bagnaia, Y. Bai, T. Bain
J.T. Baines, O.K. Baker, P. Balek, F. Balli, E. Banas, S. Banerjee
A.A.E. Bannoura, D. Bares, S. Barbiere, S.P. Baranov, E.L. Barberio
D. Barberis, M. Barbero, T. Barillari, M. Barisonzi, F. Barlow, N. Barlow
S.L. Barnes, B.M. Barnett, R.M. Barnett, Z. Barnovska, A. Barocelli, G. Barone
J.A. Barr, F. Barreiro, J. Barreiro Guimarães da Costa, R. Bartoldus, A.E. Barton
P. Bartos, V. Bartsch, A. Bassalat, A. Basile, R.L. Bates, S.J. Batista
J.R. Batley, M. Battaglia, M. Battistin, F. Bauer, H.S. Bawa, J.B. Beacham
M.D. Beattie, T. Beau, P.H. Beauchemin, R. Becchere, D.U. Becherle, P. Bechtle
H.P. Beck, K. Becker, S. Becker, M. Beckingham, C. Becot, A.J. Beddall
A. Beddall, S. Bedikian, V.A. Bednyakov, C.P. Benjamin, L.J. Beeemster
T.A. Beeram, M. Begel, K. Behr, C. Belanger-Champagne, F.J. Bell, W.H. Bell
G. Bella, L. Bellagamba, A. Bellerville, M. Bellomio, K. Belotskiy, O. Beltrame
O. Benary, D. Benckheur, K. Bendtz, J-A. Benitez Garcia, D.P. Benjamin, J.R. Bensinger
S. Bentvelsen, D. Berg, E. Bergeaas Knutmann, N. Berger, F. Berghaus
J. Beringer, C. Bernard, N.R. Bernard, C. Bernius, F.U. Bernlochner, T. Berry
P. Berta, C. Bertella, G. Bertone, F. Bertolucci, C. Bertolucci, B. Bertoni
D. Bertsche, M.I. Besana, G.J. Besjes, O. Bessidskaia Bylund, J-A. Besson
N. Besson, C. Betancourt, S. Betheke, A.J. Bevan, W. Blumjii, R.M. Bianchi
L. Bianchini, M. Bianco, O. Biebel, S.P. Bieniek, K. Bierwagen
J. Bilbao De Mendizabal, H. Bilokon, M. Bindi, S. Binet, B. Bingui, C. Bini
C.W. Black, J.E. Black, K.M. Black, D. Blackburn, R.E. Blair, J.-B. Blanchard
T. Blazek, I. Bloch, C. Blocker, W. Blum, U. Blumenschein, G.J. Bobbink
V.S. Bobrovnikov, S.S. Bocchetta, A. Bocci, C. Bock, C.R. Boddy, M. Boehm
T.T. Boek, J.A. Boegaerts, A.G. Bogdanichkov, A. Bogouch, C. Bohn
V. Boisvert, T. Bold, B. Bolden, A.S. Boldyrev, M. Bomben, M. Bonas
M. Boonekamp, A. Borisov, G. Borissov, S. Borroni, J. Bortfeldt, V. Bortolotto
K. Bos, T. Boscherini, M. Bosman, H. Boterenbrood, J. Boudreau, J. Bouffard
Department for Physics and Technology, University of Bergen, Bergen, Norway

Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA, U.S.A.

Department of Physics, Humboldt University, Berlin, Germany

Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern, Switzerland

School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom

(a) Department of Physics, Bogazici University, Istanbul; (b) Department of Physics, Dogus University, Istanbul; (c) Department of Physics Engineering, Gaziantep University, Gaziantep, Turkey

(a) INFN Sezione di Bologna; (b) Dipartimento di Fisica e Astronomia, Università di Bologna, Bologna, Italy

Physics Department, Brandeis University, Waltham MA, U.S.A.

Department of Physics, University of Buenos Aires, Buenos Aires, Argentina

Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom

Department of Physics, Carleton University, Ottawa ON, Canada

CERN, Geneva, Switzerland

Enrico Fermi Institute, University of Chicago, Chicago IL, U.S.A.

(a) Departamento de Física, Pontificia Universidad Católica de Chile, Santiago; (b) Departamento de Física, Universidad Técnica Federico Santa María, Valparaíso, Chile

(a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b) Department of Modern Physics, University of Science and Technology of China, Anhui; (c) Department of Physics, Nanjing University, Jiangsu; (d) School of Physics, Shandong University, Shandong; (e) Physics Department, Shanghai Jiao Tong University, Shanghai; (f) Physics Department, Tsinghua University, Beijing 100084, China

Laboratoire de Physique Corpusculaire, Clermont Université and Université Blaise Pascal and CNRS/IN2P3, Clermont-Ferrand, France

Nevis Laboratory, Columbia University, Irvington NY, U.S.A.

Niels Bohr Institute, University of Copenhagen, Kobenhavn, Denmark

(a) INFN Gruppo Collegato di Cosenza, Laboratori Nazionali di Frascati; (b) Dipartimento di Fisica, Università della Calabria, Rende, Italy

(a) AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, Krakow; (b) Marian Smoluchowski Institute of Physics, Jagiellonian University, Krakow, Poland

The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Krakow, Poland

Physics Department, Southern Methodist University, Dallas TX, U.S.A.

Physics Department, University of Texas at Dallas, Richardson TX, U.S.A.

DESY, Hamburg and Zeuthen, Germany

Institut für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund, Germany

Institut für Kern- und Teilchenphysik, Technische Universität Dresden, Dresden, Germany

Department of Physics, Duke University, Durham NC, U.S.A.
Department of Physics, University of Illinois, Urbana IL, U.S.A.
Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden
Instituto de Física Corpuscular (IFIC) and Departamento de Física Atómica, Molecular y Nuclear and Departamento de Ingeniería Electrónica and Instituto de Microelectrónica de Barcelona (IMB-CNM), University of Valencia and CSIC, Valencia, Spain
Department of Physics, University of British Columbia, Vancouver BC, Canada
Department of Physics and Astronomy, University of Victoria, Victoria BC, Canada
Department of Physics, University of Warwick, Coventry, United Kingdom
Waseda University, Tokyo, Japan
Department of Particle Physics, The Weizmann Institute of Science, Rehovot, Israel
Department of Physics, University of Wisconsin, Madison WI, U.S.A.
Fakultät für Physik und Astronomie, Julius-Maximilians-Universität, Würzburg, Germany
Fachbereich C Physik, Bergische Universität Wuppertal, Wuppertal, Germany
Department of Physics, Yale University, New Haven CT, U.S.A.
Yerevan Physics Institute, Yerevan, Armenia
Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne, France

\textsuperscript{a} Also at Department of Physics, King’s College London, London, United Kingdom
\textsuperscript{b} Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
\textsuperscript{c} Also at Novosibirsk State University, Novosibirsk, Russia
\textsuperscript{d} Also at TRIUMF, Vancouver BC, Canada
\textsuperscript{e} Also at Department of Physics, California State University, Fresno CA, U.S.A.
\textsuperscript{f} Also at Department of Physics, University of Fribourg, Fribourg, Switzerland
\textsuperscript{g} Also at Tomsk State University, Tomsk, Russia
\textsuperscript{h} Also at CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France
\textsuperscript{i} Also at Università di Napoli Parthenope, Napoli, Italy
\textsuperscript{j} Also at Institute of Particle Physics (IPP), Canada
\textsuperscript{k} Also at Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
\textsuperscript{l} Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg, Russia
\textsuperscript{m} Also at Louisiana Tech University, Ruston LA, U.S.A.
\textsuperscript{n} Also at Institutio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain
\textsuperscript{o} Also at Department of Physics, The University of Texas at Austin, Austin TX, U.S.A.
\textsuperscript{p} Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia
\textsuperscript{q} Also at CERN, Geneva, Switzerland
\textsuperscript{r} Also at Ochadai Academic Production, Ochanomizu University, Tokyo, Japan
\textsuperscript{s} Also at Manhattan College, New York NY, U.S.A.
\textsuperscript{t} Also at Institute of Physics, Academia Sinica, Taipei, Taiwan
\textsuperscript{u} Also at LAL, Université Paris-Sud and CNRS/IN2P3, Orsay, France
\textsuperscript{v} Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan
\textsuperscript{w} Also at Laboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and CNRS/IN2P3, Paris, France
\textsuperscript{x} Also at School of Physical Sciences, National Institute of Science Education and Research, Bhubaneswar, India
\textsuperscript{y} Also at Dipartimento di Fisica, Sapienza Università di Roma, Roma, Italy
\textsuperscript{z} Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia
\textsuperscript{aa} Also at Section de Physique, Université de Genève, Geneva, Switzerland
\textsuperscript{ab} Also at International School for Advanced Studies (SISSA), Trieste, Italy
\textsuperscript{ac} Also at Department of Physics and Astronomy, University of South Carolina, Columbia SC, U.S.A.
\textsuperscript{ad} Also at School of Physics and Engineering, Sun Yat-sen University, Guangzhou, China
\textsuperscript{ae} Also at Faculty of Physics, M.V.Lomonosov Moscow State University, Moscow, Russia
af Also at National Research Nuclear University MEPhI, Moscow, Russia
ag Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary
ah Also at Department of Physics, Oxford University, Oxford, United Kingdom
ai Also at Institut für Experimentalphysik, Universität Hamburg, Hamburg, Germany
aj Also at Department of Physics, The University of Michigan, Ann Arbor MI, U.S.A.
ak Also at Discipline of Physics, University of KwaZulu-Natal, Durban, South Africa
al Also at University of Malaya, Department of Physics, Kuala Lumpur, Malaysia
* Deceased