This article contains a brief introduction to coalgebra and an overview of a recent proof of correctness for Brzozowski’s algorithm which uses coalgebraic techniques. In the discussion section we briefly discuss the most active research lines in the coalgebra community and take a personal outlook at what future might bring for the field.

1. INTRODUCTION

Coalgebra was established in the last decades [Barwise and Moss 1996; Jacobs et al. 1997; Rutten 2000] as a mathematical framework to study dynamical systems from a modular perspective. In a nutshell, the idea behind the coalgebraic framework is that many data structures and automata-like models can be described in a uniform way as instances of a certain abstract mathematical concept. To illustrate in more detail what this means, consider possibly infinite lists over elements of a given set and deterministic finite automata (DFA).

The type of potentially infinite lists is built-in in many functional languages. For instance, in OCaml it is represented by 'a list and can be instantiated for two cases, namely [] for the empty list and hd :: tl for the list with head hd of type 'a and tail tl of the same type 'a list. Concrete infinite lists can then be defined using the let rec construct:

let rec ones = 1 :: ones
let rec alt = 1 :: 2 :: alt

The first example defines the infinite list of ones 1, 1, 1, 1, ... and the second the alternating sequence 1, 2, 1, 2, ... .

A DFA (over an alphabet \( A \)) consists of a set of states \( S \), together with a distinguished initial state and a subset of final states, and a transition function assigning to each state \( s \in S \) and letter \( a \in A \) a next state \( t \in S \).

At first DFA and infinite lists appear to bear little resemblance to one another: for instance, automata have a set of states and in the definition of infinite lists states were never mentioned. But given a list \( \sigma \) what can we observe? We can observe whether \( \sigma \) is empty or not. If it is not empty, we can observe the head element and we are given the rest of the list. So, in fact we can think as the list and all its suffixes as possible states. At each state we can observe an element (or emptiness) and move to the next state (or stop). In a nutshell:

<table>
<thead>
<tr>
<th>states</th>
<th>observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>list</td>
<td>empty: ( X \rightarrow 1 ) or hd: ( X \rightarrow A )</td>
</tr>
<tr>
<td>DFA</td>
<td>isfinal: ( S \rightarrow 2 )</td>
</tr>
</tbody>
</table>

Putting the two structures side by side exposes the similarity: both DFA and lists are of the form \( (Q, Q \rightarrow \mathcal{T}(Q)) \) where \( \mathcal{T} \) is the type of the dynamics present in the system (both in terms of observations and transitions; in the case of DFA we omit the initial state). In the case of lists \( \mathcal{T}(Q) = 1 + A \times X \) whereas in the case of DFA we
have $\mathcal{T}(Q) = 2 \times X^A$, where $+$ denotes disjoint union of sets and $\times$ cartesian product. Objects of the form $(Q, Q \to \mathcal{T}(Q))$ are precisely $\mathcal{T}$-coalgebras. Formally, $Q$ is an object in a category $\mathcal{C}$ and $\mathcal{T}$ is a an endofunctor in the same category. For the purpose of this note we will mostly think of $Q$ as being a set (an element of the category of sets and functions) and $\mathcal{T}$ a polynomial set functor (built from standard set operations, such as cartesian product, disjoint union, etc).

The strength of the coalgebraic framework lies in the fact that the type $\mathcal{T}$ is rich enough to provide a series of canonical notions, including equivalence (coalgebraic bisimulation) and representatives of behaviour (the so-called final coalgebra). For instance, the final coalgebra of $\mathcal{T}(Q) = 2 \times X^A$ is the set of languages $P(A^*)$ over the alphabet $A$, which coincides with the usual semantics defined for automata. Coalgebraic bisimulation also coincides with the standard notion of language equivalence.

The observation that canonical notions of behaviour and equivalence can be derived parametric on the type $\mathcal{T}$ formed the start of the coalgebraic method. More recent research has shown that the type $\mathcal{T}$ is also rich enough to derive specification languages, modal logics, axiomatizations, and algorithms [Cirstea et al. 2011; Silva 2010].

Having a modular perspective on different models has numerous advantages. First, it provides important bridges between models and even research areas. A recent example of this is the development of NetKAT, a specification and programming language for software-defined networks [Foster et al. 2015; Anderson et al. 2014]. The coalgebraic perspective opened the door to connect work on automata theory and network languages, which guided the definition of the language and corresponding semantics. More interestingly, it also yielded a very efficient procedure for deciding equivalence of NetKAT policies. A second advantage is that many notions, techniques, and algorithms can also be developed at a higher level and then instantiated to the concrete example models. One technique of particular importance is coinduction: the proof principle associated with coalgebraic bisimulation. Coinduction is dual to the well-known principle of induction and it provides a powerful reasoning technique to study equivalence of possibly infinite behaviours. Recent years have witnessed a wide range of articles in exploring enhancements of the coinduction proof method [Pous 2008; Rot et al. 2013; Rot et al. 2014; Bonchi and Pous 2015] increasing even further its applicability. A particular beautiful example of the advantages of the coalgebraic perspective is the recent work of Bonchi&Pous [Bonchi and Pous 2015], featured on the January 2015 cover of CACM, studying an enhanced coinduction method to decide language equivalence for non-deterministic finite automata (NFA). The proposed algorithm improved the classical result of Hopcroft&Karp from the 70’s. Their work vividly demonstrates that even classical, well-studied problems like NFA equivalence, can still offer surprising research opportunities, and new ideas that may lead to elegant algorithmic improvements of practical importance.

The algorithmic aspects of coalgebra and coinduction have been a quite active recent interest in the community. Understanding existing algorithms and how this abstract perspective can enable development of analogous algorithms for other models has been explored for several algorithms. One such example is Brzozowski’s minimization algorithm. In this short note we will explain Brzozowski’s algorithm from a coalgebraic perspective and explain how this opens the door to further generalisations without having to re-prove correctness. We will conclude with a discussion on what have been the main lines of research in the coalgebra community and what the future might hold for the field.
2. BRZOZOWSKI’S ALGORITHM, BY EXAMPLE

Brzozowski’s minimisation algorithm is one of the simplest minimisation algorithms to explain, though the reason on why it works looks at first sight like magic. Given a (reachable) DFA with state space \( X \) the algorithm has four steps.

\[ \text{Brzozowski (X)} \]
(1) reverse and determinize;
(2) take the reachable part;
(3) reverse and determinize;
(4) take the reachable part.

The claim is that the automaton obtained after this procedure is the minimal automaton accepting the same language as the automaton one started with. Let us illustrate the algorithm with an example. Consider the following automaton over the two-letter alphabet \( A = \{a, b\} \):

\[
\begin{array}{c}
\text{States: } \{x, y, z\} \\
\text{Initial State: } x \\
\text{Final States: } y, z \\
\text{Transitions: } \\
x \xrightarrow{a} z \xleftarrow{b} x \xrightarrow{a} y \xleftarrow{b} y \\
y \xrightarrow{a} x \\
z \xrightarrow{b} y
\end{array}
\]

where we denote the final states by double circles and we mark a distinguished initial state with an unlabelled incoming arrow. In the above automaton the state space is \( \{x, y, z\} \) where \( x \) is the initial state and \( y \) and \( z \) are final states. It is not too difficult to see that state \( x \) accepts all words that end with an \( a \): \( L(x) = \{a, b\}^* a \). The above automaton is reachable (all states can be reached from \( x \)) but it is not minimal because states \( y \) and \( z \) accept the same language, namely: \( L(y) = \varepsilon + \{a, b\}^* a = L(z) \).

Let us now execute the steps of Brzozowski’s algorithm. First, we reverse all transitions and swap initial and final states.

\[
\begin{array}{c}
\text{States: } \{x, y, z\} \\
\text{Initial State: } z \\
\text{Final States: } x, y \\
\text{Transitions: } \\
x \xrightarrow{b} x \xrightarrow{a} y \xleftarrow{b} y \\
y \xrightarrow{a} x \\
z \xrightarrow{a} x \xleftarrow{b} x
\end{array}
\]

The resulting automaton \( rev(X) \) is non-deterministic and hence we construct the corresponding deterministic automaton using the usual subset construction:
Here, we depict in gray the unreachable states (hence already applying step (2) of the algorithm). The subset construction builds an automaton where the new state space consists of sets of states from the original automaton. The initial state is the set of initial states – \{y, z\} – and a subset \(V\) is a final state in the new automaton if \(x \in V\) (since \(x\) was the only final state in the reversed automaton). Transitions are computed by collecting possible transitions of the non-deterministic automaton:

\[
V \xrightarrow{a} W \quad W = \{w \mid v \xrightarrow{a} w, v \in V\}
\]

All in all, after two steps of the algorithm we end up with the automaton

Now note that this new automaton accepts the reverse of the language accepted by \(X\), namely all words starting with an \(a\):

\[
L(\det(\text{rev}(X))) = a \{a, b\}^* = \text{reverse}(L(X))
\]

More surprisingly, it is minimal: no two states accept the same language.

Repeating the same two steps on the 3-state automaton above we obtain the following automaton

which is minimal and accepts \(\{a, b\}^* a\).
Brzozowski’s algorithm has attracted some attention in the last couple of years with several papers proposing alternative proofs of correctness and generalisations [Bonchi et al. 2012; Bezhanishvili et al. 2012; Kiefer and Wachter 2014; Bonchi et al. 2014]. This renewed attention was sparked by Prakash Panangaden, SIGLOG’s first chair, who during his sabbatical in Oxford gave a nice exposition about a probabilistic extension of the algorithm that he had been working on with his colleagues at McGill [Dincaulescu et al. 2011].

Why does the algorithm work? What is the crucial insight that opens the door to further generalisations? We will now briefly describe the ideas behind the proofs presented in [Bonchi et al. 2012; Bezhanishvili et al. 2012].

The main observation in [Bonchi et al. 2012] is that steps (1) and (3) can in fact be captured by using a single well-known categorical construction.

**Brzozowski** (X)

1. reverse and determinize;
2. take the reachable part;
3. reverse and determinize;
4. take the reachable part.

In particular, let \( t: X \rightarrow X^A \) be the transition function of a deterministic automaton. The transition function \( \hat{t} \) of the reversed and determinized automaton can be defined as

\[
\hat{t}: \mathcal{P}(X) \rightarrow \mathcal{P}(X)^A
\]

\[\hat{t}(U)(a) = a - \text{predecessors of } U = \bigcup_{u \in U} \{ x \in X \mid t(u)(a) = x \} \]

Another way to equivalently write this function is by using the characteristic representation of a set.

\[
\hat{t}: 2^X \rightarrow (2^X)^A
\]

\[\hat{t}(\varphi)(x) = \varphi(t(x)) \]

In fact, this definition can be obtained in 3 steps out of which the first and last are just (un)currying (and hence isomorphisms).

\[
\begin{array}{c|c|c|c}
X & X \times A & 2^{X \times A} & (2^X)^A \\
\hline
i & \downarrow & 2^{(-)} & \downarrow i \\
X^A & X & 2^X & 2^X
\end{array}
\]

The middle step, which we denote here by \( 2^{(-)} \) is the application of the **contravariant powerset functor** which is defined as follows, for a set \( X \) and a function \( f: X \rightarrow Y \).

\[
2^X = \{ \varphi \mid \varphi: X \rightarrow 2 \} \cong \{ U \mid U \subseteq X \} \\
2^f: 2^Y \rightarrow 2^X \\
2^f(\varphi) = \varphi \circ f
\]

The core property of \( 2^{(-)} \) that justifies the correctness of the algorithm is the fact that \( 2^{(-)} \) maps surjective functions to injective functions. In the algorithm this corresponds to mapping a reachable automaton to an observable automaton (where no two states accept the same language) which will accept the reverse language.

Describing reverse and determinize using the contravariant powerset functor is also the crucial observation for generalizations. The above definition of \( 2^{(-)} \) can for instance trivially be generalised to any output set \( B \):

\[
B^X = \{ \phi \mid \phi: X \rightarrow B \} \\
B^f: B^Y \rightarrow B^X \\
B^f(\varphi) = \varphi \circ f
\]
This means that one can now easily describe Brzozowski’s algorithm for Moore automata: $X \rightarrow B \times X^A$. And the important remark is that the proof of correctness does not need to be changed.

This example gives the indication that the type of the coalgebra under study – for DFA $2 \times (-)^A$ and for Moore automata $B \times (-)^A$ – is rich enough also to derive algorithms. Modular derivation of algorithms where both proofs of correctness and complexity analysis can be done from the type of the coalgebra would be a major advance for the field, as we discuss below.

This generalisation to Moore automata might seem mild but in fact it has shown to be extremely useful in various applications stemming from concurrency theory, program verification and software-defined networks. In particular, Moore automata (for an appropriate output set $B$) are the automata type needed to capture various equivalences of interest in concurrency theory (most of which is included in the van Glabbeek spectrum plus must/may semantics [Bonchi et al. 2012; Bonchi et al. 2013]). Moore automata are also the models corresponding to KAT [Kozen 1997], a program logic of interest for program verification and compiler optimisation, and NetKAT [Foster et al. 2015; Anderson et al. 2014] an extension of KAT to specify and reason about software-defined networks. Interestingly, the Moore automaton functor can also be defined in the category of vector spaces ($B$ has to be a field) and this then yields the so-called linear weighted automata [Schützenberger 1961; Boreale 2009] and a corresponding Brzozowski algorithm. Again, the proof of correctness does not need to be changed because the category of vector spaces has the necessary properties that were used from the category of Sets and functors in the proof presented in [Bonchi et al. 2012] (namely epi-mono factorizations).

A more abstract perspective on the correctness of Brzozowski’s algorithm was explored in [Bezhanishvili et al. 2012; Bonchi et al. 2014], where dual adjunctions of automata were used in order to recover the algorithm and also prove its correctness.

There is an adjunction between $\text{Set}$, the category of sets and functions, and $\text{Set}^{\text{op}}$ induced by the contravariant powerset functor $2(-): \text{Set} \rightarrow \text{Set}^{\text{op}}$:

$$\text{Set} \quad \perp \quad \text{Set}^{\text{op}}$$

This dual adjunction gives a one-to-one correspondence between morphisms $f: X \rightarrow 2^Y$ in $\text{Set}$ and morphisms $f: 2^X \rightarrow Y$ in $\text{Set}^{\text{op}}$ (that is, $f: Y \rightarrow 2^X$ in $\text{Set}$). This correspondence is given by the following equation

$$y \in f(x) \iff x \in \hat{f}(y)$$

\[1\] To be precise, in [Bezhanishvili et al. 2012] the authors only explored algebra-coalgebra duality, but we will here describe the related perspective of [Bonchi et al. 2014].
Brzozowski’s algorithm is obtained once one observes that the above dual adjunction actual lifts to a suitable category of automata

$$
\begin{array}{c}
\text{Aut}(L) \\
\downarrow \downarrow \downarrow \\
\text{Set}
\end{array}
\xrightarrow{2^-} 
\begin{array}{c}
\text{Aut}(\text{rev}(L))^\text{op} \\
\downarrow \\
\text{Set}^\text{op}
\end{array}
\xrightarrow{2^-}
\begin{array}{c}
\text{Aut}(\text{rev}(L)) \\
\downarrow \\
\text{Set}
\end{array}
\xrightarrow{2^-}
\begin{array}{c}
\text{Aut}(L) \\
\downarrow \\
\text{Set}
\end{array}
$$

Starting with an automaton $\mathcal{A}$ accepting a language $L$ (an object in $\text{Aut}(L)$) we obtain an automaton $\mathcal{A}^r = 2(\mathcal{A})$ accepting the reverse language $\text{rev}(L)$ (an object in $\text{Aut}(\text{rev}(L))$). If $\mathcal{A}$ is a reachable automaton then $2(\mathcal{A})$ will be an observable automaton (that is, no two states accept the same language). If we now take reachability and apply $2^- : \text{Set}^\text{op} \to \text{Set}$ to obtain an observable automaton accepting $\text{rev}(\text{rev}(L)) = L$.

Reachability and observability can be described in this setting as universal maps. In a category initial and final objects play an important role. An object $J$ is initial if there exists a unique map $J \to O$ into any other object $O$ in the category. Dually, an object $Z$ is final if there exists a unique map $O \to Z$ from any other object $O$ into $Z$. Initial and final objects are intimately connected to definitions of (co)algebraic datatypes in functional languages and also to the notions of induction and coinduction, respectively. We will not explore this here, but instead will use the universal properties of initial and final objects in the category of automata to define reachability and observability.

Let $J$ and $Z$ be, respectively, the initial and final objects in $\text{Aut}(L)$ (or $\text{Aut}(\text{rev}(L))$) and let $\mathcal{X}$ be an automaton. $\mathcal{X}$ is reachable if the unique morphism from the initial object $r: J \to \mathcal{X}$ is surjective. $\mathcal{X}$ is observable if the final morphism $o: \mathcal{X} \to Z$ is injective. The initial object morphism $r: J \to \mathcal{X}$ is mapped by $2^- \text{Set}^\text{op} \to \text{Set}$ to the final morphism $o: 2^\mathcal{X} \to Z$ in $\text{Aut}(\text{rev}(L))$. Consequently, if $\mathcal{X}$ is reachable then $\mathcal{A}^r = 2(\mathcal{X})$ is observable.

### 3. DISCUSSION

Coalgebra has been a very active research area in the last few decades. The dedicated workshop – *Coalgebraic Methods in Computer Science* – was organised for the first time when ETAPS started, in 1998, by Bart Jacobs, Larry Moss, Horst Reichel, and Jan Rutten. Since then, it has always been collocated with ETAPS, becoming bi-annual since the start of CALCO (Conference on Algebra and Coalgebra) in 2005 (CALCO has been organised as independent event, with the exception of the upcoming 2015 edition in which it will be co-located with MFPS XXXI, the 31st edition of the conference on Mathematical Foundations of Programming Semantics). In 2010, there was a special celebration for the 10th edition of CMCS, with four invited talks covering the main areas of research:

— Probabilistic systems coalgebraically (Ana Sokolova)
— Logic and coalgebra (Dirk Pattinson)
— Operational semantics coalgebraically (Bartek Klin)
— Coalgebra in functional programming and type theory (Venanzio Capretta)

After the workshop, all invited speakers wrote overview articles which were published in a special issue [Jacobs et al. 2011]. These four areas have been key in the widespread of coalgebra in other areas like concurrency theory (e.g. [Mislove et al. 2004; Hasuo 2010; Schröder and Venema 2010; Kerstan and König 2012; Madiot et al. 2014; Urabe...]}
and Hasuo 2014]), programming language semantics (e.g. [Bonchi and Pous 2013; Abel et al. 2013; Staton and Levy 2013; Jeannin et al. 2013; Bonchi et al. 2015; Foster et al. 2015; Staton 2015; Anderson et al. 2014]), and artificial intelligence (e.g. [Goré et al. 2010; Schröder and Pattinson 2011; Kulacka et al. 2013]).

In the last five years, there has been a large body of research in applying (co)algebraic methods to automata theory (e.g. [Bonsangue et al. 2013; Winter et al. 2013; Rutten et al. 2013; Silva et al. 2013; Adámek et al. 2014a; Adámek et al. 2014b; Goncharov et al. 2014]). One thing that became evident in this line of research was that the combination of coalgebraic and algebraic methods is essential in order to fully understand automata constructions and algorithms. In my personal opinion, the synergy between algebra and coalgebra has a lot of potential to generate new results and algorithmic insights. I think that a framework based solely on just either coalgebra or algebra will not explore the full potential of abstraction offered by both frameworks.

Apart from the applications in automata theory I think there are two directions that show promising challenges for the theory of coalgebras and in which I believe coalgebra could have significant impact.

The first direction concerns the applications of coinduction in the context of verification and, in particular, quantitative verification. To achieve the verification of real-world systems, the study of efficient coinductive techniques for specifying and reasoning about dynamical systems is needed. A system can be expressed as a coalgebra, and its desired observable behaviour can be expressed as a (generalised) regular expression. The correctness of the system can then be verified by proving that these two formalisms are observably equivalent or, more realistically, that one is a refinement of the other. Coalgebra has mainly focused on techniques for equivalence, and lifting the general theory to handle simulation/refinement is a pressing research task that has received recent interest [Hasuo 2010; Urabe and Hasuo 2014] but is far from finished. One needs efficient algorithms for the calculation of a witness of the equivalence or refinement, which in the coalgebraic approach consists of a suitable (bi)simulation relation. Already for ordinary regular expressions, a naive implementation can be exponentially complex, even if most of the operations are polynomial. However, very efficient algorithms exist to compositionally derive a finite automaton from ordinary regular expressions. Extending these algorithms to the generalised algebraic and coalgebraic framework of regular expressions and implement them in existing tools would be an important step in enabling the application to industrial case studies. In recent work on NetKAT [Anderson et al. 2014], an instance of a generalised bisimulation procedure provides an efficient algorithm for a specification language for software-defined networking (SDN), which brings coalgebra closer to a more realistic application domain in specification and verification.

In the context of this first line of research, having the right notion of equivalence is crucial. Defining the behaviour or the behavioural similarity of two systems that behave the same has been a fundamental issue in computer science. Many different equivalences, usually referred as behavioural equivalences, have been introduced for different kinds of systems (e.g., functional, non-deterministic and concurrent systems). A huge corpus of conceptual and computational tools consisting of algorithms, proof techniques, rule formats, and languages have been developed to reason about systems and their behavioural equivalences.

The growing interest in quantitative properties has motivated the definition of quantitative models and related notions of behavioural equivalences. For many quantitative properties, standard notions of equivalence are inadequate since they only allow Boolean reasoning: either two systems are equivalent or they are not. As an example, consider a system consisting of a producer, a consumer, and a buffer connecting them: whenever the buffer is full, the newly-produced resources get lost. Suppose that the
producer or the consumer are complex networks, and suppose that we know by empirical data their rates of production and consumption (examples of this kind are widely studied in the performance modelling of systems). A probabilistic model of this system allows for several interesting quantitative questions, like: How far is the system with a buffer of capacity $n$ from the ideal system that never loses resources? For which values of $n$ is the distance between the behaviours of these two systems smaller than a threshold $\varepsilon$? Motivated by these considerations, many authors have recently proposed several behavioural metrics or closely related notions [Desharnais et al. 1999; van Breugel and Worrell 2006; Cerný et al. 2010; Bacci et al. 2013]. Unlike ordinary equivalences, behavioural metrics express the distance between the behaviours of systems: if the distance is zero, then the systems are behaviourally equivalent. These works show the effectiveness of behavioural metrics as foundations of quantitative reasoning, but there is much work still to be done. In particular, many conceptual and computational tools are not yet available for metrics. There is a pressing need of lifting such tools from equivalences to metrics, which I think can be achieved in a modular way using the theory of coalgebras.

The second direction is in the area of automata learning. Learning techniques have become increasingly important for their applications to a wide variety of software engineering problems, especially in the analysis and testing of complex systems. Recently, they have been successfully applied to security protocol testing, the analysis of botnet command and control protocols, in regression testing of telecommunication protocols, and conformance testing of communication protocols. For each application domain, the type of automaton to be learned varies, hence the algorithm needs to be adapted and this generates challenging problems. For all the proposed algorithms, which followed the seminal work of Angluin in 1987 [Angluin 1987], all the correctness and complexity results need to be re-proved for every different case, even if the model under study is not a major variation on deterministic automata. Similar observations apply to the area of Bayesian or probabilistic learning, where the development of algorithms is done on a call-by-need basis. I believe that coalgebra provides the perfect framework for the systematic study and development of learning algorithms in automata and Bayesian networks. Recent preliminary work [Jacobs and Silva 2014] shows the feasibility and the potential of the approach. There are a lot of challenges to be tackled, which is also a source of inspiration for further research in the coalgebra community, but the point in the horizon is to provide a strong mathematical foundation and bring compositional techniques to learning algorithms.
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