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Abstract

In astronomical applications of machine learning, the distribution of objects used for building a model is often different from the distribution of the objects the model is later applied to. This is known as sample selection bias, which is a major challenge for statistical inference as one can no longer assume that the labeled training data are representative. To address this issue, one can re-weight the labeled training patterns to match the distribution of unlabeled data that are available already in the training phase. There are many examples in practice where this strategy yielded good results, but estimating the weights reliably from a finite sample is challenging. We consider an efficient nearest neighbor density ratio estimator that can exploit large samples to increase the accuracy of the weight estimates. To solve the problem of choosing the right neighborhood size, we propose to use cross-validation on a model selection criterion that is unbiased under covariate shift. The resulting algorithm is our method of choice for density ratio estimation when the feature space dimensionality is small and sample sizes are large. The approach is simple and, because of the model selection, robust. We empirically find that it is on a par with established kernel-based methods on relatively small regression benchmark datasets. However, when applied to
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large-scale photometric redshift estimation, our approach outperforms the state-of-the-art.
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1. Introduction

In many machine learning applications labeled (training) and unlabeled (test) data do not follow the same distribution. One reason can be that the labeled patterns have not been sampled randomly. In astronomy such a sample selection bias arises because objects that are expected to show more interesting properties are preferred when it comes to costly high-quality spectroscopic follow-up observations; other objects whose scientific value may not be that obvious (e.g., seemingly star-like objects) may be overlooked (Mortlock et al., 2011). One way to address this bias is to weight the labeled training sample according to the ratio between the two probability distributions (Huang et al., 2007). As this true ratio is usually not available, one has to estimate it from a finite sample. The crucial point is to control the variance of the estimator. Empirically, it seems promising to reduce the variance of the estimator by accepting a slightly higher bias (Sugiyama et al., 2008). This gives rise to ratio estimators that, in practice, perform better than the naïve approach of estimating the two densities separately.

In this work, we improve a simple nearest neighbor density ratio estimator (Lima et al., 2008) by combining it with a principled way of performing model selection (Sugiyama and Müller, 2005). The approach compares well to established kernel-based estimators on a variety of standard, small-sized regression datasets. Furthermore, by selecting proper hyperparameters and by taking huge amounts of patterns into account, we experimentally show that the estimator yields better results compared to the state-of-the-art on a large-scale astronomical dataset.

Let each data point be represented by a feature vector $\mathbf{x}$ from a domain $\mathcal{X}$
with a corresponding label $y$ from a domain $\mathcal{Y}$. We consider scenarios in which the learner has access to some labeled (source) data $S$ sampled from $p_s(x, y)$ and a large sample of unlabeled (target) data $T$ sampled from $p_t(x, y)$. While $p_s(x, y)$ and $p_t(x, y)$ may not coincide, we assume that $p_s(y|x) = p_t(y|x)$ for all $x$ and that the support of $p_t$ is a subset of the support of $p_s$. This is usually referred to as covariate shift, a particular type of sample selection bias. In this case the probability density ratio between target and source distribution at a given point reduces to $\beta(x) = \frac{p_t(x)}{p_s(x)}$.

Different strategies have been proposed to address covariate shift, such as finding a common feature space or re-weighting the source patterns. The latter is conceptually simple, and there are several approaches to estimate appropriate weights via density ratio estimation (Huang et al., 2007; Lima et al., 2008; Sugiyama and Müller, 2005; Bickel et al., 2007; Cortes et al., 2008; Loog, 2012; Quionero-Candela et al., 2009; Izbicki et al., 2014; Kanamori et al., 2009). These methods are, for example, based on reducing the problem to probabilistic classification between the target and source dataset (Bickel et al., 2007), on using kernel-based methods to match means in an induced Hilbert space (Huang et al., 2007), or on using nearest neighbor queries to estimate the mismatch between the densities by counting patterns in local regions (Lima et al., 2008; Loog, 2012). It is crucial to control the variance of such an estimator via regularization. Depending on the algorithm at hand, the regularization can take the form of, for example, a kernel bandwidth (Huang et al., 2007), the rank of a low-rank kernel matrix approximation (Izbicki et al., 2014), or a weight norm (Kanamori et al., 2009). The involved parameters are often set by heuristics such as the median of pairwise distances for the kernel bandwidth (Schölkopf and Smola, 2002). As an alternative, Sugiyama and Müller (2005) suggest a model selection criterion that is unbiased under covariate shift. In the following, we employ this criterion for selecting the neighborhood size of the nearest neighbor estimator via cross-validation. Then, we empirically show that the resulting algorithm can outperform the computationally more expensive state-of-the-art kernel-based estimator due to its ability to consider larger samples in less time.
This article is structured as follows: In Section 2 we briefly discuss two state-of-the-art kernel-based estimators that serve as a baseline in our experimental evaluation. In Section 3 we present a nearest neighbor-based density ratio estimator and show how it can be extended to perform automatic model selection. In Section 4 we evaluate the proposed nearest neighbor density ratio estimator with integrated model selection in comparison to other methods on a medium-sized regression benchmark and on a large-scale astronomical dataset for photometric redshift estimation. In Section 5 we conclude and give possible directions for future work.

2. Kernel-based Density Ratio Estimation

In density ratio estimation, kernel-based estimators are considered the state-of-the-art (Sugiyama et al., 2010). Among these, kernel mean matching (KMM) (Huang et al., 2007) and the spectral series estimator (Izbicki et al., 2014) have shown to perform particularly well.

Given some input space $\mathcal{X}$, a kernel is a positive semi-definite function $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ for which $\forall x, z \in \mathcal{X} : k(x, z) = \langle \Phi(x), \Phi(z) \rangle_{\mathcal{H}}$, where $\Phi : \mathcal{X} \to \mathcal{H}$ maps elements of the input space to a kernel-induced Hilbert space $\mathcal{H}$ (Aronszajn, 1950). Kernel mean matching aims at matching the means of two distributions in $\mathcal{H}$ by solving the problem

$$\min_{\beta} \left\| \frac{1}{N_s} \sum_{i=1}^{N_s} \beta_i \Phi(x_{s_i}) - \frac{1}{N_t} \sum_{i=1}^{N_t} \Phi(x_{t_i}) \right\|^2_{\mathcal{H}}$$ (1)

subject to $\beta_i \in [0, B]$ and $\sum_{i=1}^{N_s} \beta_i - N_s \leq N_s \epsilon$ , (2)

where $N_s$ is the number of source domain patterns and $N_t$ is the number of target domain patterns. The parameter $B$ restricts the maximum possible weight and $\epsilon$ bounds the deviation of the mean weight from 1. Cortes et al. (2008) show that the solution to Eq. (1) converges with high probability to the true density ratio if the kernel induced by $\Phi(x)$ is universal (Steinwart and Christmann, 2008). The kernel function, which implicitly defines $\Phi$ and $\mathcal{H}$, is typically chosen from
a parameterized family of functions, and the kernel parameters are parameters
of KMM-based approaches.

The spectral series estimator (Izbicki et al., 2014), although motivated dif-
ferently, minimizes an unconstrained version of Eq. (1) for computing training
weights. Instead of bounding the weights via $B$ and their mean via $c$, the so-
lution is regularized by the rank $J$ of a low-rank approximation of the kernel
Gram matrix between training points – which results when expanding Eq. (1).
Unlike KMM, the spectral series estimator can compute weights not only for
the source sample, but also for arbitrary patterns. This allows for selecting the
kernel parameters and $J$ via cross-validation, as we shall see later.

Negative theoretical results in the analysis of weighting methods (Ben-David
et al., 2010; Ben-David and Urner, 2012) suggest that sample sizes have to be
prohibitively large to guarantee reliable weights. However, empirically it has
been found that re-weighting often does improve results. Our method is moti-
vated by typical tasks in astronomy, where we deal with large labeled samples
and huge unlabeled samples in feature spaces of relatively low dimensionality
(e.g., up to $\mathbb{R}^{10}$). For such rather benign scenarios, we aim at estimating weights
with high accuracy by taking into account hundreds of thousands of labeled and
unlabeled patterns. However, both KMM as well as the spectral series estima-
tor involve $|S| \times |T|$ kernel matrices in their general form. Thus, they are not
directly applicable to scenarios with hundreds of thousands of patterns. Special
cases might be addressed in a more efficient way. Still, the general cases with
non-linear kernel functions involve the computation of such kernel matrices and,
depending on the method, quadratic programming, matrix inversion, or eigen-
value decomposition, which exhibit at least a quadratic running time (Bern and
Eppstein, 2001; Golub and Van Loan, 1989; Kojima et al., 1989). Therefore, we
are considering nearest neighbor-based density ratio estimation, which can be
implemented more efficiently.

For the matrix decompositions in the spectral series estimator we used an
efficient $O(n^2)$-algorithm (Dhillon, 1998). Both, decomposition as well as the
nearest neighbor search, could be sped up by using approximation schemes (e.g.,
see Arya et al., 1994; Halko et al., 2011), but we decided not to introduce such approximations with corresponding hyperparameters in our study.

3. Nearest Neighbor Density Ratio Estimation Revisited

We consider the algorithm proposed by Lima et al. (2008) to estimate appropriate ratios via nearest neighbor queries, see Algorithm 1. The efficiency of the approach is ensured via the use of $k$-$d$ trees. For the sake of completeness, we briefly sketch how these spatial data structures can be used to speed up nearest neighbor search before outlining the details of the density ratio estimator.

3.1. Nearest Neighbor Search in Low Dimensions

A classical $k$-$d$ tree (Bentley, 1975) is a binary tree constructed from a $d$-dimensional point set $S \subset \mathbb{R}^d$. The inner nodes correspond to hyperplanes splitting the data in $\mathbb{R}^d$ and the leaf nodes define a partitioning of $S$. The tree can be built recursively in $O(|S| \log |S|)$ time. Starting from the root node numbered by 0 and $S_0 = S$, each inner node $v$ with children $u$ and $w$ partitions the data $S_v$ into two almost equal-sized subsets $S_u$ and $S_w$. If $S_v$ contains only a single point (or a predefined number of points), $v$ becomes a leaf node. At tree level $j$, the data sets are split according to the median in dimension $j \mod d + 1$.

To efficiently search for the nearest neighbor of a given query point $q \in \mathbb{R}^d$, one can make use of the hierarchical subdivision induced by a $k$-$d$ tree: The tree is traversed in two phases. During the first phase, the tree is processed from top to bottom to find the $d$-dimensional leaf (box) that contains the query point (the search is guided by the median values). The query point is then compared with all points that are stored in the corresponding leaf, which yields the first nearest neighbor candidate. Afterwards, in the second phase, the tree is processed from bottom to top and on the way back to the root, neighboring boxes are checked for points that are potentially closer to $q$ than the current candidate. In case the distance of $q$ to the splitting hyperplane is larger than the distance between $q$ and its current nearest neighbor candidate, one can safely ignore the whole
subtree that has not yet been visited. These distance checks can be performed efficiently by resorting to the associated median values. The generalization to $k > 1$ neighbors is straightforward (see, e.g., Bentley, 1975, or Gieseke et al., 2014, for details).

In the best case, all nearest neighbors are contained in the leaf that stems from the first phase and no further subtrees need to be processed on the way back to the root. For such queries, the runtime is logarithmic in the number $|S|$ of points. This also holds for the expected case as shown by Friedman et al. (1977) (given constant $d$). In the worst case, however, the complete $k$-d tree needs to be processed, which leads to a linear instead of a logarithmic runtime per query.

From a practical perspective, the running time depends on the dimensionality of the feature space: For moderate dimensions (e.g., up to $d = 30$), a logarithmic running time behavior can be expected, while for larger $d$ the performance often decreases significantly due to the curse of dimensionality (Hastie et al., 2009).

### 3.2. Nearest Neighbor Density Ratio Estimator

We are now ready to outline the details of Algorithm 1: In Step 1, $k$-d trees for the source and target patterns are built. In Steps 2 to 8, all query patterns $x_{(q)}^j$ are processed. For each query pattern, the $K$ nearest neighbors w.r.t. to the source patterns in $S$ are computed. This is followed by the computation of the number $l_j$ of nearest neighbors in $T$ whose distance to $x_{(q)}^j$ is less than or equal to the previously computed $K$-th nearest neighbor. Finally, this result is re-weighted according to the number $N_s$ of source patterns, the number $N_t$ of target patterns and the number $K$ of nearest neighbors. Hence, the true density ratio $\beta(x_{(q)}^j)$ of target and source distribution at a point $x_{(q)}^j$ in the feature space $\mathbb{R}^d$ is approximated via

$$\hat{\beta}(x_{(q)}^j) = l_j \cdot \frac{N_s}{K \cdot N_t}.$$  

As $k$-d trees speed up nearest neighbor computation for low-dimensional feature spaces, we get good running time results in this scenario: The construction of the trees for the source and target patterns takes $O(N_s \log N_s)$ and
Algorithm 1 NearestNeighborRatioEstimator

Require: A set $S = \{x^{(s)}_1, \ldots, x^{(s)}_{N_s}\} \subset \mathbb{R}^d$ and a set $T = \{x^{(t)}_1, \ldots, x^{(t)}_{N_t}\} \subset \mathbb{R}^d$ of patterns from the source and target domain, respectively, a query set $Q = \{x^{(q)}_1, \ldots, x^{(q)}_{N_q}\} \subset \mathbb{R}^d$, and a number $K > 1$.

Ensure: Weights $\beta(x^{(q)}_1), \ldots, \beta(x^{(q)}_{N_q}) \in \mathbb{R}$ for the patterns in $Q$.

1: Construct $k$-d trees $T_s$ and $T_t$ for $S$ and $T$, respectively.
2: $W = \{\}$
3: for $j = 1, \ldots, N_q$ do
4: Compute the $K$ nearest neighbors for $x^{(q)}_j$ in $S$ (via $k$-d tree $T_s$).
5: Let $r_j$ be the Euclidean distance between $x^{(q)}_j$ and its $K$-th nearest neighbor.
6: Compute number $l_j$ of nearest neighbors in $T$ with distance less than $r_j$ to $x^{(q)}_j$ (via $k$-d tree $T_t$).
7: $W = W \cup \{l_j, \frac{N_s K}{N_t}\}$
8: end for
9: return $W$

$O(N_t \log N_t)$ time, respectively. For each query pattern, nearest neighbors are computed via these trees. The number $K$ of neighbors is crucial for the accuracy of the algorithm, and the question of how to choose it is not discussed by Lima et al. (2008). We propose to select $K$ via cross-validation by minimizing the model selection criterion proposed in Sugiyama and Müller (2005). It seeks to minimize the least-squares error between true and estimated density ratio, as in regression. However, we usually do not have access to the true density ratio. Therefore, we use a substitution to estimate the minimizer of the least-squares error up to a constant. The expected least-squares loss between true and estimated density ratio over the source probability density $p_s(x)$ is given by

$$L(\beta, \hat{\beta}) = \int (\beta(x) - \hat{\beta}(x))^2 p_s(x)dx$$

$$= \int \hat{\beta}(x)^2 p_s(x)dx - 2 \int \hat{\beta}(x)\beta(x)p_s(x)dx + \int \beta(x)^2 p_s(x)dx$$

$$= \int \hat{\beta}(x)^2 p_s(x)dx - 2 \int \hat{\beta}(x)p_t(x)dx + \int \beta(x)^2 p_s(x)dx , \quad (4)$$
where we substituted the true density ratio $\beta(x) = \frac{p_t(x)}{p_s(x)}$. As the third term does not depend on the estimated ratio $\hat{\beta}(x)$, we can estimate $L(\beta, \hat{\beta})$ up to a constant by

$$
\hat{L}(\beta, \hat{\beta}) = \frac{1}{|S|} \sum_{x \in S} \hat{\beta}(x)^2 - \frac{2}{|T|} \sum_{x \in T} \hat{\beta}(x). \tag{5}
$$

Here, we have replaced the expectations in the first two terms by their empirical estimates. As long as $p_s(x)$ and $p_t(x)$ do not change, the constant term in Eq. (5) will not change and thus, we can safely ignore it when comparing different weight estimates $\hat{\beta}$.

It is important to note that we evaluate Eq. (5) post hoc on trained density ratio estimators. Direct unconstrained minimization of Eq. (5) with respect to $\hat{\beta}(x)$ for $x \in S$ (i.e., the values needed for re-weighted training) would lead to the trivial solution $\hat{\beta}(x) = 0$ for $x \in S$. An open-source Python package of the nearest neighbor estimator with integrated model selection is available on Github.

4. Experiments

We consider two experiments: re-weighted regression on standard domain adaptation benchmarks and weight computation for photometric redshift estimation.

4.1. Regression Benchmarks

We compared our approach to kernel mean matching (KMM) (Huang et al., 2007) and the spectral series estimator (Izbicki et al., 2014) following the protocol of the experiments in Cortes et al. (2008). For each of the eight regression datasets, which are rather small (the largest having 16,512 labeled and 9511 unlabeled patterns), we created a biased subset $S$ of the original dataset $T$. As defined in Cortes et al. (2008), each point is moved from $T$ to $S$ with probability

\[ \frac{1}{|S|} \sum_{x \in S} \hat{\beta}(x)^2 - \frac{2}{|T|} \sum_{x \in T} \hat{\beta}(x). \]
where $v$ is defined as

$$v = \frac{4w \cdot (x - \bar{x})}{\sqrt{\text{Var}(w \cdot (x - \bar{x}))}}$$

for a pattern $x \in \mathbb{R}^d$, and $w \in \mathbb{R}^d$ chosen uniformly at random from $[-1, 1]^d$. Thus, the bias is only determined by the covariate $x$. The ideal method, which we consider as a baseline, weights the points in $S$ with $\frac{1}{p(s = 1 | x)}$. For each dataset, we selected the $w$ that maximized the difference in regression loss between ideal and unweighted method among 10 trials.

After having estimated the weights, we use them to re-weight the loss function of a linear regularized least-squares estimator. Here, we select the regularization parameter $\lambda \in \{2^n : n \in \{-3, \ldots, 4\}\}$ via leave-one-out cross-validation. Since KMM has no mechanism for automatically choosing its hyperparameter, we chose the bandwidth $\sigma = \sqrt{d/2}$ for $x \in \mathbb{R}^d$ (Cortes et al., 2008). For the spectral series estimator and the nearest neighbor method, we chose their parameters by performing 5-fold cross-validation using Eq. (5). We selected the bandwidth parameter $\epsilon$ of the spectral series estimator from $\{\epsilon_0^{-1}, \epsilon_0^0, \epsilon_0^{1}, \epsilon_0^{2}\}$, with $\epsilon_0 = \text{median}((\|x - y\|^2 : x, y \in S))/8$ (Schölkopf and Smola, 2002), and the rank $J$ from $\{1, \ldots, \lfloor N_s \times 4/5 \rfloor \}$. For the nearest neighbor estimator we selected a $K \in \{2, 3, 4, 5, 8, 16, 32\}$ and also considered a variant with fixed $K = 2$ to demonstrate the influence of model selection (the value $K = 2$ corresponds to the most frequent choice for $K$ in the model selection algorithm).

Figure 1 shows the relative normalized mean squared error (NMSE) and the standard deviation over 10 different trials for each method on a test set not used for training or estimation of weights. For each dataset we scaled the results linearly so that the unweighted NMSE yielded 1.0. The weighted methods almost always perform better than unweighted regression. Although the sample sizes are small, the nearest neighbor estimator performs on a par with the kernel methods among which the spectral series estimator performs best. Because of the sample sizes, our method cannot tap its full potential.
Figure 1: The relative normalized mean squared errors (NMSE) for kernel- and nearest neighbor-based ratio estimators on different regression datasets. The error bars indicate the standard deviations over 10 different samplings using the selection probability $p(s = 1|x)$ for a fixed $w$.

and using a fixed $K = 2$ seems to be a viable approach. However, the picture changes when moving to our real-world large-scale application.

4.2. Redshift Estimation

We evaluated our method on a large-scale astronomical dataset (Izbicki et al., 2014). The problem we consider is photometric redshift estimation of galaxies. The redshift phenomenon is caused by the Doppler effect which shifts the spectrum of an object towards longer wavelengths if it is moving away from the observer. Because the universe is expanding uniformly, we can infer a galaxy’s velocity by its redshift and, thus, its distance to Earth. Hence, redshift estimation is a useful tool for determining the geometry of the universe. A photometric observation contains the intensities of an object (in our case, galaxies) in 5 different bands ($u,g,r,i,z$), ranging from ultraviolet to infrared. Spectroscopy, in contrast, measures the photon count at certain wavelengths. The resulting spectrum allows for identifying the chemical components of the observed object and thus, enables determining many interesting properties, including the redshift. Spectroscopy, however, is much more time-consuming than photometric observation and therefore, costs could be greatly reduced if we could predict suitable candidates for follow-up spectroscopy from low-quality low-cost photometry.
Figure 2: An example from the Sloan Digital Sky Survey (SDSS) (Aihara et al., 2011). (a) An image of the spiral galaxy NGC 5750. (b) Its associated spectrum overlapping the five photometric intensity band filters \(u,g,r,i,z\).

Figure 2 shows examples of corresponding photometric and spectroscopic observations.

For each of the 5 bands a point spread function (model) and a composite model (cmodel) are fit to the photometric observation. We take the 4 magnitude differences between adjacent bands and the magnitude in the red band for model and cmodel. Thus, we arrive at \(2 \times (4 + 1) = 10\) covariates for each galaxy. The dataset contains a sample of 467,710 galaxies whose redshift has been confirmed by spectroscopy and an unconfirmed sample of 540,237 galaxies. The task is to estimate the redshift of the unconfirmed (target) sample by training on the spectroscopically confirmed (source) sample. As we do not have ground-truth labels for the target sample, we simply recorded the estimated loss given by Eq. (5) as in Izbicki et al. (2014), see Figure 3. Interestingly, the absolute estimates are more accurate when we consider the dataset as-is. In Figure 3(b) we consider a preprocessed dataset where we standardized the covariates to have zero mean and unit variance, as is common for methods that rely on pattern distances. Here, we see that the nearest neighbor estimator with model selection outperforms the other methods even clearer, although the absolute estimated loss is higher than the one for the original data, see Figure 3(a). If the task can benefit from re-weighting, then the performance is likely to improve with more accu-
rate weights. In our experiment, we trained the ratio estimators with increasing sample sizes from 5000 to 400,000 patterns (each from source and target sample) and estimated the weights on hold-out test samples of size 50,000 (source and target) not used for training. As KMM cannot produce out-of-sample weights, we only compared the nearest neighbor estimator (with $K$ either being fixed or chosen by model selection) and the spectral series estimator using the same parameters as in the first experiment. As running times become prohibitively large for the spectral series estimator, we only recorded it up to sample sizes of 20,000 patterns. Figure 4 shows the running time per sample size on an AMD Opteron 6380. The time measured includes the time used for cross-validation on a single-core machine. It should be noted that the cross-validation procedure is parallelizable to the point that its additional costs for the gained accuracy are minimal. For comparable running times the nearest neighbor estimator is able to use more samples than the spectral series estimator and thus, estimate weights more accurately. Furthermore, selecting the parameter $K$ via cross-validation performs better than our default choice $K = 2$ (which was the most frequently selected value in the model selection experiments on the benchmark data sets).
5. Conclusion

Sample selection bias is a common problem in astronomy (Richards et al., 2012), where datasets are typically large and the feature space dimensionality is often low. For this scenario, we suggest to use a nearest neighbor density ratio estimator combined with a model selection criterion, which is unbiased under covariate shift, for choosing the neighborhood size. The resulting algorithm is simple, robust due to the systematic hyperparameter choice, and—as we experimentally demonstrate—highly efficient and accurate. Future work will consider the theoretical properties of the estimator and an implementation on GPUs (Gieseke et al., 2014) for handling datasets with billions of patterns efficiently and at low cost.
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