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Segmentation is a process which groups pixels of an image of any type which conform to user defined characteristics by using the grey values of these pixels and their adjacency. In this dissertation, a segmentation method for optical remotely sensed imagery is presented which integrates newly developed and improved existing methods, i.e. edge detection, edge linking and region growing, into a hybrid one with the aim of augmenting classification accuracy in land use applications and especially in agriculture. Existing segmentation methods, those adapted and those developed are discussed and compared.

For two segmentation methods, edge detection and region growing, their advantages and disadvantages are described. For region growing it is shown that order dependence and region over-growing are the main problems whereas for the edge detection it is shown that the full boundaries of fields are not always detected. It has been indicated in the literature that a combination of both methods can increase segmentation accuracy. Therefore a hybrid method has been developed which can be briefly described as follows: edges are detected using a gradient based edge detector. The separate edge fragments are then linked by addition of lacking pixels. In this way closed polygons are created. Edge fragments not belonging to a closed polygon are removed. Within a closed polygon region growing is carried out. In a post-segmentation stage (detected) edges are added to regions found by the region growing. In a pre-segmentation stage, noise is removed using a new filter based on the morphology of the ordered grey levels in an image window around every pixel.

The "Lacroix" edge detection method used, had two drawbacks for which solutions needed to be found. The first was that it was developed for single band imagery only. The second was its decreasing sensitivity for high intensity values of the pixels.

Because of the fact that edge detection does not always find closed boundaries, an edge linking method was developed which adds edge pixels where single edge pixel gaps exist between edge fragments in order to create closed boundaries. Remaining disconnected edge fragments are removed. The edge linking process uses graph data structures to represent edge pixels and their relationship.
The best merge (Tilton and Beaulieu & Goldberg) region growing algorithm overcomes the order dependence problem by merging those pairs of regions at every iteration which obey some merging criterion minimizing the merging cost. But in this dissertation it is shown that when several pairs have the same lowest merging cost, also this algorithm is order dependent. A method has been developed to solve this. However, it is shown that this merging procedure can have an undesirable side effect in that image ramps can be inappropriately merged. However for remotely sensed imagery this does not appear to be a serious disadvantage. Furthermore a cost function has been developed which is independent of the size of the regions.

The algorithm proposed is capable of segmenting full scene imagery which can occupy between 38 Mb (SPOT-P) and about 250 Mb (Landsat-TM). To handle these amounts of data, the method developed uses a slicing technique in such a way that swapping from disk to main memory (RAM) and vice versa is done by the algorithm independently of the operating system.

The use of the edge detection and edge linking to divide the image into independent closed polygons enables region growing to be broken into separate processes based on each polygon separately. This leads to an improvement in execution times as the time needed for region growing is proportional to the square of the number of pixels at the start. This makes an implementation on a parallel computer or a number of computers connected in a network straightforward. This is of importance as region growing takes the most time of the whole segmentation chain.

Results of the hybrid segmentation method are presented for a Landsat-TM and SPOT panchromatic scenes. The use of the segmentation method is illustrated in three remote sensing contexts. 1) The combination of segmentation of Landsat-TM and a multi-layer perceptron neural classifier for land cover inventories. 2) The use of segmentation of a Landsat-TM image for speckle filtering of a geo-referenced ERS-1/SAR image. 3) The use of segmentation of NOAA/AVHRR NDVI imagery for the extraction of vegetation profiles.
Chapter 1

Introduction: Remote Sensing and Image Processing

1.1 General introduction

Currently remote sensing (RS) is gaining more and more importance. Data are collected within RS using different types of sensors and are presented in the form of multi-spectral digital images. The elements of these images are called pixels\(^1\). Current applications of RS using these data transform the data in order to extract the enclosed information.

Segmentation groups pixels of an image of any type which conform to user defined characteristics by using the spectral values of these pixels and their adjacency. In this dissertation, a segmentation method for optical remotely sensed imagery is presented which improves and integrates existing methods into a hybrid one. The methods being integrated are edge detection and region growing. The former looks for discontinuity in spectral value between neighbouring pixels whereas the latter looks for uniformity in spectral value between such pixels. Both methods are seen as each other’s complement. The strengths of each method are used to compensate for weaknesses in the other. The hybrid method developed also encompasses a filtering stage, for which a new filter type has been developed. The integration of the edge detection and region growing resulted in a method which is suited for a parallel implementation.

Chapter 1 introduces the main problem addressed in this dissertation and discusses the problems appearing in segmenting optical remotely sensed imagery. In chapter 2, existing methods in segmentation are reviewed including methods for edge detection and for region growing. In chapter 3, edge detection is discussed. In chapter 4, an algorithm is presented which links edge fragments resulting from the initial edge detection process into meaningful closed polygons. Edge fragments not belonging to a closed polygon are deleted. The resulting closed

\(^1\)pixel is an acronym for picture element.
polygons divide the image into areas. In chapter 5, the region growing method used is discussed based upon the so called 'best merge' approach. Chapter 6 describes how the separate modules are integrated. Furthermore it describes how full scene imagery is segmented and the possibilities of implementing the new segmentation method for parallel computation are discussed. In chapter 7 overall results of the method implemented are given. In chapter 8 overall conclusions are drawn. In appendix A the spectral noise suppressing filter is described. In appendix B the automatic method for thresholding the edge magnitudes is described. In appendix C an introduction into artificial neural networks is given. Especially the multi-layer perceptron (MLP) with backpropagation learning, is highlighted.

1.2 Introduction to remote sensing

Lillesand & Kiefer [63] describe RS as the science and art of obtaining information about an object, area or phenomenon through the analysis of data acquired by a device that is not in contact with that object, area or phenomenon. (For a further introduction to the subject of RS, see e.g. Mather [67], Elachi [27], Belward & Valenzuela [8], Swain & Davis [104], Asrar [3], Schowengerdt [99]).

In this dissertation the focus will be the observation of areas, especially agricultural fields. The required pre-processed data are gathered from satellite or aerial images.

The concept of electro-magnetic radiation describes the way in which energy is transferred from one object to another through space, with the 'speed of light' (300.000 km/sec). Figure 1.1 shows the electro-magnetic spectrum.

Two main RS techniques can be categorized. Active RS describes the situation where the spaceborne or airborne system provides the source of illumination. Passive RS describes the situation where the natural source of object illumination is independent of the sensor.

The atmosphere influences profoundly the spectral composition and the intensity of radiation available to optical (i.e. passive) remotely sensing systems. These effects are caused principally through the mechanisms of atmospheric scattering and absorption. The former indicates interaction of the electro-magnetic radiation with particles within the atmosphere with different sizes. The latter indicates the loss of energy to atmospheric constituents (water vapor, CO2 and ozone).

When electro-magnetic energy is incident ($E_I(\lambda)$, where $\lambda$ is the wavelength) on any given Earth surface feature, three fundamental energy interactions are possible.

1. $E_R(\lambda)$: reflected energy by the surface.
2. $E_A(\lambda)$: absorbed energy absorbed by the surface.
3. $E_T(\lambda)$: retransmitted energy to underlying Earth-layers.

By applying the principle of conservation of energy it follows that

$$E_I(\lambda) = E_R(\lambda) + E_A(\lambda) + E_T(\lambda).$$ (1.1)

Two points concerning this relationship should be noted:

1. The proportion of energy reflected, absorbed and transmitted will vary for different Earth features, depending on their material type and condition.

2. The wavelength dependency means that the proportion of reflected, absorbed and transmitted energy will vary at different wavelengths.

The reflectance characteristics of surfaces may be quantified by measuring the portion of incident energy that is reflected and is called *spectral reflectance*. A graph of the spectral reflectance of an object as a function of the wavelength is termed a *spectral reflectance curve*. Figure 1.2 shows one for three different classes.

Imaging systems can be divided into three general categories: framing cameras$^2$, scanning systems and pushbroom systems.

$^2$not discussed here.
Scanning systems use a scanning mirror which projects the surface onto the electronic detectors. The side to side scanning of the mirror provides an image swath across the ground track of the satellite and the platform motion provides the along track imaging.

Pushbroom scanners need no scanning mechanism, but they use a linear array of detectors to cover all pixels in the across-track dimension.

The angle subtended by the geometrical projection of a single detector element at the Earth's surface defines the *instantaneous field of view* (IFOV). A scan line consists of contiguous IFOVs which constitute together the *field of view* (FOV). The ground area, represented by a pixel is determined by the altitude of the sensor system and its design parameters, particularly the IFOV. A pixel is completely characterized by three quantities:

- the linear dimension of the sensor's IFOV projected to the ground,
- the distance between consecutive IFOV samples,
- the number of bits representing the sample.

An overview of different platforms and sensor types used is given in table 1.1. Data from the following platforms are used mainly for mapping and monitoring applications: Landsat-TM, SPOT, ERS-1. Raw data supplied by the sensors is subject to noise and distortions both in the spatial and in the radiometric

---

<sup>3</sup> Also know as ground resolution.

<sup>4</sup> The Landsat-TM image quality is examined in Wrigley et al. [121]. They examine the TM data quality in terms of band-to-band registration, periodic noise and spatial resolution. For all the bands (except the thermal one) the misregistrations are reported to be within half a pixel.

<sup>5</sup> Système Probatoire pour l'Observation de la Terre.

<sup>6</sup> European Remote Sensing satellite.
domain. Therefore it needs to undergo geometric and radiometric correction. To correct errors introduced by the sensors these data have to be calibrated.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Landsat 4-5</th>
<th>SPOT 1-3</th>
<th>ERS 1-2⁷</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisation</td>
<td>NASA⁸</td>
<td>CNES⁹</td>
<td>ESA¹⁰</td>
</tr>
<tr>
<td>Bands used</td>
<td>1 0.45-0.52 Blue</td>
<td>XS¹¹ 0.50-0.59 Green</td>
<td></td>
</tr>
<tr>
<td>(10⁻⁶m)</td>
<td>2 0.52-0.60 Green</td>
<td>XS2 0.61-0.68 Red</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 0.63-0.69 Red</td>
<td>XS3 0.69-0.89 Near-IR¹²</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 0.76-0.90 Near-IR¹²</td>
<td>P¹³ 0.51-0.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 1.55-1.75 Mid-IR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 10.4-12.5 Thermal IR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 2.08-2.35 Mid-IR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orbit</td>
<td>sun-synchron.</td>
<td>idem</td>
<td>idem</td>
</tr>
<tr>
<td>Altitude (km)</td>
<td>705</td>
<td>832</td>
<td>785</td>
</tr>
<tr>
<td>Instruments</td>
<td>TM¹⁴</td>
<td>HRV¹⁵</td>
<td>AMI¹⁶</td>
</tr>
<tr>
<td>Sensing type</td>
<td>passive</td>
<td>passive</td>
<td>active</td>
</tr>
<tr>
<td>Sensors</td>
<td>scanning mirror</td>
<td>pushbroom CCD¹⁷array 3000 (XS)</td>
<td>antenna</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6000 (P)</td>
<td></td>
</tr>
<tr>
<td>Ground resolution</td>
<td>30m</td>
<td>20m (XS) - 10m (P)</td>
<td>25m¹⁸</td>
</tr>
<tr>
<td>Repeat cycle</td>
<td>16</td>
<td>26</td>
<td>3¹⁹, 3²⁰,</td>
</tr>
<tr>
<td>(days)</td>
<td></td>
<td></td>
<td>35²¹, 169²²</td>
</tr>
<tr>
<td>Off-nadir viewing</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Byte/pixel</td>
<td>8</td>
<td>8</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 1.1: different platform characteristics.

---

⁷ERS-2 to be launched early 1995  
⁸National Aeronautics and Space Administration  
⁹Centre National d'Etudes Spatiales  
¹⁰European Space Agency  
¹¹Multi-Spectral  
¹²Infra-Red  
¹³Panchromatic  
¹⁴Thematic Mapper.  
¹⁵Haute Resolution Visible  
¹⁶Active Microwave Instrument  
¹⁷Charged Coupled Device  
¹⁸for PRecision Image, PRI is one of the products available from ERS-1
1.2.1 About imagery

Every sensor registers the analogue radiance signal and transforms it into a digital output signal. This is done for every pixel and therefore every pixel has as many spectral bands as there are sensors. A digital image $I$ consists of $N$ lines and $M$ columns. The image $I$ can be formally given as a matrix of pixels:

$$I = \begin{bmatrix}
\tilde{p}_{1,1} & \cdots & \tilde{p}_{1,M} \\
\vdots & \ddots & \vdots \\
\tilde{p}_{N,1} & \cdots & \tilde{p}_{N,M}
\end{bmatrix}$$

(1.2)

where $\tilde{p}_{i,j}$ is a vector $(v_1, \ldots, v_c)$ where $c$ is the number of channels (bands) and the components $v_{1,j}, 1 \leq c$ are the spectral values of each channel. A sliding window $W(i,j)$ is defined as that part of the image $I$ currently being used for (pre-)processing the data:

$$W(i,j) = \begin{bmatrix}
\tilde{p}_{i-k,j-k} & \cdots & \tilde{p}_{i+k,j-k} \\
\vdots & \ddots & \vdots \\
\tilde{p}_{i-k,j+k} & \cdots & \tilde{p}_{i+k,j+k}
\end{bmatrix}$$

(1.3)

where $k+1 \leq i \leq N-k$ and $k+1 \leq j \leq M-k$. Normally $k = 1, 2, \ldots$.

1.2.2 Image classification

Schowengerdt [99] defines classification as the decision-making technique which decides how to categorize a pixel from its spectral features (values). The goal of classification is to objectively map areas on the ground which have a similar spectral signature. This is used to denote the spectral response of a target. The labels assigned to the individual pixels, represent (spectral) classes. Because of the decision making process it may be that the spectral classes assigned do not correspond to the classes of ground objects. For example the class forest is composed of several land-cover types, each having a different spectral signature. Classification constitutes the following activities: i) the training stage ii) the classification stage and iii) the output stage.

The training procedure can be supervised or unsupervised. In the supervised approach the training process begins with the selection of training areas that are

---

\[19\] during the initial commissioning phase

\[20\] will operate for limited periods twice during the mission, to ensure highly repetitive coverage of ice zones during Arctic winters. The main limitations of a three day cycle are the restricted global coverage for the imaging SAR and the wide separation of the Radar Altimeter (The Radar Altimeter is a nadir-pointing pulse radar designed to measure the echoes from ocean and ice surfaces) tracks

\[21\] enables SAR imaging of every part of the Earth's surface

\[22\] employed late in the mission
representative, homogeneous examples of each information category used in the classification stage. The range of variability for the category must be included. One important statistical aspect of selecting training data is that a sufficient number of pixels must be used to estimate the class signature properties accurately. (Typically 10 to 100 pixels per class per feature (i.e. spectral band)). Once the training data is selected the feature signatures of the pixels are calculated and used to recognize pixels with similar signatures throughout the image.

Unsupervised training involves algorithms which examine a large number of unknown pixels and divide them into a number of classes based on natural groupings present in the image values. The basic premise is that values within a given cover type should be close together in the measurement space, whereas data in different classes should be comparatively well separated. The classes that result from unsupervised classification are spectral classes, which are compared to some of the reference data. One of the more common methods is the K-means algorithm (or ISODATA algorithm [99], for a statistical description of the algorithm, see e.g. Devijver and Kittler [23]).

In the classification stage the pixels are assigned to the classes. Information gathered in the training stage may be used in the process. Different types of classifiers exist.

Maximum likelihood [99] is a widely spread and used classifier, while neural network classifiers are coming into use.

In the output stage the classification results are transformed into a user friendly format and often presented as a map.

However, classification of remotely sensed imagery is a difficult process, due to the presence of isolated and mixed pixels. Therefore, dealing with these pixels requires a special approach, e.g. Drake & Settle [24], Harrison et al. [40], klein Gebbink [57].

The effects of spatial resolution on the classification of TM data in comparison with MSS\textsuperscript{23} is examined in Irons et al. [44]. They noted that the increase in spatial resolution from 80 (MSS data, $2^6$ grey levels) to 30 (TM data, $2^8$ grey levels) meters caused a 6.1\% decrease in accuracy, when only 'pure' pixels were classified (with a maximum likelihood classifier). This decrease was attributed to increased within-class spectral variability at TM resolution. At the 'pure-plus-mixed-pixel' case almost no difference in accuracy is reported.

\textsuperscript{23}Multi-Spectral Scanner.
1.3 Applications of remote sensing

In the last decade the European Union (EU) has launched several continent-wide and global projects using RS, e.g. MARS\textsuperscript{24}, TREES\textsuperscript{25}, FIRS\textsuperscript{26} etc. The MARS project, was started in 1987 as a 10 year pilot project for the application of RS in collecting agricultural statistics [71]. The main reason for launching the MARS project was that national systems of agricultural statistics differ in their approach to conventional surveys, and in the resources they have available. Furthermore the quantity and the quality of agricultural information gathered, especially on crop production, was not always adequate to its uses. Currently, the EU spends a large amount of money on agricultural subsidies. In order to control this cash flow (and to combat fraud on subsidy claims), the EU wants to have good insight into agricultural production. RS seems a promising technique for upgrading the agricultural statistics system.

The primary necessity is to distinguish, identify and measure the area of crops of significant importance. The second is to estimate production in time to make decisions. When such basic statistics are available, then forecasting can be considered.

In order to improve crop estimation required by the EU, image processing techniques like segmentation can be applied to pre-process the data. To extract information about crop yields or parcels, per pixel classifiers are widely used. A problem of this approach, is that irregularities within the spectral domain of the classes influence the performance of the classifier. For example pixels that are known to belong to the same ‘thematic’ class from ground surveys but having a slightly different spectral signature due to within-field variance, can be put into different classes. The result is that the final classification is very noisy with numerous isolated pixels. In order to improve the accuracy of the classification one of the possibilities is to perform a segmentation prior to the classification stage. The information resulting from the segmentation process can be used to improve the classification process (e.g. Janssen & van Amsterdam [46], Stakenborg [103]).

1.4 Existing segmentation approaches and definition

Segmentation has a long history in the image processing literature and many methods have been proposed, with various degrees of complexity. The existing methods for segmentation can be broadly divided into three categories, as given by Ballard & Brown [4]:

\textsuperscript{24}Monitoring Agriculture with Remote Sensing techniques.
\textsuperscript{25}TRopical Ecosystem Environment observations by Satellite.
\textsuperscript{26}Forest Information from Remote Sensing.
1.4. Existing segmentation approaches and definition

- **Edge finding.**
  In these methods discontinuities in the spectral domain of the image, strong enough to be detected, are searched for. These discontinuities are detected as edges, which are then composed by edge linking methods into a more elaborate structure representing a boundary of a homogeneous image class. Many types of operator have been developed to find edge fragments (e.g. Hueckel [42, 43], Lacroix [60], Roberts [85], Robinson [87], Canny [13]).

- **Region growing.**
  In these methods an attempt is made to group pixels with similar characteristics into contiguous regions. The similarity property may be defined in terms of radiometric closeness or by some other criterion such as conformity with a local texture measure. Again several techniques exist for performing this (e.g. Chow & Kaneko [16], Kanellopoulos et al. [52], Zucker [123], Beaulieu & Goldberg [7], Tilton [107]).

- **Map or knowledge based.**
  These methods use ancillary information to guide the segmentation procedure. This can be, for example, a digital map providing a background reference indicating where segment boundaries are likely to occur (e.g. Corr et al. [17], Janssen [45]). Such methods work reasonably well but are not generally usable in many parts of Europe. Knowledge based methods have also been used for controlling region growing or edge detection (e.g. Kanellopoulos et al. [52], Nazif & Levine [74], Janssen et al. [47], Ton et al. [110]).

The fact that much research is still devoted to this problem in RS, indicates that existing methods are still not providing the performance that application users of imagery require. To some extent it can be argued that the problem lies not with the methods but with the shortcomings of the image data combined with the lack of a definition of segmentation appropriate to RS application needs. To improve the performance of existing methods a segmentation method has been developed which integrates different types of algorithms.

**A definition of segmentation**

A definition of segmentation has been given by Fu & Mui [34] (and others) as follows: \( X \) is used to denote the grid of sample points of the image - i.e. the set of coordinate pairs \( \{i, j\} \) where \( i = 1, 2, 3, \ldots, N \) and \( j = 1, 2, 3, \ldots, M \) (\( N, M \) are the numbers of pixels in the x and y directions respectively). Let \( Y \) be a nonempty subset of \( X \) consisting of contiguous 4(8)-connected pixels. Then a uniform predicate \( P(Y) \) is defined which assigns the value TRUE or FALSE to \( Y \) depending only on properties relating to the brightness matrix \( f(i, j) \) (i.e. the spectral signature) for the points of set \( Y \). Also \( P \) has the property that if \( Z \) is a
non-empty subset of \( Y \) then \( P(Y) = \text{TRUE} \) implies that \( P(Z) \) is always \( \text{TRUE} \). A 'segmentation' of the grid \( X \) for a uniformity predicate \( P \) is then a partition of \( X \) into disjoint non-empty subset \( X_1, X_2, \ldots, X_n \) such that the following conditions hold:

\[
\begin{align*} 
\sum_{i=1}^{n} X_i &= X \\
X_i, & \quad i = 1, 2, 3, \ldots, n \text{ is connected} \\
P(X_i) &= \text{TRUE} \text{ for } i = 1, 2, 3, \ldots, n \\
P(X_i \cup X_j) &= \text{FALSE} \text{ for } i \neq j
\end{align*}
\]

where \( X_i \) and \( X_j \) are adjacent (4(8)-connected at some point).

### 1.5 Problems in segmentation

Some of the problems arising in segmentation of remotely sensed satellite imagery can be understood by reference to an artificial image sub-window, see figure 1.3. The image window can be divided into three separate areas: two segments (respectively segment 1 and segment 2) which are true land cover segments in which the pixels are radiometrically very similar (though not necessarily equal) plus a 'problem zone' in which the pixels' radiances are impure and do not match either segment well. This is a common situation in satellite imagery where a transition zone between neighbouring land cover features is present because of the spectral mixing taking place in the border pixels which partially overlap more than one true radiometric class. These pixels may mix two land cover types on either side of the zone with features which are small (compared to the satellite resolution) separating them (e.g. road, river, fences, ditches, bare soil etc.). In the image sub-window the problem pixels account for a significant proportion of the total area.

In practice with real imagery, the total proportion of problem pixels may be less than that shown in figure 1.3, although high proportions are still possible. For example in some of the Mediterranean countries of the EU a high proportion of fields have an area of only 1-2 ha., i.e. there are many fields which occupy only 5 x 5 SPOT or Landsat-TM pixels. With 1-2 mixed pixels around the boundaries of such fields the proportion of 'problem' pixels can easily be as high as 30% of the entire image. In applications requiring accurate area estimates of crop production, for example, an error level of the order of 30% is not acceptable.

Another problem appearing in remotely sensed imagery is the within-field variation. Due to natural causes e.g. wet spots, dry spots, different soil types, diseases etc., the spectral value of neighbouring pixels (belonging to the same field) are not necessarily similar. The isolated pixel in the figure might be such a pixel.
1.5. Problems in segmentation

In the absence of background map information for map guided segmentation the two standard segmentation approaches that can be applied to such an image would be either region growing or edge detection (or a combination of the two e.g. Pavlidis & Liow [81], Schoenmakers et al. [95]). The problems of using either method for the segmentation of remotely sensed imagery are described in the following sections.

1.5.1 Problems of region growing

A region growing method looks for pixels with similar characteristics to adjacent segments and joins them onto these segments if the similarity criterion is satisfied. Every time a new pixel is joined to a segment the characteristics of that segment are re-defined. The addition of a pixel to a segment is therefore dependent upon an automatically or manually set similarity threshold, although the segment 'mean' which is used as the target of the threshold can drift as more pixels join the region and share their properties with it. The 'growing' of regions continues until the problem zone is reached where the pixel characteristics no
longer conform to the criteria set for region membership, and the region growing stops. Pixels inside the problem zone may, however, either be grouped into regions themselves or not be assigned to any region at all, i.e. they remain as isolated pixels. In some places sensor noise or irregularities in land cover features (e.g. too much bare soil showing through a vegetation canopy in one small area of a field) also leaves isolated pixels in the middle of otherwise homogeneous segments. This problem occurs frequently in remotely sensed imagery.

The result of the region growing process is thus typically a non-optimal segmentation in which many uncertainties exist. If the similarity threshold is set too low the growing process will leave many pixels unassigned to segments. On the other hand if it is set too high, segments representing different land cover parcels will be incorrectly merged together.

1.5.2 Problems of edge finding

An edge finding method applied to figure 1.3 (e.g. Lacroix [60]) will calculate for every pixel a gradient magnitude and gradient direction. By also setting a threshold certain pixels are selected as edge candidates. Because the changes in pixel radiances are greatest in the problem zone it will find the edge candidates there. If a good threshold is used only one edge candidate pixel will be found along a transect cutting across two adjacent land cover parcels as shown in figure 1.3. However, it is difficult to set such a threshold and normally there are errors of commission (i.e. too many edge candidates) or alternatively errors of omission (i.e. too few edge candidates). Even if a good threshold can be found (possibly adaptively over the image) the edge candidates may not be contiguous and breaks will occur. For example in a typical situation the pixels marked '*' in figure 1.3 may be found by an edge detection and following procedure. However in order to form a segment boundary any remaining gaps will need to be bridged. At this stage, heuristic edge linking methods need to be utilized to form a closed boundary. This may permit the inclusion of pixel '*' allowing a continuous 8-connected boundary to be formed. Edge linking, however, can be difficult to implement. The use of 8-connectivity instead of 4-connectivity for edge following has the advantage of requiring less pixels to define the required physical boundary. Once the edge following procedure has been carried out the image is divided into separate areas which include not only the pure segment pixels but also some of the ‘impure’ problem zone pixels. In addition the edge pixels are taken as a separate image class and do not belong to any segment.

1.5.3 Comparison of the two approaches

For both methods described above it is necessary to reduce the number of uncertain pixels after segment definition. For the region growing approach, the
1.6. **What is a good segmentation method?**

Answering this question is difficult. Until now different classes of problems called for different segmentation methods. If a segmentation operator, hereafter called segmentator, gives reasonable results for one type of image, e.g. an indoor image, it is not assured that it gives satisfying results when applied to another type of image, e.g. a remotely sensed image. Also the context in which the segmentator is applied has its importance, i.e. how is the final result you want to obtain, defined. This has led to a wide variety of segmentation algorithms. Ideally, one generic segmentation algorithm would exist for all kind of problems, making all existing methods superfluous. Another point is that judgment of a segmentation result in many cases is done by humans, because quantitative measures do not always exist. This means that for one interpreter the result is judged as 'good' and by a second one as 'poor'. The goal of this dissertation is not to develop a generic algorithm, but to develop an algorithm which will be applied to a certain class of problems: the segmentation of remotely sensed optical imagery. Also, within this class, certain distinctions should be made. Do we develop the segmentator for mapping, or is it developed for improving classification results? From this point of view and for this specific class of problems, a definition can be given for a 'good' segmentator.

The segmentator is defined to be 'good' if the results of the per field classifier are more accurate than a per pixel classification. This will be the measure used in a quantitative way. For mapping, the segmentator is defined to be good if clearly visible and distinctive objects within the image have not disappeared after segmentation. This somewhat vague qualitative measure means that rail tracks, roads and rivers etc. should still be visible and recognizable as separate objects after the segmentation. The segmentator developed in this dissertation tries to fulfill both criteria.

The process of segmentation can be improved if several segmentation methods are combined into a hybrid one which makes use of the strengths of either method (e.g. Pavlidis [80], Pavlidis & Liow [81], Haralick & Shapiro [39]). However this does not mean that the resulting algorithm is applicable to a broader class of
problems with improved results.

1.7 Hybrid segmentation method developed

The aim of this project has been to develop a 'segmentation' approach for images of agricultural areas which not only combines region growing with edge detection but also uses an adaptable segmentation predicate using rules for uncertain pixel assignment. The basis of the approach is presented in figure 1.4. The different modules of the algorithm are explained briefly below.

- Filtering can be performed in order to remove spectral noise.
- Edge finding is performed with the aim of forming single pixel wide 8-connected edge fragments.
- The separate edge fragments are connected into closed polygon boundaries (note that inside the polygon boundaries there should be some regions of relatively 'pure' pixels found by the region growing).
- Region growing is performed using a strict threshold to find 'pure' crop fields (although because of the use of a strict threshold isolated pixels may
1.8 Computing resource issues

A Landsat-TM image consists of 5760 rows, 6100 columns and 7 channels per pixel, resulting in a total of about 245 Megabytes of data. Currently available

remain inside these regions, or due to the within-field variance several ‘pure’ crop fields (having the same crop) can be found).

Spatial context rules are used to join remaining uncertain pixels (i.e. non-region, non-edge pixels, including isolated pixels) to segments. This needs to be done iteratively by progressively relaxing the segment uniformity predicate (although the segment means are not updated).

This approach enables us to capture as many pixels as possible within a meaningful crop parcel and to maximize the areal extent of the parcel even when the border zone contains pixels which are badly mixed. Genuine road or track features are also maintained. The method initially creates three categories of pixels. ‘Pure’ region pixels are defined by the strict constraints of the region growing uniformity predicate (P), ‘edge pixels’ (defined in terms of the edge finding algorithm) and remaining ‘uncertain’ pixels.

An important side effect of the production of ‘pure’ regions by our procedure is that a ‘good’ spectral signature can be obtained for the crop in the ‘segment’ using the properties of the segment mean. This spectral signature can then be analyzed to determine the crop state of health and has potential for quality checking and yield prediction.

Two other even more important side effects of first performing edge detection followed by edge linking and subsequent region growing as shown in figure 1.4, are that:

- over-growing of regions is normally overcome. This is because regions are not allowed to grow over an edge, which is a part of a closed polygon, and,

- edges not found by the edge detection can be found by the region growing. As the region growing is done within a closed polygon, the area within a closed polygon may be divided into separate regions, which are separated by edges (which were not detected by the edge detector).

This way the knife cuts at two ‘edges’; region growing can not over-grow existing edges, and edges not detected by the edge detection/linking stage, may be detected at the region growing stage.

Moreover by dividing the image using the closed polygons into areas, the method is especially tailored for parallel implementation. Every area can be region grown on a separate processor.

1.8 Computing resource issues
workstations have less than this amount of main memory (RAM$^{27}$) It is therefore still impossible to store full scene images in memory. This means that data must be swapped from RAM to disk and vice versa. This swapping can be done by the operating system. But for portability reasons a flexible user defined swapping method is preferable.

Another problem not to be underestimated is the CPU$^{28}$ time needed. A method for segmentation can only be useful if the processing time remains within certain user defined limits. Because of the swapping of parts of the image from RAM to disk, the method is slowed down significantly. Optimisation in I/O$^{29}$ operations is needed, and there must be a tradeoff between RAM usage and disk-I/O.

In order to decrease computation time, parallel processing techniques can be employed. By dividing the problem into several smaller problems being computed in parallel on distinct processors, important speed-ups can be achieved.

The segmentation method treated in this dissertation is defined so that implementation is possible either on a one processor configuration or on a multiprocessor configuration. This brings us to the two main constraints while developing the method:

1. The first constraint is that processing of an image on a one processor system is feasible within a reasonable time.

2. The second constraint is that the method also should offer possibilities for parallel implementation(s).

The developed algorithm fulfills both goals. Full scene images are segmented within reasonable time (i.e. a few hours) on one processor. The second goal follows directly from the manner in which the algorithm has been implemented.

$^{27}$Random Access Memory.
$^{28}$Central Processing Unit.
$^{29}$Input Output.
Chapter 2

Existing Techniques for Image Segmentation

As mentioned in the first chapter several categories of segmentation methods exist. In this chapter two of these categories, and combinations of these, are discussed: region growing methods and edge detection methods. The former look for adjacent pixels with similar spectral signatures and try to group these into regions. The latter look for adjacent pixels whose spectral signatures differ significantly. It must be clear that these are complementary. The advantages and disadvantages of both categories have already been summarised. Surveys of segmentation techniques are given by Fu & Mui [34], Haralick & Shapiro [39], Zucker [123], and Pavlidis [80].

Pavlidis is very critical and negative in his examination. Some of his remarks are given here.

▶ A comparison of the results of the first papers (early 1960s) on the subject with the most recent literature (1986) suggests that only small improvements have been made.

▶ Probably the most urgent need is the integration of methodologies.

Especially the second remark is a reason to develop a method which integrates methodologies trying to gain larger improvements.

Pavlidis [80] states in his paper that edge detection is in some ways easier than detection of uniformity (i.e. region growing). For the latter a model of the image must be present. For the former it may suffice to detect only discontinuities in brightness. Of course the presence of noise makes detection of such discontinuities unreliable. Haralick & Shapiro [39] view segmentation as a clustering process.

In this chapter the following sub-division of segmentation techniques will be used.

1. Edge methods
2. Region methods

3. Hybrid methods

2.1 Edge methods

According to Haralick & Shapiro [39] edge operators assign a property vector to each pixel where the property vector depends on the $K \times K$ neighbourhood of the pixel. Similarity between pixels is established as a function of neighbouring pixel values.

Pavlidis [80] states that all techniques for edge detection face the following dilemma: If too large a neighbourhood is selected, more than one edge may be included, or an edge of complex shape so that their basic assumptions do not hold. If too small a neighbourhood is selected, then the estimation of the parameters is not reliable.

![Figure 2.1: A) sudden step edge B) slanted step edge C) smooth step edge D) planar edge E) roof edge F) line edge.](image)

Davies [19] differentiates several types of edges, see figure 2.1, where Fu & Mui [34] divide edge operators into: i) gradient based operators and ii) functional based operators.
2.1.1 Gradient based edge operators

Gradient based edge detectors detect within a given neighbourhood a (abrupt) change in pixel value. The difference between adjacent pixels in grey values is defined as the gradient.

Mathematical gradient operators are defined as:

$$\nabla f(x, y) = \left( \frac{\partial f}{\partial x}(x, y), \frac{\partial f}{\partial y}(x, y) \right)$$, \hspace{1cm} (2.1)

where $\nabla f(x, y)$ is defined as the gradient at position $(x, y)$, $\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}$ are the first derivatives of the pixel values $f(x, y)$ with respect to the $x$ and $y$ directions.

The magnitude of the gradient $\nabla f(x, y)$ is defined as:

$$|\nabla f(x, y)| = \sqrt{\left( \frac{\partial f}{\partial x}(x, y) \right)^2 + \left( \frac{\partial f}{\partial y}(x, y) \right)^2}.$$ \hspace{1cm} (2.2)

The direction of $\nabla f(x, y)$ is defined as:

$$\phi = \arctan \left( \frac{\frac{\partial f}{\partial x}(x, y)}{\frac{\partial f}{\partial y}(x, y)} \right)$$ \hspace{1cm} (2.3)

The following methods are all based on the digital approximations of variations of equation (2.1) which will produce a high edge magnitude where there is an abrupt change in gray level and a low edge magnitude where there is little change in gray level.

The simplest form of an operator which detects abrupt changes in both $x$ and $y$ directions is the following gradient operator:

$$\frac{\partial f}{\partial x}(x, y) = f(x + 1, y) - f(x, y)$$ \hspace{1cm} (2.4)

for detection in $x$ direction and

$$\frac{\partial f}{\partial y}(x, y) = f(x, y + 1) - f(x, y)$$ \hspace{1cm} (2.5)

for detection in $y$ direction. This idea is generalized in defining two templates, as given in figure 2.2(a). By taking the convolution of these templates and the image window, where $(x, y)$ is the upper left corner in the window, the values for $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$ can be computed, leading to the edge magnitude and edge direction.
Roberts [85] uses a different version of this approach. He measures the changes in the \( x \) and \( y \) directions diagonally, resulting in the templates given in figure 2.2(b) for \( \frac{\partial f}{\partial x} \) and \( \frac{\partial f}{\partial y} \) computation. A disadvantage of both operators is that because of the small window size both operators are very susceptible to noise.

In order to be less noise dependent Sobel [26] (figure 2.3(a)), and Prewitt [84] (figure 2.3(b)), define 3 x 3 templates where \((x, y)\) is the central pixel in the window.

Kirsch [55] not explicitly computed the edge magnitude and edge direction using equations 2.2 and 2.3 but defined eight templates of which the in-product is taken with the image window as shown in figure 2.4. The eight templates can be simulated by the following operator, which reports the magnitude and direction associated with the maximum match, i.e. the highest output value, as follows:

\[
\text{MAX} \left[ 1, \max_{i=0}^{7} \left| 5(a_i + a_{i+1} + a_{i+2}) - 3(a_{i+3} + \cdots + a_{i+7}) \right| \right] \tag{2.6}
\]

where \( a_0, \ldots, a_7 \) are the eight 8-connected neighbours of \( p \), as shown in figure 2.4 and the subscripts are evaluated modulo eight.
2.1. EDGE METHODS

Prewitt [84] also defined 8 templates which can be simulated by the following operator:

$$\max_{i=0}^{7} \{a_i + a_{i+1} + a_{i+2} + a_{i+3} + a_{i+7} - 2p - a_{i+4} - a_{i+5} - a_{i+6}\}$$ (2.7)

where \(a_0, \ldots, a_7\) are the eight 8-connected neighbours of \(p\), as shown in figure 2.4 and the subscripts are evaluated modulo eight.

Robinson [87] describes a system which is suitable for combining the detection and coding of visually significant edges in natural images. It uses 3 x 3 compass gradient masks. Furthermore he uses the concept of local connectivity of an edge direction map. The method works also for operators like Sobel [26] and Kirsch [55]. He uses 8 templates which can be simulated by the following operator:

$$\max_{i=0}^{7} \{a_i + b \cdot a_{i+1} + a_{i+2} - a_{i+4} - b \cdot a_{i+5} - a_{i+6}\}$$ (2.8)

where \(b\) is 1 or 2. Robinson reports a better detection in diagonal direction for the operator with \(b=2\). Moreover he notes that for the magnitude and direction the first four templates are sufficient, which means a reduction in computation time.

Frei & Chen [33] generalized the gradient idea and divided the 'problem' space into an edge sub-space, a line sub-space, and a point sub-space, where the edge and line sub-space are generated by a set of templates of four templates each. The point sub-space is generated by a single template. The total of nine templates \(T_1, \ldots, T_9\) form together the basis of the nine-dimensional space.

Equation (2.9) can be seen as the projection of the 3 x 3 image window \(W\) into the nine basis functions \(T_i\).

$$\Theta = \arccos \left( \frac{\sum_{i=1}^{9} (W \cdot T_i)^2}{\sqrt{\sum_{i=1}^{4} (W \cdot T_i)^2} \sqrt{\sum_{i=1}^{9} (W \cdot T_i)^2}} \right)$$ (2.9)
One way of measuring the 'edgeness' of a local area in the image is to measure the relative projection of the image into the edge basis functions. The relative projection into the particular 'edge sub-space' is given by equation 2.9. Thus if $\Theta$ is smaller than a user defined threshold, there is an edge to be reported.

For an exhaustive examination of the Frei-Chen operator see chapter 3. In that chapter the shortcomings of the Frei-Chen edge detector in their basic definition as noticed by Lacroix [60] are given. Park & Choi [77] have remarks on Lacroix's adaptations, see chapter 3. Furthermore they propose a fast implementation. Park [76] gives a normalization scheme for the nine templates and a Fourier implementation of the Frei-Chen masks. An improvement in edge magnitude computation for the Frei-Chen operator is also discussed in chapter 3.

Meer et al. [69] discuss existing template matching edge detectors. They developed a new method in which each mask responds to one ideal stimulus, and the confidence about the pixel is made based on a measure of the match to the ideal stimulus. So they define 8-stimulus masks. The $3 \times 3$ neighbourhood is defined as a 9-dimensional space (like Frei & Chen) and using the stimulus templates they deduce nine matching templates. Two confidence measures $P$ and $Q$ are defined. $P$ gives the confidence in how well the edge fits with the model. $Q$ gives the confidence for weak edges and can be used if these are to be rejected. A comparison with the Frei-Chen method [33] is given.

### 2.1.2 Functional approaches

Fu & Mui [34] consider edge detection as an approximation problem (i.e. models of edges developed and fitted with the image data).

Hueckel [43] defines $D$ to be a set of pixels, arranged so as to best approximate a disk. Hueckel defined constraints for optimal design of the operator:

1. Nullifying rounding errors on the periphery of the disk i.e. the error introduced by transformation of the continuous domain (the disk) to the discrete domain, the set of pixels $D$ should be minimal.
2. The weight of the input data decreases towards the disk's periphery.
3. An operator which locates edges needs not be sensitive to noise of high spatial frequencies.
4. the computing time for the operator should be minimal.

The question to be answered is: is the intensity of a pixel $(x, y)$ within $D$ the noisy form of an ideal edge which is characterised by a step function? Mero & Vassy [70] give a optimized version of Hueckel's filter.
According to Pavlidis [80] it sometimes makes sense to pre-process the image by a transformation that enhances the high contrast areas. The Laplacian is such a transformation which is defined as:

$$
\nabla^2 f(x, y) = \frac{\partial^2 f}{\partial x^2}(x, y) + \frac{\partial^2 f}{\partial y^2}(x, y)
$$

(2.10)

where $\frac{\partial^2 f}{\partial x^2}(x, y)$ and $\frac{\partial^2 f}{\partial y^2}(x, y)$ are the second derivative in the $x$ and $y$ directions respectively. A simple approximation of $\nabla^2 f(x, y)$ is the function $L(x, y)$:

$$
L(x, y) = f(x, y) - \frac{f(x, y + 1) + f(x, y - 1) + f(x + 1, y) + f(x - 1, y)}{4}
$$

(2.11)

A disadvantage of this operator is that no directional information is given and moreover it is very susceptible to noise. A more common use of the Laplacian is the detection of zero crossing in the output values, representing the edges in the image.

A well-known transformation is the Marr-Hildreth operator [65]. Marr & Hildreth combine two physical considerations to determine the optimal smoothing filter:

1. Intensity changes are detected separately at different scales in the frequency domain, reducing the range of scales over which intensity changes take place. The filter's spectrum should be smooth and roughly band limited in the frequency domain and,

2. It should be optimally localized spatially with a small spatial variance.

The optimal filter which obeys both considerations is the second derivative of a Gaussian $D^2$. Intensity changes have corresponding peaks in the first directional derivative, or equivalently have a zero crossing in the second directional derivative $D^2$. So the detection of intensity changes can be reduced to finding the zero crossing of $D^2$, in the appropriate direction. The zero crossings are to be found of:

$$
f(x, y) = D^2[I(x, y)],
$$

(2.12)

where $I(x, y)$ is the image $I$, $G$ the Gaussian function, and $*$ is the convolution operator. The Gaussian $G$ is defined in one dimension as:

$$
G(x) = \left[\frac{1}{\sqrt{2\pi}\sigma}\right] e^{-\frac{(x-\mu)^2}{2\sigma^2}}
$$

(2.13)

where $\sigma$ indicates the standard deviation and thus the width of the Gaussian distribution. Marr & Hildreth assume the mean $\mu$ to be zero. The above can be rewritten by the derivative rule for convolutions as:

$$
f(x, y) = D^2G * I(x, y).
$$

(2.14)
The problem remaining is the orientation to be associated with $D^2$. The only orientation independent second order differential operator is the Laplacian $\nabla^2$. So the loci of zero crossings are detected by searching for the zero values of the convolution $\nabla^2 G \ast I$. In two dimensions

$$\nabla^2 G(r) = -\frac{1}{\pi \sigma^4} \left[1 - \frac{r^2}{2\sigma^2}\right] e^{-\frac{r^2}{2\sigma^2}}$$

(2.15)

where $r^2 = x^2 + y^2$ (Again the mean $\mu$ is assumed to be zero). The zero crossings of the output correspond to edges, while areas where the output is positive correspond in general to brighter parts and areas where the output is negative correspond to darker parts.

Different, faster versions of the Laplacian of a Gaussian are found in the literature (e.g. Forshaw [32]).

Haralick [38] defines the facet model. Facets are defined as polynomials in $x$ and $y$ approximating $f(x,y)$.

Haralick assumes that in each neighbourhood of the image the underlying gray tone intensity function $f$, which is assumed to be linear, takes the parametric form of a polynomial in the row and column coordinates. The underlying functions from which the directional derivatives are computed are represented as linear combinations of the polynomials in any polynomial basis set. A polynomial basis set which permits the independent estimation of each coefficient would be easiest to use.

Given an index set $R$ and an observed data value $d(r)$ (the pixel value for $(0,0)$), the fitting problem is to determine coefficients $a_0, \ldots, a_{N-1}$, ($N$ is the number of elements of $R$), such that

$$d(r) = \sum_{n=0}^{N-1} a_n P_n(r).$$

(2.16)

The approximate fitting problem is to determine coefficients $a_0, \ldots, a_K$, $K \leq N-1$ such that

$$e^2 = \sum_{r \in R} \left[d(r) - \sum_{n=0}^{K} a_n P_n(r)\right]^2$$

(2.17)

is minimized. From the polynomial the first and second partial derivatives can be determined. The first partial derivatives at the pixel centre determine the gradient direction. With the direction being fixed to be the gradient direction, the second partial determines the second directional derivative. If the gradient is high enough and, if in the gradient direction, the second directional derivative has a negatively sloped zero-crossing inside the area of the pixel, then an edge is
declared in the centre pixel of the neighbourhood.

Canny's operator [13] is currently widely used and referenced to. Canny defines three criteria relevant to edge detector performance: i) low error rate, ii) edge points must be well localized and, iii) only one response to a single edge.

Canny developed a one-dimensional model for detecting step edges with random noise. First he defines the detection and localization criteria and second he defines criteria for eliminating multiple responses to a single edge.

Canny defines the detection and localization criteria as follows: Let the impulse response of a filter be \( f(x) \) and denote the edge by \( G(x) \). Assume the edge is centered at \( x = 0 \). The response of the filter to this edge at its centre \( H_G \) is given by the convolution integral:

\[
H_G = \int_{-W}^{W} G(-x)f(x)dx
\]  

(2.18)

assuming the filter has a finite impulse response bounded by \([-W, W]\). The root mean squared response to the noise \( n(x) \) only, will be

\[
H_n = n_0 \sqrt{\int_{-W}^{W} f^2(x)dx}
\]  

(2.19)

where \( n_0^2 \) is the mean squared noise amplitude per unit length. The first criterion, the output SNR, is defined as:

\[
\text{SNR} = \frac{H_G}{H_n}
\]  

(2.20)

Localization is defined as:

\[
\text{Localization} = \frac{\left| \int_{-W}^{W} G'(-x)f(x)dx \right|}{n_0 \sqrt{\int_{-W}^{W} f'^2(x)dx}}
\]  

(2.21)

where \( G' \) is the first derivative. Equations (2.20) and (2.21) are mathematical forms for the first two criteria, and the design problem reduces to the maximization of both of these simultaneously.

Canny states that the optimal detector for step edges is a truncated step, or differences of boxes operator.

In order to eliminate multiple responses Canny defines an upper bound for both the SNR and the localization, the first two criteria can be maximized. Thus the optimal detector for step edges is a truncated step, or differences of boxes operator. Examining the output of a differences of boxes edge detector finds that the response to a noisy step is a roughly triangular peak with numerous sharp
maxima in the vicinity of the edge. To minimise the probability of declaring more peaks as an edge, the number of peaks needs to be limited. Ideally this means making the distance between peaks in the noise response approximate the width of the response of the operator to a single step. This width will be some fraction of the operator width $W$. By doing so the response of the filter will be concentrated in a region of width $2W$.

Having defined the mathematics for the three criteria Canny derives a detector for step edges. The step edge $G(x) = A\mu_{-1}(x)$ where $\mu_{-1}(x)$ is the n-th derivative of a delta function, and $A$ is the amplitude of the step

$$\mu_{-1}(x) = \begin{cases} 0 & \text{for } x < 0; \\ 1 & \text{for } x \geq 0; \end{cases}$$

(2.22)

Having derived the one-dimensional step edge detector mathematically, he gives as an efficient approximation of the operator the first derivative of a Gaussian $G'(x)$ where

$$G(x) = e^{-\frac{x^2}{2\sigma^2}}.$$  

(2.23)

The one-dimensional operator is extended into two dimensions.

Deriche [22] discusses Canny's operator and proposes an improvement by giving a one-dimensional digital recursive implementation of Canny's optimal filter. The operator is said to give a substantial saving in computational effort.

Fleck [31] illustrates and explains artifacts in the output of five finite difference edge finders, among which the Canny and Deriche operator. The artifacts discussed include gaps in boundaries, spurious boundaries, and deformation of region shape. Fleck concludes that most algorithms deliver similar output, but that the differences between previous implementations seem to be due to differences in thinning, threshold settings, sub-pixel interpolation algorithms etc.

Tagare & deFigueiredo [105] discuss the one-dimensional formulation of the localization performance of edge detectors. They show that the derivative of the Gaussian is the optimal edge detector, discuss Canny's operator and give a simpler derivation of his operator.

2.2 Region methods

Many region operators are based on heuristics and intuition. Following Pavlidis [80] most region growing methods partition the image into a set of regions $S$, where $S = \{S_0, \ldots, S_n\}$. The elements $f(x, y)$ of $S_i$ satisfy a uniformity predicate $P$ of the following type:
1. An approximation to the data in a region $S_i$ is selected from a family of functions $F$, usually $F$ is that of $\{f(x, y) = \text{const}\}$, and then an error norm $e$ is computed over it. If $e$ is below a threshold, $P(S_i)$ is true, otherwise it is false.

2. The approximation is carried out over $S_i$ and some subsets of $S_i$. Then the parameters of the approximation are compared, and if they are close, $P(S_i)$ is true.

Most region growing algorithms use a two step approach. To yield an acceptable result, first a partition with a strict uniformity criterion is found. This typically yields a very large number of regions and a second less strict criterion is applied for eliminating the small regions. One difficulty with eliminating small regions is that the order in which regions are examined influences the final result (this is known as the order-dependence problem).

In the overview of region methods given by Haralick & Shapiro [39], they are divided into the following types:

- measurement space guided clustering
- region growing
- spatial clustering
- split and merge

### 2.2.1 Measurement space guided spatial clustering

A clustering using only measurement space data is performed to define a partition in measurement space. After the clustering is done each pixel is assigned the label of the cell in the measurement space partition to which it belongs. It can be debated if this procedure is a segmentation operation as no spatial information is used in the clustering process.

An example is ‘histogram mode seeking’ in which it is assumed that homogeneous objects on the image manifest themselves in measurement space. A disadvantage however is that no spatial information is used and furthermore if there are many different objects in the scene, then object separation might be difficult.

A well-known example of measurement space guided clustering is ISODATA (For a description of ISODATA (K-means) see, e.g. Devijver & Kittler [23], Mather [67]). In this algorithm it is assumed that the clusters present in the data are compact. If the compactness of a cluster does not conform to a compactness measure (e.g. set of standard deviations for the cluster measured separately for each axis of the feature space), then the cluster is elongated in the direction of the axis concerned (requiring that the clusters are well separated). If the elongated cluster is defined ‘large’, then the cluster is split in two and the process is repeated.
2.2.2 Region growing

In this technique the image is scanned in some pre-determined way. The value of a pixel is compared to the mean of an already existing but not necessarily completed neighbouring segment. If the pixel's value and the segment's mean are close enough the pixel is added to the segment and the segment mean is updated. If there is ambiguity in selection of a close segment in cases where there are more than one, then the closest is taken. However if there are two regions close enough then the regions are merged and the pixel is added to the new region. If there is no region close enough then a new region is started having this pixel as its first member.

A well-known example of region growing is the one proposed by Brice & Fennema [12]. They partition the image into initial segments of pixels having identical intensity. Two heuristics for merging sequentially pairs of adjacent regions are developed. The boundary surrounding an initial region is composed of a set of simply connected, closed sequences of boundary segments (vectors). Each vector is assigned a strength proportional to the magnitude of the difference in gray levels perpendicular to it. The first heuristic (The Phagocyte Heuristic) is that two adjacent regions are merged if the boundary between them is weak. The length of the weak part of the boundary between two regions, is the number of vectors having a strength less than some threshold. The second (The Weakness Heuristic) is that two regions are merged if the weak portion of their common boundary is smaller than some set percentage of their total shared boundary.

Other implementations of this idea are given by Kettig & Landgrebe [54], and Pavlidis [79]. Kettig & Landgrebe initially split the image into \(2 \times 2\) cells which are tested on uniformity using different statistical approaches (supervised and unsupervised). In case they are not uniform they are split in to separate cells. then they are classified using different classifiers. The combination of a supervised segmentation and a maximum likelihood classifier is reported to provide the best results.

Haralick & Shapiro [39] state that there is a potential problem with region growing schemes, which is their inherent dependence on the order in which pixels and regions are merged. The same is also noted by Fu & Mui [34] in their survey.

2.2.3 Spatial clustering

In this technique clustering in measurement space and spatial region growing are combined. In many techniques the histogram of the spectral values is used to define 'seed-points' from which the region growing starts.
The region growing method used in this dissertation, the ‘best merge’ initially proposed by Beaulieu & Goldberg [7] and Tilton [107], falls also into this category. Tilton discusses the order dependence problem as noted by Fu & Mui [34], Haralick & Shapiro [39] and, Pavlidis [80]. Order dependence indicates that the final result of a segmentation depends on where the process is started and in what order it takes place. To be independent of where the process started, both Beaulieu & Goldberg, and Tilton examine at each iteration the whole image context and the (spatially adjacent) region pair having the lowest similarity value is merged into a new region. The basic algorithm is given in algorithm 2.1.

1. Define a (dis)similarity criterion for pairs of regions.
2. Define a stopping criterion
3. WHILE stopping criterion is not met DO
   1. Compute for all adjacent pairs of regions their similarity value.
   2. From these merge the single most similar pair.

Algorithm 2.1: principle of the best merge.

Beaulieu & Goldberg as well as Tilton define a similarity criterion for computation of the similarity value between pairs of regions. A disadvantage of the merging process is its computational load. Efficient algorithms have to be developed to make processing of even small sized images feasible within a reasonable time. Tilton defines sub-images in which the merging takes place. The sub-images defined are merged in parallel. Beaulieu & Goldberg give an algorithm which examines only adjacent pairs of regions and give a sequential algorithm. For a mathematical description of the best merge approaches see chapter 5.

In Kanellopoulos et al. [52] a spatial clustering scheme is described based on the best merge. They initially split the image into $2 \times 2$ cells and test their uniformity. Non uniform cells are split. Then they initially try to merge the remaining $2 \times 2$ cells. Following this remaining single pixel cells are merged to the regions. Finally by defining adjacency rules remaining isolated pixels are merged to existing regions.

In Benie & Thomson [9] a clustering scheme is defined based on the best merge. The algorithm consists of five stages. In the first stage initial cells are defined. A certain maximum number of cells is allowed. Cells are merged if they satisfy a merging criterion. In the second stage input data is used to calculate the description parameters of each initial segment (i.e. mean, variance, standard deviation, number of pixels, minimum and maximum values and a list of neighbours). In
the third stage the merging costs (i.e. in measuring the homogeneity) of adjacent segments is computed. In stage four the actual merging scheme as defined for the best merge is applied. In stage five the user fixes the desired number of segments to cut the segments tree\(^1\) and to create the final segmented image. An automatic computation scheme, based on a modified student-\(t\) test, is proposed to determine the final number of segments. The student-\(t\) test is used to evaluate the significance of the difference of two means\(^2\).

In Woodcock & Harward [120] a segmentation technique is defined based on the best merge. They use a multi-pass approach that allows slow and careful growth of regions while inter-region distances are below a threshold. In a first phase of the algorithm a global criterion is applied to achieve a level of merging that eliminates (i.e. merges) adjacent regions, whose inter-region distance falls below the minimum expected variation between regions. In this phase multiple merges are allowed per iteration (i.e. to reduce computation time). After the global threshold halts merging, there tend to be many isolated small regions (often isolated pixels) left in the image. In the second phase, local criteria in the form of region size constraints are then combined with the previously applied global constraints to achieve a higher degree of merging.

In Ait Belaid \textit{et al.} [1] the HSWO\(^3\) algorithm of Beaulieu & Goldberg [7] is adapted so that cartographic information is added as a separate channel to the input data. Regions are not allowed to over-grow the edges determined by the cartographic channel. The algorithm is tested on two test-sites and an improved classification on these test-sites is reported.

### 2.2.4 Split and/or merge

The principle of the split and/or merge algorithms is that the image is divided into sub-images (size power of two) which are then split and/or merged if for a sub-image to be split/merged a statistical uniformity criterion is fulfilled. The split method initially starts with the whole image as one region whereas the merge method starts with every pixel as a separate region.

One of the first split and merge algorithms is found in Muerle & Allen [72]. They defined a region to be any portion of a complex image in which the statistical distribution of the grey levels is reasonably uniform. Initially they divide the image into cells of \(2 \times 2, 4 \times 4, 8 \times 8\) pixels. Take a cell and merge it with a cell of the same intensity until a statistical uniformity criterion is fulfilled.

---

\(^1\)Every segment can be seen as a node. When two segments are merged, a new node is created having the two nodes as sons. This way a hierarchy in merging is created and the tree obtained is called segments tree.


\(^3\)Hierarchical Stepwise Optimization Algorithm
neighbouring cell, if and only if they are similar enough following some statistical tests. This is repeated until no statistical similar neighbours are found. Then take another cell and restart.

In Robertson [86] and Klinger [58] the splitting method begins with the entire image as the initial segment. Then it successively splits each current segment into quarters if the segment is not homogeneous enough.

Cross et al. [18] propose a split and merge segmentation procedure based on the one given by Chen & Pavlidis [15]. It uses a quad-tree approach. An intermediate level in the quad-tree is used to start the segmentation. Nodes are merged/split using a uniformity test. Cross et al. compute a texture measure based on average grey value difference for every pixel. This value is then assigned to the pixel which serves then as input to the algorithm. Their algorithm is especially developed and tested for multi-spectral images.

Also the split and merge operator is sensitive to the order dependence problem, the final segmentation result might depend on the initial situation.

2.3 Hybrid operators

In these techniques the edge operators and region operators are combined in such a way that advantage is taken of their separate strengths. The strength of the edge detector is that boundaries are placed in a spatially accurate way. Its weakness is that not all edges are connected into closed boundaries and therefore too large regions may result. The strength of the region operators is their ability to place boundaries in weak gradient areas (Haralick & Shapiro [39]).

'The combined edge operator and region operator does the obvious thing. Region growing is only done for non-edge pixels, that is region growing is not permitted across edge pixels' (Haralick & Shapiro [39]).

Pavlidis & Liow [81] give an example of a method which integrates edge detection with split and merge. Pavlidis & Liow first perform a split and merge algorithm with the parameters set so that an over-segmented image results. The segment properties (i.e. mean, standard deviation etc.) are compared and in case of 'equality' between adjacent regions, boundaries are eliminated. In order to do so rules are defined which integrate contrast with boundary smoothness, variation of the image gradient along the boundary, and the presence of artifacts reflecting the data structure used. Finally boundaries are modified by defining a merit function which consists of the following terms which are functions of $W(t)$ where $W(t)$ is a point on the boundary: i) the magnitude of the image gradient at $W(t)$
which is a measure of the contrast along the contour, ii) the curvature evaluated along the points $W(t)$ of the contour, and iii) the first order derivative of the phase part of the image gradient at point $W(t)$.

Pavlidis & Liow report that their method gives good results on 'tool' images. The performance on aerial photograph images is less convincing. In their opinion the combination of the two methods yields far better results than those of a single method.

In Le Moigne & Tilton [61] a method is described which integrates an edge detector (Canny [13]) into the best merge as implemented by Tilton [107]. The implementation as defined by Tilton generates a tree of hierarchical regions. The fusion of the edge data with the region data is as follows: Utilizing simultaneously the results from the best merge, and the edge data the iteration of the best merge which best matches the edge image, i.e. the best iteration is found.

The method proposed in this dissertation obeys the constraint that edges may not be over-grown and combines spatial clustering with edge detection.

2.4 Concluding remarks

In this chapter existing region growing and edge detection algorithms have been discussed. The edge detection method used in this dissertation gives improved results over the operators proposed by Roberts [85], Kirsch [55], Robinson [87] as shown in Frei & Chen [33]. Lacroix [60] notes artifacts in the nine dimensional basis as defined by Frei & Chen and proposes a new basis. In Schoenmakers [93] a method is proposed for improving edge magnitude computation.

The operator as proposed by Haralick [38] is reported to be superior to the one defined by Marr & Hildreth [65], but in Pavlidis [80] it is noted that other authors notice the opposite with adapted versions of Marr & Hildreth [65]. In Grimson & Hildreth [37] it is said that the implementation used by Haralick of Marr & Hildreth's filter is different from the implementation given by Marr & Hildreth [65].

Canny [13] proposed a model for the detection of step edges and notes that the operator can be extended to detect corners. Concluding it must be said that the operator used in this dissertation can be replaced by others like Canny [13], Deriche [22], Haralick [38], Marr & Hildreth [65], and Meer [69]. Implementations of these operators should be compared on the same imagery in order to give a quantitative comparison.

For the region operators the conclusions can be more distinct. The only operator not suffering the order dependence problem is the best merge as proposed by Beaulieu & Goldberg [7], and Tilton [107] and therefore seems the one and
only operator adequate to the region growing problem. However, the problem of region over-growing still remains.

Looking at the comments on hybrid techniques as given in Pavlidis [80], Pavlidis & Liow [81], and Haralick & Shapiro [39] it can be concluded that hybrid techniques offer better possibilities than one single operator alone. Therefore a combination of a selected edge operator and the best merge seems the only combination to improve the results of a segmentation as given by the best merge alone.

A problem remaining within RS is the presence of image noise. Noise might confound an edge detection and following process, and thus lead to the detection of false edges having no existence in reality. For region growing however noise might lead to creation of isolated pixels. In order to suppress this behaviour a noise suppression method is required and was implemented for this study. The method adopted is described in appendix A. It follows the approach of examining the morphology of the ordered spectral values in an image window. This approach has also been described in Schoenmakers & Stakenborg [94]. Of course other filters like [2, 10, 11, 20, 62, 68, 73, 83, 102, 115, 116] can be used. An overview of existing filters can be found in [25, 66].
Chapter 3

An Improved Edge Detection Method

3.1 Introduction

The edge detection and contour following algorithm adopted for this study was initially developed by Lacroix [60]. The edge magnitude computation is based on applying a local operator (in a $3 \times 3$ window) developed by Frei & Chen [33]. After thresholding the edge magnitudes, the edge direction and edge magnitude are used to compute 'a Likelihood of Being an Edge pixel' (LBE) for every pixel. Using these values and again the edge direction a non-maximum deletion algorithm is applied in order to select the final one pixel wide edges.

The algorithm for edge magnitude computation is not always reliable for optical remotely sensed multi-spectral imagery, i.e. many visible edges are not detected. In this chapter it is described how the edge magnitude is adapted in such a way that its sensitivity increases. Hence more edges are detected.

Lacroix describes the algorithm for single channel imagery. Remotely sensed imagery however, is (mostly) multi-channel and therefore requires an adaptation of the original edge magnitude and direction computations. In the herein described adapted method every pixel has for every channel an edge magnitude and edge direction value, and a procedure for the selection of the channel with the 'best' value is defined.

3.2 Edge magnitude and direction calculation

3.2.1 The Frei-Chen operator

Frei & Chen [33] formulate the problem of boundary element detection as follows: Given an image sub-area $W$ in the continuous domain, determine whether the sub-area contains a boundary element between two regions of different homogeneous luminances, as shown in figure 3.1(a).
They define models of ideal boundary elements. In the continuous image domain they define an:

- **ideal edge element**, as a straight boundary passing through the centre of $W$, separating two regions of constant luminances $\bar{l}_1$ and $\bar{l}_2$. Adopting the convention $\bar{l}_1 > \bar{l}_2$, the direction $\phi_e$ of the edge element is uniquely determined with respect to any arbitrary fixed direction. The magnitude is defined as $|\bar{l}_1 - \bar{l}_2|$ and the orientation $\phi_e$ as $0 \leq \phi_e < 2\pi$. In figure 3.1(b) the boundary passing through the centre of $W$ (i.e. $b_{2,2}$), the angle $\phi_e$, the luminances $\bar{l}_1, \bar{l}_2$, and the arbitrary reference direction are shown.

- **ideal line element**, as a straight strip of width approximately equal to one sampling interval, passing through the center of $W$, and of different $\bar{l}_1$ than its surrounding $\bar{l}_2$. It is therefore characterized by its magnitude $|\bar{l}_1 - \bar{l}_2|$, its orientation $\phi_l, 0 \leq \phi_l < \pi$ and its polarity sign $(\bar{l}_1 - \bar{l}_2)$.

- **ideal point**, as a point of brightness $\bar{l}_1$ different from the environment $\bar{l}_2$. It is therefore characterized by its magnitude $|\bar{l}_1 - \bar{l}_2|$, and its polarity sign $(\bar{l}_1 - \bar{l}_2)$.

For the discrete case Frei & Chen first sample the image into a set of $N \times M$ samples (pixels).

For simplicity it is assumed that the number of channels is one, i.e. $c=1$ in equation 1.2 and 1.3 and the vectors $\vec{p}_{i,j}$ are written as components $p_{i,j}$.

Frei & Chen consider the set of $n^2$ pixels $p_{i,j}$ of $W$ as an element of an $n^2$-dimensional vector space $B$. The boundary element detection can now be formulated as: determine how well a vector $W$ of samples from an image sub-area 'fits' an ideal boundary element, not knowing its orientation a priori.
3.2. EDGE MAGNITUDE AND DIRECTION CALCULATION

3.2.1.1 Edge magnitude computation

Suppose the existence of an 'edge' subspace in $B$. Find a set of $e$ orthogonal 'edge' basis vectors, $[T_1, \ldots, T_e]$, spanning that edge subspace, and expand that set with $n^2 - e$ 'non-edge' basis vectors to span $B$. The orthogonal basis vectors $[T_1, \ldots, T_9]$ (for $n = 3$) as defined by Frei & Chen are given in figure 3.2.

Now consider the angle $\Theta$ (in $n^2$-space) between $W$ and the projection onto the edge-subspace, with

$$
\Theta = \arccos \left( \frac{\sum_{i=1}^{e} (W \cdot T_i)^2}{\sum_{i=1}^{n^2} (W \cdot T_i)^2} \right)
$$

where $e = 4$ for the edge subspace. The larger $\Theta$ ($0 \leq \Theta \leq \pi$) the poorer the fit between $W$ and an element of the edge subspace. The decision strategy is to classify image sub-areas as containing an edge element if $\Theta$ is small. This can be
done by thresholding equation (3.2)

\[ r = \frac{1}{(W \cdot W)} \sum_{i=1}^{4} (W \cdot T_i)^2. \]  

(3.2)

The potential advantage of thresholding based on \( \Theta \), is shown in figure 3.3. Two sub-area vectors \( B_1 \) and \( B_2 \) are shown, projected onto the 'edge' and 'non-edge' subspaces, respectively. \( B_1 \) has a large projection (and a large magnitude) onto the 'non-edge' sub-space and is rejected by Frei & Chen's thresholding, where it is accepted by a 'conventional' method. \( B_2 \) with its smaller magnitude but with a good fit onto the 'edge' sub-space is accepted by Frei & Chen's thresholding technique where it is rejected by the 'conventional' one.

The templates \( T_1, \ldots, T_4 \) of figure 3.2 define the edge subspace. The templates \( T_4, \ldots, T_8 \) of figure 3.2 define the line subspace. Template \( T_9 \) of figure 3.2 defines the average.

### 3.2.1.2 Edge direction computation

Frei & Chen's method does not compute explicitly the edge direction. However, the edge direction \( \alpha \) can be easily calculated using

\[ \alpha = \arctan \left( \frac{W \cdot T_1}{W \cdot T_2} \right). \]  

(3.3)

In case \( W \cdot T_1 \) or \( W \cdot T_2 \) are zero, algorithm 3.1 is used, where \( T_1 \) and \( T_2 \) are as given in figure 3.2. Often the direction values \( \alpha \) in \([0, 2\pi)\) of \( \mathbb{R}^2 \) are converted
3.2. Edge magnitude and direction calculation

\begin{verbatim}
IF (W \cdot T_1 = 0) AND (W \cdot T_2 \geq 0) RETURN \alpha = 0
IF (W \cdot T_1 = 0) AND (W \cdot T_2 < 0) RETURN \alpha = \pi
IF (W \cdot T_2 = 0) AND (W \cdot T_1 > 0) RETURN \alpha = \pi/2
IF (W \cdot T_2 = 0) AND (W \cdot T_1 < 0) RETURN \alpha = 1.5\pi
IF (\alpha > 0) AND (W \cdot T_1 > 0) RETURN \alpha
IF (\alpha > 0) AND (W \cdot T_1 < 0) RETURN \alpha + \pi
IF (W \cdot T_1 < 0) RETURN \alpha = \alpha + 2\pi
RETURN \alpha = \alpha + \pi
\end{verbatim}

Algorithm 3.1: edge direction computation.

into $[1,8]$ of $\mathbb{N}^3$.

3.2.2 Lacroix's modifications of Frei & Chen's algorithm

Lacroix [60] defines a three module strategy to determine the edge pixels. In the first module she computes the edge magnitudes and directions. In the second module she thresholds them, defines and computes the LBE. In the third module she performs edge following based on the LBEs.

In this section we discuss the first module of Lacroix's algorithm. Her edge detection method is based on Frei-Chen's approach, but she first corrects a mistake in Frei-Chen's approach and then proposes a simplified basis equation.

Lacroix states that the denominator in equation (3.1) as proposed by Frei & Chen (i.e. $\sum_{j=1}^{n^2} (W \cdot T_j)^2$), is equal to the length of the pattern vector in the entire space if and only if the basis is normalized. The $\Theta$ (equation (3.1)) or $r$ (equation (3.2)) would remain unchanged if the elements of the basis had the same norm, as well as the elements of the non-edge basis. The $T_1, \ldots, T_e$ proposed by Frei & Chen have indeed the same norm but the remaining masks all have different norms.

In order to simplify equation (3.1), Lacroix proposes the use of the natural canonical basis made of 9 orthonormal masks and the masks $M_1, \ldots, M_4$, as given in figure 3.4, which generate a four dimensional edge space. However, the basis vectors $M_1, M_2, M_3, M_4$ are not orthogonal to each other. Therefore the basis is re-built into the orthogonal one as shown in figure 3.5. The canonical basis is used in order to compute the norm of the pattern vector so that equation (3.1)

\footnotesize
\begin{itemize}
    \item $[ , ]$ define the boundaries of an interval, the former indicates inclusion of the left value, the latter indicates exclusion of the right value.
    \item $\mathbb{R}$ represents the real numbers.
    \item $\mathbb{N}$ indicates the natural numbers (0 included).
\end{itemize}
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Figure 3.4: Some local operators for which eight gradient directions are available (after Lacroix [60]).

Figure 3.5: Lacroix's final basis.

becomes

\[ r \propto \sqrt{\frac{\sum_{i=1}^{4} (W \cdot B_i)^2}{w_{1,1}^2 + w_{2,1}^2 + \cdots + w_{3,3}^2}}}. \]  

(3.4)

The \( B_i \) are not strictly normalized but have the same norm so that a 'proportional to' sign (\( \propto \)) is used.

3.2.2.1 Park and Choi's remarks on Lacroix's algorithm

Park & Choi [77] noted that by setting 'a' in the templates \( B_1, \ldots, B_4 \) shown in figure 3.5 to \( \sqrt{2} \), Lacroix's orthogonal basis is the same as the Frei-Chen edge subspace basis.

Furthermore they propose a fast computation of the ratio \( r \) in equation (3.4)
3.3. IMPROVED MAGNITUDE CALCULATION STRATEGY

based on the normalized orthogonal basis as given in Gonzalez & Wintz [36]. Park & Choi rewrite equation (3.2) resulting in:

$$r = \frac{1}{2} \left( (w_{11} - w_{33})^2 + (w_{12} - w_{32})^2 + (w_{13} - w_{31})^2 + (w_{23} - w_{21})^2 \right) \left( W \cdot W \right) \tag{3.5}$$

3.2.2.2 Normalization of the Frei-Chen masks

Park [76] discusses the Frei-Chen edge masks in order to give a Fourier interpretation of the templates. He normalizes the nine orthogonal vectors $T_i$. The normalization factors are $2\sqrt{2}$ for $T_1, \cdots, T_4$; 2 for $T_5, T_6$; 6 for $T_7, T_8$ and 3 for $T_9$ and thus gets four new templates $T'_1, \cdots, T'_4$ as given in figure 3.6.

$$a = \frac{1}{2\sqrt{2}}, \quad b = \frac{1}{2}$$

Figure 3.6: normalized masks.

So the thresholding equation as proposed by Frei & Chen, equation (3.2), becomes for this case

$$r = \frac{1}{(W \cdot W)} \sum_{i=1}^{4} (W \cdot T'_i)^2 \tag{3.6}$$

3.3 Improved magnitude calculation strategy

Given the windows 1 and 2 as shown in figure 3.7.

$$\begin{array}{|c|c|c|} \hline 10 & 25 & 25 \\ \hline 10 & 25 & 25 \\ \hline \end{array} \quad \begin{array}{|c|c|c|} \hline 200 & 215 & 215 \\ \hline 200 & 215 & 215 \\ \hline \end{array}$$

Figure 3.7: two windows for ratio comparison.

The ratio $r$ as defined in equations (3.2) (i.e. Frei & Chen), (3.5) (i.e. Park &
Choi), and (3.6) (i.e. Park) is grey value dependent [93] as shown in Table 3.1. Table 3.1 shows the ratio values for Frei-Chen, Park & Choi's fast implementation and Park's normalized templates for window 1 and window 2. From this table it follows that regions with the same absolute spectral difference have different ratios for all implemented algorithms.

<table>
<thead>
<tr>
<th>templates</th>
<th>window 1</th>
<th>window 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frei-Chen</td>
<td>2700</td>
<td>2700</td>
</tr>
<tr>
<td></td>
<td>4050</td>
<td>397350</td>
</tr>
<tr>
<td>Park-Choi</td>
<td>337.5</td>
<td>337.5</td>
</tr>
<tr>
<td></td>
<td>4050</td>
<td>397350</td>
</tr>
<tr>
<td>Park</td>
<td>337.5</td>
<td>337.5</td>
</tr>
<tr>
<td></td>
<td>4050</td>
<td>397350</td>
</tr>
</tbody>
</table>

Table 3.1: different ratios.

This behaviour can cause problems while detecting edges and using a fixed threshold. Good detectable and well localized edges, but with a low relative difference between the surrounding regions having high spectral values, have a low ratio. Edges having a high relative difference between the surrounding regions having low spectral values, have a higher ratio than in the first case. Due to global threshold setting the last edge might be detected, while the first one might not. However, such an edge should be detected too. Therefore it is desirable to have the ratio depending not on the relative difference between neighbouring regions, but on the absolute difference.

```plaintext
compute MinValue of window W;
IF (MinValue > 1)
  THEN For all pixels in window W:
    PixelValue := PixelValue - MinValue;
ENDIF
```

Algorithm 3.2: subtraction of minimum value within the window W.

To avoid the above situation, a method is proposed here which overcomes this dependency in such a way that the ratio for two different windows (as shown in figure 3.7) will be the same, see algorithm 3.2.

Depending on the pixel values in the window W, equation (3.4) in combination
with the templates $B_1, \ldots, B_4$ as given in figure 3.5, gives an edge magnitude ratio.

Now given two ratios $r_1$ and $r_2$ which are computed both by equation 3.4. Equation 3.4 results in for $r_1$:

$$r_1 \propto \sqrt{\frac{\sum_{i=1}^{4} (W \cdot B_i)^2}{w_{i,1}^2 + w_{i,2}^2 + \cdots + w_{i,3}^2}}.$$  \hspace{1cm} (3.7)

and for $r_2$:

$$r_2 \propto \sqrt{\frac{\sum_{i=1}^{4} (P \cdot B_i)^2}{p_{i,1}^2 + p_{i,2}^2 + \cdots + p_{i,3}^2}}.$$  \hspace{1cm} (3.8)

It is to be expected that for two image-windows $P$ and $W$ for which:

$$w_{i,j} = p_{i,j} + \min$$  \hspace{1cm} (3.9)

the same edge magnitude (ratio $r$) for the pixel $w_{2,2} (r_1)$ and $p_{2,2} (r_2)$ will result, where $i, j = 1, \ldots, 3$, $\min > 0$ and $p_{i,j} > 0$.

On one hand it is shown that the numerator of equation (3.4) (i.e. adapted Frei & Chen) is independent of the spectral values if the absolute spectral difference between two adjacent regions is the same. On the other hand it is shown that the denominator is dependent on the spectral values, and that its value is higher as the spectral values of the pixels are high. This brings us to the following theorem:

**Theorem 3.1** The ratio $r$ as defined by equation (3.7) is dependent on $\min$ and the larger $\min$ the smaller $r$.

First two lemmas are given, which are used to prove the theorem.

**Lemma 3.1** The numerator of equation (3.7) (i.e. $\sum_{i=1}^{4} (W \cdot B_i)^2$) is equal to $\sum_{i=1}^{4} (P \cdot B_i)^2$ and thus independent on $\min$.

**Proof:**

Substitution of equation (3.9) for the templates of figure 3.5 in equation (3.7) gives for $WB_i$, $i = 1, \cdots, 4$

$$W \cdot B_i = -w_{1,1} - a \cdot w_{1,2} - w_{1,3} + w_{3,1} + a \cdot w_{3,2} + w_{3,3} =$$

$$= -(p_{i,1} + \min) - a \cdot (p_{i,2} + \min) - (p_{i,3} + \min) +$$

$$+ (p_{3,1} + \min) + a \cdot (p_{3,2} + \min) + (p_{3,3} + \min) = P \cdot B_i$$  \hspace{1cm} (3.10)
The proofs of $W \cdot B_2$, $W \cdot B_3$, $W \cdot B_4$ are similar.

As can been seen all $W \cdot B_i$'s = $P \cdot B_i$'s are independent of min and thus
\[
\sum_{i=1}^{4}(W \cdot B_i)^2 \quad \text{and} \quad \sum_{i=1}^{4}(P \cdot B_i)^2 \quad \text{are independent of min.}
\]

**LEMMA 3.2** The denominator of equation (3.7) (i.e. $(w_{1,1}^2 + \cdots + w_{3,3}^2)$) is
equal to the denominator of equation (3.8) (i.e. $(p_{1,1}^2 + \cdots + p_{3,3}^2)$) and thus
dependent on min.

**proof:**
The denominator results for $r_1$ with substitution of equation 3.9 in:
\[
\left( w_{1,1}^2 + w_{2,1}^2 + \cdots + w_{3,3}^2 \right)
\]
\[
\left( (p_{1,1} + \min)^2 + \cdots + (p_{3,3} + \min)^2 \right) =
\]
\[
9 \cdot \min^2 + 2 \cdot \min \cdot (p_{1,1} + \cdots + p_{3,3}) + (p_{1,1}^2 + \cdots + p_{3,3}^2).
\]

To be independent of min the above equation should be equal to:
\[
\left( p_{1,1}^2 + \cdots + p_{3,3}^2 \right)
\]
resulting in:
\[
9 \cdot \min + 2(p_{1,1} + \cdots + p_{3,3}) = 0
\]

As can be seen immediate equation (3.13) has no solution for $\min > 0$, $p_{i,j} > 0$. Hence the denominator of $r_1$ is not equal to the denominator of $r_2$. The above implies that for $\min > 0$ both denominators are dependent on min.

Using lemma 3.1 and 3.2 the proof of theorem 3.1 is easy:

**proof:**
The dependency of $r$ on min follows directly from lemma 3.1 and lemma 3.2. The
larger min, the higher the denominator and thus the smaller $r$. 

By applying algorithm 3.2 it is possible to eliminate the dependency on min in the
calculation of the ratio $r$. Thus the ratios found for pixel values having intensities
in the upper part of the spectral interval, i.e. $[0,255]$ for byte values, will be the
same as the ones found in the lower part.
3.3.1 Thresholding of the edge magnitudes

Having the edge magnitude values and their directions, the edge fragments must be determined. As all the edge-magnitudes are in $\mathbb{R}$ these must be converted to $\mathbb{N}$ (within $[0,255]$ for byte values) in order to make automatic computation of a threshold, using the histogram of the edge magnitude values, possible. Thus pixels depending on the computed threshold are being classified as edge candidates or as non edge candidates. From the edge candidates, pixels have to be selected in order to construct one pixel wide edge fragments. How this is done is explained in section 3.5.1.

The conversion requires the minimum and maximum edge magnitudes and uses the difference to create 256 equidistant intervals into which the edge magnitude values are put depending upon their original edge magnitude values. It has to be remarked that the conversion of values from the continuous domain into the discrete domain, causes loss of information. The converted image can be thresholded in order to reject pixels not belonging to the edge pixel class.

An automatic global\textsuperscript{4} threshold computation is included following Kapur et al. [53]. Their algorithm derives two probability distributions (in our case edge, non-edge pixels) from the original grey-level distribution. The maximum of the sum of the entropy of the edge pixels and the entropy of the non-edge pixels is taken as the threshold; see appendix B for a description of the algorithm. Of course other thresholding techniques can be used, e.g. [14, 21, 49, 56, 88, 91, 122].

Figure 3.8 shows the entropy histogram. For histogram calculation the computed edge magnitude values are used. From this histogram, the spectral value having the highest entropy is selected for the threshold (for image 3.10 it is 152, see a later section).

3.4 Edge detection in multi-channel imagery

None of the algorithms described so far defines what to do in the case of multi-channel imagery. For remotely sensed imagery this causes problems: it is necessary to decide either to use only one channel for segmentation or to use all channels separately and then selecting the 'best' one, subject to human interpretation.

In our implementation, for every channel the edge direction and edge magnitude is computed, resulting in an edge magnitude vector and an edge direction

\textsuperscript{4}A global thresholding technique is one that thresholds the entire image with a single threshold value, whereas a local threshold technique is one that partitions a given image into sub-images and determines a threshold for each of these sub-images. Global techniques can be divided into point-dependent, i.e. the threshold is determined solely from the grey-value of the pixels, and region-dependent, i.e. the threshold is determined from the local property in the neighbourhood of the pixel [91]. The method as proposed by Kapur et al. is a global point-dependent method.
vector. It is clear that for a given pixel the different channels might result in different magnitudes and different directions. This means that in some way a unique direction computation has to take place. The solution to this problem which has been used in this study, is to simply select the direction of the channel having the strongest magnitude value. More complex schemes could be envisaged based on examining the directions indicated in the different channels and taking a consensus view.

3.5 One pixel wide contour creation

The pixels classified as edge candidate pixels do not provide a one pixel wide contour. In order to select the 'best' candidates for contour creation, Lacroix [60] first computes the LBE for every pixel. Using these values Lacroix applies a non-maximum deletion algorithm to do the edge following and to create the one pixel wide contours.

3.5.1 Lacroix's likelihood of being an edge

The idea behind the LBE computation is to postpone the deletion of some edge points until contextual information becomes available. Pixels assigned a LBE=0 are deleted immediately. pixels with LBE=1 are definitely considered as edge
candidates, and pixels with $0 < \text{LBE} < 1$ have to pass the third module to know their status.

The LBE is computed as given hereafter. Each pixel has two counters $m$ and $v$; $m$ counts how many times a point is a local maximum; $v$ counts how many times a pixel is visited. While scanning the image, on each pixel a $3 \times 1$ window is placed such that the middle of the window coincides with the pixel and the other two pixels lie along the current gradient direction. All pixels in the window are visited during this process and their $v$ counters are incremented. But only the pixel(s) having the greatest gradient magnitude increment its/their $m$ counters. After the scan a $\text{LBE} = m/v$ is assigned to every pixel.

Now a pixel with a local maximum will have $\text{LBE} = 1$, while a pixel that is sometimes but not always a local maximum, depending on the position of the window, will have $0 < \text{LBE} < 1$, and a pixel which is never a local maximum will have $\text{LBE} = 0$.

### 3.5.2 Lacroix’s non-maximum deletion algorithm

Having all the LBE values for every pixel, Lacroix performs contour following based on Kunt’s algorithm [59], a sequential process which uses the fact that edges in the real world are mostly continuous and perpendicular to the edge gradient.

Lacroix’s algorithm marks pixels when they are visited, so contours do not overlap; the contour following algorithm is given algorithm 3.3. In this algorithm let $p$, $u$, and $d$ be, respectively the pixel up, perpendicular or down depending on the direction of the current pixel and, let $\text{max}$ be the maximum of their LBE.

Scan the image until an un-marked pixel with $\text{LBE} = 1$ is found. Start a left and right contour following from here. Depending on the current pixel’s edge direction, match the window selected from figure 3.9 onto it. In this figure the endpoint of the arrow is the current pixel.
mark current pixel;
IF (p has LBE = max)
THEN p is the next point of the contour
   IF LBE of u = 1 AND/OR LBE of d = 1
      THEN modify their LBE to 1/2
         {no new contour may start here}
      ENDIF
   ELSE IF (LBE of u = max) XOR (LBE of d = max)
      THEN the one with LBE=max is the next point of the contour
      ENDIF
   ELSE IF (LBE of u = max) AND (LBE of d = max)
      {current point is a junction}
      THEN choose the one with the closest gradient norm;
      set the LBE of the other to 1
   ENDIF
ELSE IF (LBE of p = max) XOR (previous LBE of p = max)
   THEN the one with LBE=max is the next point of the contour
   ENDIF
ENDIF

Algorithm 3.3: LBE following.

3.6 Results

Image 3.1 shows the SPOT test image from the Flevoland polder, The Netherlands, of July 4, 1991. The image size is 500 x 500 pixels by three channels. Image 3.2 shows channel 1, image 3.3 channel 2, and image 3.4 channel 3 of image 3.1. For clarity of display the images have been histogram equalized.

<table>
<thead>
<tr>
<th>templates</th>
<th>with subtraction</th>
<th>without subtraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>image 3.1</td>
<td>152</td>
<td>76</td>
</tr>
<tr>
<td>image 3.2</td>
<td>147</td>
<td>27</td>
</tr>
<tr>
<td>image 3.3</td>
<td>150</td>
<td>65</td>
</tr>
<tr>
<td>image 3.4</td>
<td>154</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 3.2: thresholds computed.

Image 3.1 shows presence of thin clouds. The separate fields are well recognizable. Image 3.2 and image 3.3 also show cloud presence. In image 3.4 however the clouds (visually) disappear. Also image 3.4 is brighter than the other two. Image 3.4 shows infield variance which is not visible in images 3.2 and 3.3. This
is due to the changing chlorophyll contents of crops which may be caused by different soil moisture conditions or even crop disease.

Table 3.2 shows the computed threshold. The thresholds computed without subtraction of the minimum of the pixels of window $W$ before edge magnitude computation, are lower than the thresholds computed with the subtraction of the minimum.

![Figure 3.10: converted magnitudes for image 3.1 with subtraction of the minimum for window $W$](image)

The edge-magnitude histogram for image 3.1 is given in figure 3.10. Note the peak for value 86.

The edge-magnitude histogram for image 3.1 without subtraction of the minimum is given in figure 3.11. Figures 3.10 and 3.11 show that the magnitudes in the first histogram are more distributed than in the second one. In figure 3.11 it can be seen that the edge magnitude values are concentrated around the value 5. Due to this concentration, thresholding might be complicated. The peaks in figure 3.10 can be caused by noise within the image. As indicated previously the subtraction of the minimum pixel value of the pixels of the window $W$, before computation of the edge magnitude, can emphasize the influence of noise pixels on the edge magnitude computation.

The reason that figure 3.10 and figure 3.11 are so different might be caused by the fact that many pixels have high intensity values, resulting in a relative low edge magnitude ratio. If the minimum pixel value is subtracted from the pixels in the window $W$, the intensity values become ‘lower’ and thus the edge
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magnitude ratio will be 'higher'. The better spread of the ratios is caused by the fact that the absolute difference between 'two edges' in the window $W$, plays a role. Low absolute differences result in a low edge magnitude ratio, while high absolute differences result in a high ratio.

Image 3.5 shows the resulting image after edge detection and following based on image 3.1. Images 3.6-3.8 are created by applying the edge detection to images 3.2-3.4 respectively. If we look at image 3.6 we see that the cloud presence is detected by the edge detector. For images 3.7 and 3.8 these are not so clearly visible. It can be seen that image 3.5 is more or less a composition of images 3.6, 3.7 and 3.8. Image 3.8 shows the most detail of the last mentioned, but it is also the noisiest one. Image 3.9 is the zoomed upper right part of image 3.5 where every edge pixel is labeled according to the channel which gave it the highest magnitude. Pixels having their origin from channel one are labeled red, pixels having their origin from channel two are labeled green, pixels having their origin from channel three are labeled blue. Of course combinations are possible as can be seen in the image.

Images 3.10 and 3.11 show the discrete edge magnitudes with and without subtraction of the minimum. The brighter pixels are pixels with a higher edge magnitude. Darker pixels are pixels where edge activity is low. It is clear that in image 3.10 far more pixels having a strong edge activity, are detected. From table 3.2 it follows that the pixel values for image 3.10 after thresholding are in the set \{0, 152, 153, \ldots, 255\}.
3.7 Concluding remarks

Image 3.12 shows image 3.11 but after thresholding. The computed threshold value for image 3.11 is 76. All pixels having an edge value below 76 are set to zero. Applying LBE computation and following on image 3.12 gives image 3.13.

If a comparison between image 3.5 and image 3.13 is made it is clear that image 3.5 shows more edges detected. This proves the effectiveness of subtraction of the minimum of the pixels of the input window $W$ before edge computation.

3.7 Concluding remarks

In this chapter it has been shown that edge detection can be made more sensitive to weak but well localized edges by subtracting the minimum pixel value of the input window $W$. A disadvantage however is that it is also more susceptible to noise. Due to noise in one channel, for a certain pixel, the intensity value of neighbouring pixels might differ significantly, resulting in an edge magnitude value higher than that of the other channels. This may cause a weak edge to be overruled by a noisy edge.

A weaker point is selection of the edge direction. In our implementation the final edge-direction is depending upon the strongest magnitude found. For example if a pixel consists of three channels and all channels give a comparable magnitude value but three different directions then the choice of the strongest might seem random.
Image 3.2: channel one of image 3.1.

Image 3.3: channel two of image 3.1.
3.7. Concluding remarks

Image 3.4: channel three of image 3.1.

Image 3.5: edges detected in image 3.1.
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Image 3.6: edges detected in image 3.2.

Image 3.7: edges detected in image 3.3.
3.7. Concluding remarks

Image 3.8: edges detected in image 3.4.

Image 3.9: zoomed upper right part of image 3.5. edges colored after channel origin, channel 1 green; channel 2 red; channel 3 blue; Flevopolder 91.
CHAPTER 3. AN IMPROVED EDGE DETECTION METHOD

Image 3.10: converted edge magnitude image within interval [0,255] of image 3.1.

Image 3.11: discretised edge magnitudes of image 3.1 without normalization.
3.7. Concluding remarks

Image 3.12: image 3.11 thresholded with threshold 76.

Image 3.13: final edges of image 3.1 without normalization.
Chapter 4

An Edge linking Method

4.1 Introduction

At the end of the edge detection procedure, every pixel is classified either as an edge pixel or as a non-edge pixel. Edge pixels which are 8-connected together form edge fragments. As stated in the introduction these fragments are normally not connected into closed structures (in the following referred to as closed polygons). In order to connect these fragments, pixels can be added which conform to simple rules.

In this chapter a newly developed method is described which connects edge fragments by adding pixels in such a way that closed polygons are formed. Fragments which cannot be joined into closed polygons will be deleted.

Graph theory is used to construct data structures which represent the connections between edge pixels. The edge following procedure looks for 8-connected un-marked edge pixels. These are then marked, and added as “sons” of the current pixel. This way “trees” are constructed together composing a “forest”. By using the forest information, edge pixels are added in a pre-defined way in the image, closing gaps and therefore creating closed polygons.

The main goal is to connect most of the separate edge fragments into new fragments which together form closed polygons. These polygons divide the image into separate areas. Within a separate area some non-connected edge fragments can still be present.

In Perkins [82] an edge linking method is described which uses an expansion-contraction technique. First edge points are expanded, i.e. grown within their neighbourhood, to close gaps and then contracted after the separate uniform regions have been identified. The process is performed iteratively from small to large expansions.
4.2 Data structure definitions.

Definitions given here are taken from Jeurissen [48].

[GRAPH] A graph \( G \) is a pair \( \langle N, V \rangle \) where \( N \) is a not empty set of points (nodes, vertices) and \( V \) a set of not ordered pairs of elements of \( N \). So if \( (a, b) \in V \) then \( (a, b) = (b, a) \). The elements of \( V \) are the edges, the elements of \( N \) are vertices, nodes. The degree of a point (node) \( p \) in a graph is the number of neighbours of \( p \), i.e. \( (p, p') \in V \).

[PATH] A path in a graph \( G \) is a tuple \( x_0, x_1, \ldots, x_k \) with:
- \( k \geq 0 \), \( x_i \in N \) for \( i = 0, 1, \ldots, k \) and
- \( (x_i, x_{i+1}) \in V \) for \( i = 0, 1, \ldots, k - 1 \) and \( x_i \neq x_j \) for \( i \neq j \).

The length is \( k \).

[CYCLE] A cycle in a graph \( G \) is a path \( x_0, \ldots, x_k \) with:
- \( x_0 = x_k \), \( x_i \neq x_j \) for \( 0 < j - i < k \) and \( k > 2 \), \( x_i \in N \).

[TREE] A tree is a connected graph without cycles. Connected means there is a path for every pair of nodes \( (a, b) \) from \( a \) to \( b \) (and vice versa).

[ROOT] A point of a tree having degree one.

[FOREST] A forest is a set of trees.

[DEGREE OF \( G \)] The degree of graph \( G \) is the total number of vertices of \( G \).

[LEAF] A leaf is a node of degree 1 (thus the root can be a leaf and a leaf can be the root of the tree).

---

\[
G = \langle N, V \rangle
\]
\[
N = \{1, 2, 3, 4, 5, 6, 7, 8\}
\]
\[
V = \{(1,2),(2,3),(2,4),(2,5),(4,6),(5,6),(6,7),(6,8)\}
\]

Figure 4.1: a graph example

The degree of node 2 of the graph \( G \) in figure 4.1 is 4, i.e. node 2 has 4 neighbours, nodes 1,3,4,5. The degree of \( G \) is 8. A cycle is 2,4,6,5,2. A path is 1,2,5,6,7 with length 4. To create a tree out of \( G \) delete one of the edges \( (2,5) \), \( (2,4) \), \( (4,6) \), \( (5,6) \).

Here the input image \( I \) is formulated in terms of a graph \( G \) as a tuple \( \langle N, V \rangle \), where:

\( N \) is the set of nodes of the graph. \( N \) is defined so that every node \( n \) represents a pixel \( p \) of \( I \) with \( p \) being an edge pixel.
4.3. Forest construction

* V is the set of edges \( v = (p_1, p_2) \) of the graph, where \( p_1 \) and \( p_2 \) are 8-connected pixels of \( I \). The edges \( v \) of \( V \) express the adjacency of two pixels within the image \( I \).

Every node \( n \) added to \( N \) will have an unique index; the row and column positions of the corresponding pixel \( p \) in the image \( I \), denoted by the function \( ind(n) = pos(p) = (x, y) \). Furthermore the function which determines \( p \)'s intensity value (label) as \( lab(p) = l, l \in L \) is defined, where \( L \) is a set of labels. Every pixel \( p \) of \( I \) is defined to be 8-connected, i.e. the pixel \( p \) in figure 4.2 is connected with the pixels \( 1, \ldots, 8 \), expressed by the arrows. Initially, pixels have an intensity value of 0 or 255 (i.e. edge, non-edge). While scanning the image pixels are marked for which values other than 0 or 255 are used.

![Figure 4.2: 8 connectivity.](image)

The distance \( d(p, q) \) between the centres of two pixels \( p \) and \( q \) is defined as:

\[
d(p, q) = d(pos(p), pos(q)) = d((p_x, p_y), (q_x, q_y)) = \sqrt{(p_x - q_x)^2 + (p_y - q_y)^2}
\]

where \( p_x, p_y \) are the column, row index respectively for the pixel \( p \) in the raster image \( I \). This results in a distance for the pixel \( p \) and the even numbered pixels of 1 in figure 4.2 and \( \sqrt{2} \) for \( p \) and the odd numbered pixels.

4.3 Forest construction

The basic idea behind the edge-following is a combination of depth-first and breadth-first search. Given a pixel \( p \), every time a new un-marked pixel \( q \) is found, with \( d(p, q) \leq \sqrt{2} \), it is remembered, as in a breadth-first search, but the searching continues in a depth-first way. If more than one un-marked neighbour \( q \) is found, then first the pixels having \( d(p, q) = 1 \) are added as sons of \( p \). In a later stage, remaining neighbours with a distance \( \sqrt{2} \) are added as sons of \( p \). If, of course, no neighbours with distance 1 are present then immediate neighbours with distance \( \sqrt{2} \) are added as sons of \( p \).

The algorithm 4.1 constructs trees, together forming a forest, so that a projection from the image to the forest is defined. Algorithm 4.1 is nothing more
then a projection of the input image on the forest $G$

$$proj : I \times I \rightarrow G$$

such that $\forall g \in G, p, q \in I, lab(p) = E, lab(q) = E, N_i \cup r$, where $R$ is the root of the tree:

$$proj(0, 0) = r, \quad ind(r) = pos(0) = (-1, -1) \quad \text{and}$$

$$proj(p, p) = n, \quad n \in N_i, \quad \forall p \in I : ind(n) = pos(p) = (x, y) \quad \text{and}$$

$$\begin{cases} 
  v \in V_i, \quad proj(p, p) = n, \quad proj(q, q) = m, \\
  n, m \in N_i \quad \text{and} \quad d(p, q) \leq \sqrt{2} 
\end{cases}$$

or

$$proj(p, q) = v, \quad \begin{cases} 
  v \not\in V_i, \quad proj(p, p) = n, \quad proj(q, q) = m, \\
  d(p, q) \leq \sqrt{2}, \\
  \exists_{n_1, \ldots, n_k \in N : r, n_1, \ldots, n_k, n} \quad \wedge \\
  \exists_{m_1, \ldots, m_l \in N : r, m_1, \ldots, m_l, m} 
\end{cases}$$

(4.2)

In words:

$proj(\emptyset, \emptyset) = r$, means the creation of a root node initialized with the $x, y$ values $-1, -1$.

$proj(p, p) = n$, means that for every pixel $p$ a node $n \in N$ is created, with as index the pixel positions within the image.

$proj(p, q) = v$, expresses the connectivity of the graph $G_i$. The corresponding nodes $n, m$ of $p, q$ respectively form an edge within $G_i$, or there exists a path from the root $r$ to the node $n$, and to node $m$, where $p$ and $q$ are 8-connected.

For simplicity reasons $proj(p, p)$ is written as $proj(p)$.

The backtrack algorithm for forest construction is given in algorithm 4.1. Given pixel $p$, with $(proj(p) = n), p \in I, n \in N_i$, first it is examined to determine if $p$ has 4-connected neighbours labelled ‘edge’. If present these are marked and added as sons of $n$. The construction continues for one of the 4-connected neighbours. If moreover, $p$ has also 8-connected neighbours these are not added as sons of $n$ (and thus not marked). Because of the backtrack principle of the algorithm their situation will be evaluated when no un-marked 4-connected pixels are present. When tracking back through the tree constructed, for every marked pixel the 8-connected pixels are checked. If they are not marked these are added as sons and tree construction continues from here (for the 8-connected pixels). If however, $p$ has no 4-connected neighbours but only 8-connected ones, these will be added as sons of $n$.

**Lemma 4.1** Algorithm 4.1 creates trees $G_i$'s in such a way that there is only one path from the root $r$ to a node $n, (proj(p) = n)$.

**proof:**

Assume there are two (or more) paths $P_1, P_2$ from $r$ to $n$. When $P_1$ is created
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WHILE \( \exists p \in I : \text{lab}(p) = E \) DO
1. \( G_i = (N_i, V_i) \), \( N_i := \emptyset \), \( V_i := \emptyset \).
2. \( \text{proj}(\emptyset) = r, \text{proj}(p) = n \),
   \( N_i := N_i + \{n, r\}, V_i := V_i + \{(r, n)\} \),
3. \( \text{lab}(p) := M \).
4. \( \text{build.tree}(p, n) = \)
   \( (a) B(p) = \{q | d(p, q) = 1 \text{ and } \text{lab}(q) = E\} \).
   \( (b) \forall q \in B(p) : \text{proj}(q) = m, N_i := N_i + \{m\}, V_i := V_i + \{(n, m)\}, \)
   \( \text{lab}(q) := M \).
   \( (c) \forall q \in B(p) : \text{build.tree}(q, n) \)
   \( (d) B(p) = \{q | d(p, q) \leq \sqrt{2} \text{ and } \text{lab}(q) = E\} \).
   \( (e) \forall q \in B(p) : \text{proj}(q) = m, N_i := N_i + \{m\}, V_i := V_i + \{(n, m)\}, \)
   \( \text{lab}(q) := M \).
   \( (f) \forall q \in B(p) : \text{build.tree}(q, n) \)
ENDWHILE
output \( G = \{G_0, \ldots, G_{NT}\} \).

Algorithm 4.1: tree construction.

and \( p \) is visited, \( p \) is marked, and therefore as defined by the algorithm, cannot be marked a second time when \( P_2 \) is being created. When an un-marked 8-connected neighbour \( q \) \( (\text{proj}(q) = m) \) of \( p \) is visited \( q \) is checked on being marked and therefore \( m \) can never be added as a son of \( n \) and thus within \( G \), there cannot be two paths from \( r \) to \( n \). □

**Lemma 4.2** Given two pixels \( p \) and \( q \in I, \text{proj}(p) = n, \text{proj}(q) = m. \) If \( p \) and \( q \) are 8-connected there is a path from \( n \) to \( m \) in the corresponding tree \( G_i \).

**Proof:**

1. if \((n, m) \in V_i \) then there is a path \( n, m \),
   or
2. \((n, m) \notin V_i \)
   Because of the connectivity of a tree there are paths:
   \( r, n_1, \ldots, n_j, \ldots, n_{k1}, n \) with \( k1 \geq 1 \) and
   \( r, n_1, \ldots, n_j, m_1, \ldots, m_{k2}, m \) with \( k2 \geq 1 \)
   so there is a path \( n, n_k, n_{k1-1}, \ldots, n_{j+1}, n_j, m_1, \ldots, m_{k2}, m \). □

**Lemma 4.3** If situation 2 of lemma 4.2 occurs then there is a closed polygon in \( I \) for that path.
proof: Because of the paths \( r, n_1, \ldots, n \) and \( r, n_1, \ldots, m \) there are chains in \( I \) from \( s, (\text{proj}(s) = n_1) \) to \( p \) and \( q \). Because \( p \) and \( q \) are 8-connected there is a chain from \( s \) to \( p \), \( p \) to \( q \) and, \( q \) to \( s \).

**Lemma 4.4** Every node can have at maximum three sons.

proof: Given figure 4.2 and \( p \) being the current pixel. Two cases have to be differentiated, i) the father of \( p \) is an even labelled pixel (e.g. 2) or ii) the father of \( p \) is an odd labelled pixel (e.g. 1).

case i):
Pixel 2 is taken as the father of \( p \). For pixels 4,6,8 being the father of \( p \) the proof is similar.

Pixels 1 and 3 cannot be neighbours of \( p \). If one of them would be an edge pixel, it would have been added as a son of 2 (as defined by the algorithm, 4-connected pixels are added first). If 8 is a son then 7 cannot be a son of \( p \). If 6 is a son then 5 and 7 cannot be sons of \( p \). If 4 is a son then 5 cannot be a son of \( p \). If 7 is a son of \( p \) then 6 and 8 cannot be sons of \( p \) (i.e. they cannot be edge pixels). If 5 is a son of \( p \) then 4 and 6 cannot be sons of \( p \) (i.e. they cannot be edge pixels). By writing out all the combinations now it can be seen that \( p \) can have at maximum three sons (pixels 4,6, and 8)!

case ii):
Pixel 1 is taken as the father of \( p \). For pixels 3,5,7 being the father of \( p \) the proof is similar.

Pixels 2 and 8 cannot be neighbours of \( p \). If one of them would be an edge pixel, it would have been added as a son of 1 (as defined by the algorithm, 4-connected pixels are added first). If 3 is a son then 4 cannot be a son of \( p \) (i.e. they cannot be edge pixels). If 5 is a son then 4 and 6 cannot be sons of \( p \) (i.e. they cannot be edge pixels). If 7 is a son then 6 cannot be a son of \( p \) (i.e. they cannot be edge pixels). If 4 is a son then 3 and 5 cannot be sons of \( p \). If 6 is a son then 5 and 7 cannot be sons of \( p \). By writing out all the combinations it can be seen that \( p \) can have at maximum three sons (pixels 3,5, and 7)!

An example of the image to forest conversion is given in figure 4.3. Pixel (5,5) is an example that first 4-connected nodes are added as sons. As can be seen in the corresponding graph only (5,6) is its son, and not also (6,6). An example of a pixel having 4-connected as well as 8-connected pixels as sons is pixel (3,10). When the 'following' algorithm has as current pixel (3,10) then first the 4-connected pixels are checked. This results in pixel (2,10) as the only son and the next pixel for contour following. As pixel (2,10) has no un-marked pixels within its vicinity, the following procedure stops here and the backtracking starts. The first pixel on the way back is pixel (3,10). Now the 8-connected pixels are checked, and pixel (4,11) is found and added as a son of (3,10).
What happens with structures in the image which are already closed while tree construction takes place? The algorithm is developed so that every pixel of an edge fragment appears once and only once as a node in the graph. This can be easily seen. If an 8-connected node is selected as the next point of a tree it is marked, and therefore can never be selected for addition to another node. Furthermore even if the current un-marked pixel has a marked neighbour, which has been marked some iterations before, no vertex is added to $V$, because only un-marked neighbours are registered as being neighbours of a pixel. This means however that for two pixels $p$ and $q$ which are 8-connected and thus appear in the same tree $G_i$, there is no vertex $(n,m)$ proj($p$) = $n$, proj($q$) = $m$ in $V$. Doing so precludes that cycles in $G_i$ are formed and that eventually searching within the graph might become impossible due to the circuit.

4.4 Determination of the leaves of the trees

By applying a depth-first algorithm using the back-track principle, the leaves $\mathcal{T}_G = \{\mathcal{T}_{G_0}, \ldots, \mathcal{T}_{G_{NT}}\}$ of the forest $G$, are determined easily. But not all the leaves $\mathcal{T}_{G_i}$, of the tree $G_i$ are leaf pixels in the image. Exceptions to be considered are:

1. pixels on the border of the image being a leaf of a tree, are not to be considered as leaf pixels within the image.
2. Given a leaf \( v \) of \( T_G \) and another leaf \( v' \) of \( T_G \), \( \text{proj}(p) = v \) and \( \text{proj}(q) = v' \) with \( d(p, q) \leq \sqrt{2} \), then \( p \) and \( q \) are 8-connected and are not considered as leaf pixels within the image.

3. Given a leaf \( v \) of \( T_G \) and a branch node \( n \in N \) and \( n \notin T_G \), \( \text{proj}(p) = v \) and \( \text{proj}(q) = n \). If \( d(p, q) \leq \sqrt{2} \) and \( n \) is not the father of \( v \) then \( v \) has not to be removed from \( T_G \).

The above three exceptions indicate that leaves for which these cases are valid have to be removed from \( T_G \), resulting in \( T_G^* = \{ T_{G_1}^*, \ldots, T_{G_{NT}}^* \} \).

**LEMMA 4.5** Given exception 2 or 3. Then the leaf \( v \) belongs to a closed polygon.

**proof:**

case 2.

Given path \( r, n_1, \ldots, n_k, v \) and path \( r, m_1, \ldots, m_i, v' \) and \( (v, v') \in V \).

Then there is a cycle \( n_j, \ldots, v, v', m_i, \ldots, m_1 \).

as for case 2.

Examples of the above three exceptions are given in figure 4.4. On the left we see the image and on the right the graph \( G_1 \) re-constructed from the image. In figure 4.4 pixel \((4,1)\) is an example of a border pixel. It also is the root of the tree \( G_1 \). An example of the second case are the leaves \((5,4)\) and \((6,4)\) which are within a distance of \( \sqrt{2} \) of each other. An example of the leaf-node case is pixel \((6,10)\). All these leaves are not 'real' leaves and should be removed from \( T_G \). After determination of all the leaves \( T_G^* \) is: \( \{(1,4), (5,4), (6,4), (6,10)\} \) After deletion of the non-valid leaves of \( T_G \), \( T_G^* \) is empty!

### 4.5 Edge fragment connection

Here we explicitly use the information gathered in the previous step. For every leaf of \( T_G^* \) we check for its corresponding pixel \( p \) within \( I \) if there are candidates for pixel addition. In order to determine the candidates for pixel connection, simple rules have been defined, which are:

- leaf-leaf connection (i.e. try to connect two leaves by adding edge pixels)
- leaf-branch connection (i.e. try to connect a leaf with a branch node by adding edge pixels).

Both cases are restricted by the following constraints:

- leaves \( v, v', \text{proj}(p) = v, \text{proj}(q) = v' \) with a distance of \( d(p, q) = 2, \sqrt{5} \) or \( \sqrt{8} \)
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Figure 4.4: examples of leaves within a tree.

- leaf \( v \), \( \text{proj}(p) = v \) with node \( n \), \( \text{proj}(n) = q \) with a distance of \( d(p, q) = 2, \sqrt{5} \) or \( \sqrt{8} \)

The idea of connecting only these two cases is generalized in algorithm 4.2.

The set of leaves of \( G \) is used for pixel addition in the image \( I \). Given a leaf \( v \) of \( T_G^* \) its corresponding pixel \( p \) is centered within a \( 5 \times 5 \) window. Looking at figure 4.5(a) we define the pixel labelled 0 (zero) in the centre of the window to be the layer zero pixel. The pixels labelled one are the layer one pixels and the pixels labelled 2 are the layer two pixels. The leaf-leaf and leaf-branch rules as defined above can now be re-formulated into the following: Given a layer zero edge-pixel, find a layer two edge pixel such that there is no layer one pixel connecting the layer zero and layer two pixel.

From figure 4.5(b) the following layer one triplets are formed:

\[
\mathcal{TR}_1 = \left\{ \langle 1, 2, 3 \rangle, \langle 2, 3, 4 \rangle, \langle 3, 4, 5 \rangle, \langle 4, 5, 6 \rangle, \langle 5, 6, 7 \rangle, \langle 6, 7, 8 \rangle, \langle 7, 8, 1 \rangle, \langle 8, 1, 2 \rangle \right\}
\]

and from layer two the following triplets

\[
\mathcal{TR}_2 = \left\{ \langle B, C, D \rangle, \langle D, E, F \rangle, \langle F, G, H \rangle, \langle H, I, J \rangle, \langle J, K, L \rangle, \langle L, M, N \rangle, \langle N, O, P \rangle, \langle P, A, B \rangle \right\}
\]
From both sets of triplets the following product is defined:

\[ TR = \begin{cases} 
\langle(1,2,3), (B, C, D)\rangle, \langle(2,3,4), (D, E, F)\rangle, \\
\langle(3,4,5), (F, G, H)\rangle, \langle(4,5,6), (H, I, J)\rangle, \\
\langle(5,6,7), (J, K, L)\rangle, \langle(6,7,8), (L, M, N)\rangle, \\
\langle(7,8,9), (N, O, P)\rangle, \langle(8,9,10), (P, A, B)\rangle 
\end{cases} \]

Using fig 4.5(b) and the sets \( T_R, T_R_1, \) and \( T_R_2 \) the connection can be defined as in algorithm 4.2.

For every leaf \( v \) of \( T_Q \), proj\( (p) = v \):

1. Define \( p \) to be the layer zero pixel.
2. Define \( S = \{2,6,8,4,3,1,5,7\} \), \( i := 1 \)
3. \( \forall \ q = S(i) \in S \)
   
   (a) IF one of the pixels \( q' \) of \( T_R_1(i) \) has \( lab(q') = E \).
       THEN \( i := i + 1 \), next element of \( S \)
   
   (b) IF no one of the pixels \( q' \) \( T_R_2(i) \) has \( lab(q') = E \).
       THEN \( i := i + 1 \), next element of \( S \)
   
   (c) \( lab(q) := E \)
   
   (d) IF perform area test left AND
       perform area test right THEN \( lab(q) := NOEDGE \)
   
   (e) \( i := i + 1 \)

Algorithm 4.2: edge fragment connection

In algorithm 4.2 \( T_R(i) \) indicates the i-th element from \( T_R \) e.g. \( T_R_1(1) = (1,2,3) \) and \( T_R_1(8) = (8,1,2) \), \( S(1) = 2 \) and \( S(8) = 7 \).

The “area test” performed in section 3d of algorithm 4.2, is a simple test in the image which checks if the new polygon covers at least a minimum number of
4.6 Pruning

In order to determine the closed polygons, superfluous information has to be deleted from the edge image. This means that edge-fragments not belonging to a closed polygon have to be removed. The edge fragment linking has added pixels in $I$ and, therefore it is not known which trees are connected within $G$. A simple solution to solve this is to re-construct the trees, resulting in a new graph $G' = \{G'_0, \ldots, G'_{NT}\}$. From this graph the set of leaves is also determined, resulting in $\mathcal{Y}_{G'} = \{\mathcal{Y}_{G'_1}, \ldots, \mathcal{Y}_{G'_{NT}}\}$. As before this set contains also leaves whose corresponding pixels are not to be removed from the image. These leaves are removed from $\mathcal{Y}_{G'}$ resulting in $\mathcal{Y}' = \mathcal{Y}'_{G'_1}, \ldots, \mathcal{Y}'_{G'_{NT}}$. The leaves within this set are used as start points for edge-fragment removal from the image $I$.

In order to simplify the pruning the path from the root to a leaf $v'$ is remembered (by the backtracking). Having deleted the leaf $v'$ its predecessor is known, and can be tested for removal. This is continued until no predecessor can be found which can be removed.

For removal of leaves three cases are considered. Given a tree $G'_i$ and a leaf $v$, $v \in \mathcal{Y}_{G'_i}$, $\text{proj}(p) = v$, then:

1. $v$ is the root of $G'_i$. Given a path $v = n_0, \ldots, n_k$ with $k \geq 1$, $\text{proj}(p_i) = n_i$ and $n_0, \ldots, n_{k-1}$ have degree 2, $n_0, n_k$ have degree 1. If for all $n_0, \ldots, n_{k-1}$ there is no node $n'$ with $\text{proj}(q) = n'$ for which $d(p_i, q) = \sqrt{2}$ and $n_i$ not the (grand)father of $n'$, then $n_0, \ldots, n_{k-1}$ can be removed from $G'_i$. If $n_k$ has degree one, remove $n_k$.

2. Given a path $n_0, \ldots, n_k = v$ with $k \geq 0$, $\text{proj}(p_i) = n_i$, and $n_0, \ldots, n_{k-1}$ have degree 2, $n_k$ has degree 1. Given a leaf $v' \neq v$ with $\text{proj}(q) = v'$. If for all $n_i, i = 0, \ldots, k$, $d(p_i, q) \geq \sqrt{2}$, then $n_0, \ldots, n_k$ can be removed from $G'_i$.

3. Given a path $n_0, \ldots, n_k = v$ with $k \geq 0$, $\text{proj}(p_i) = n_i$, and $n_0, \ldots, n_{k-1}$ have degree 2, $n_k$ has degree 1. Given a node $n' \not\in \{n_0, \ldots, n_k\}$ with $\text{proj}(q) = n'$. If for all $n_i, i = 0, \ldots, k$, $d(p_i, q) \geq \sqrt{2}$, then $n_0, \ldots, n_k$ can be removed from $G'_i$.

Examples of the above three cases are given in figure 4.6. The first case states that for nodes from the root until the first node having degree two or more, sons can be removed.
Lemma 4.6 Given a path \( w: v = n_0, \ldots, n_k \) If \( \exists n' \not\in \{n_0, \ldots, n_k : d(p_i, q') \leq \sqrt{2} \} \) where \( \text{proj}(p_i) = n_i \) and \( \text{proj}(q') = n' \). Then \( d(p_i, q') = \sqrt{2} \).

proof: Given a path \( w: v = n_0, \ldots, n_k \) as defined. Now given a node \( n' \not\in \{n_0, \ldots, n_k\} \), \( \text{proj}(q) = n' \). If \( d(p_i, q) = 1 \), \( n' \) would be a son of \( n_i \) and \( p \) would have an degree of three and so there would be a shorter path \( w': n_0, \ldots, n_i \).

The second and the third case need to be evaluated at the same time. If for a certain path \( w: n_0, \ldots, n_k = v \) case two is valid then also case three has to be evaluated before removal of the path is considered, and of course vice versa.
4.7 Determination of closed polygons

The detection of closed polygons is done by a floodfill procedure, as given in Smith [101]. It assumes that the boundaries of regions are 8-connected. But the filling itself uses only 4-connectedness, i.e. in figure 4.2 for pixel 'p' only the pixels '1', '3', '5', and '7' are examined. It assumes that all the pixels within a region have the same label, which is different from the label of the boundary (edge) pixels. A stack is employed to pop and push seed-points.

The floodfill results in labelling all the pixels within a closed polygon. By scanning the surrounding rectangle (i.e. bounding box) of the closed polygon, all the pixels with a neighbour labelled as being an edge pixel are determined.

4.8 Results

One of the images for which we show results is image 3.5. The results of the edge fragment connection and pruning are given in image 4.1. If we only perform the pruning without the edge fragment connection image 4.2 is the output. To show the strength of this method we show the results of the edge detection as well as the edge fragment connection for another image, image 4.3. This Landsat-TM image is of the Slieve Bloom Mountains in Central Ireland and has been taken on June 13, 1988. It consists of 5 channels (TM bands 1-5). The results of the edge detection are given in image 4.4. As can be seen this is quite a noisy image, probably due to the small fields in the scene. The image after the edge fragment
connection is given in image 4.5. This result is clearly well structured and already looks like a reasonably good segmentation.

4.9 Concluding remarks

Here an edge-fragment connection algorithm is described which adds pixels between edge fragments having a gap of one pixel, using a method which conforms to simple rules. At the end the pruning step removes edge fragments not belonging to closed polygons, so that the final result is a clean edge image composed only of closed polygons and nothing else. Different possibilities for the implementation of these algorithms are given in Verstraaten [111].

A disadvantage of this method is its ad hoc character. If for a certain leaf more than one connection is possible, the first found will be added.

Also information available within the vicinity of a leaf pixel is not considered. However its strongest point is its simplicity.

![Image 4.1: closed polygons found in image 3.5 (Flevopolder image) with pixel connection.](image)

A possible improvement in the connection procedure would be to use the direction of the edge pixels. While following, the pixels would be labelled according to their direction (only four directions are needed). Given a leaf, an attempt would first be made to connect this leaf with another edge pixel laying in the leaf's direction. If one is found these are connected and the connection as described before would not be used. There would be a (small) additional computational overhead in doing this.
4.9. Concluding remarks

Image 4.2: closed polygons found in image 3.8 (Flevopolder image) without pixel connection.

Image 4.4: edges found in Ireland image, lsjun88.lan.

Image 4.5: closed polygons with pixel connection found in image 4.3.
Chapter 5

Order Independent Region Growing

5.1 Introduction

In this chapter the region growing method as proposed by Tilton [106, 107, 108, 109] and, Beaulieu & Goldberg [7] is examined and adapted for integration with the edge detection process. This so called 'best merge' algorithm examines, in every merging iteration, the whole image context and merges that pair of adjacent regions having minimum merging cost. In case of ambiguity, when several pairs with the same minimum merging cost are possible, both authors do not give a solution for selecting a pair. Randomly selecting a pair might violate the order independence claim, i.e. the final segmentation result might be different when a different pair is selected. In order to achieve complete order independence, in case of ambiguity it is proposed to merge all the pairs (with the same merging costs) simultaneously. This means that in one iteration several (adjacent) regions might be merged into one region, or that non adjacent pairs (with the same merging costs) somewhere in the image are merged simultaneously. To verify that it is allowed to merge 3 (or more) adjacent regions in one iteration into one region, a cost function for the merging of these 3 (or more) adjacent regions, is derived. It is proven that the cost of simultaneous merging is not higher than pairwise merging of regions.

5.2 Order Dependence

Most region growing methods are sequential processes, i.e. the output of process 'i' is used as input for process 'j' and are subject to the problem of order dependence. Zucker [123] defines order dependence as: 'information acquired in earlier stages of processing can (will) be used to influence the processing of later stages'. Thus the first image points processed may affect the choice of the points to be processed next. More importantly the order in which image points are processed
may affect the final result. This means that selection of seed points is vital for a good segmentation result.

![Figure 5.1: the egg model.](image)

Figure 5.1 showing 'two sunny sides up eggs' explains the problem. Two initial regions A and B are shown. If first A is grown until its new border, the filled area, will belong to A. But if first B is grown the filled area will belong to region B.

Here however we would like to overcome the order dependence problem as stated in Tilton [107] and Ait Belaid et al. [1]. The end result of the segmentation should be independent of the choice of the start points, and it should depend only on the spectral signatures of the pixels and their spatial relationship.

### 5.3 The best merge algorithm

To overcome the order dependence problem an ideal solution would be to merge only the most similar pair of spatially adjacent regions (pixels) in the entire image at each iteration as stated in Beaulieu & Goldberg [7] and Tilton [109, 106, 107, 108]. This means that at every iteration the whole image context is examined, before the actual merging takes place. The algorithm in its basic form is given in algorithm 5.1. This approach is computationally intensive.

1. Define a (dis)similarity criterion for pairs of regions.
2. Define a stopping criterion
3. WHILE stopping criterion is not met DO
   1. Compute for all adjacent pairs of regions their similarity value.
   2. From these merge the single most similar pair.

Algorithm 5.1: principle of the best merge.

Beaulieu & Goldberg [7] do not explicitly mention the order dependence prob-
5.3. The Best Merge Algorithm

In Ait Belaid et al. [1] it is said that the order dependence problem can be overcome by using Beaulieu & Goldberg's algorithm.

Tilton speaks about performing a best merge at every iteration. A problem arises if two or more pairs have the same similarity value, or have a region in common.

Selection of the right pair in case of ambiguity is important, because it can affect the final segmentation result. In order to overcome this problem, a possibility is to merge all the pairs with the lowest similarity value simultaneously as stated in Schachter et al. [92]. The claim here is that complete order independence can be achieved if and only if pairs having the same similarity value are merged simultaneously. An algorithm will be proposed which performs the merging of a number of regions having the same merging cost, simultaneously (even on a sequential machine). However the total cost of the merging might be higher than if a pair is chosen randomly in case of ambiguity.

In order to compute a similarity value for adjacent pairs of regions, a similarity criterion has to be defined. The output of this criterion value for regions determines which regions are to be merged. It must be clear that for a different choice of a similarity criterion, different regions might be merged. Thus the selection of the similarity criterion might also influence the final result.

Tilton [106, 107] initially called his algorithm Spatially Constrained Clustering (SCC) which has been renamed since 1989 as Iterative Parallel Region Growing (IPRG) [107, 108]. Beaulieu & Goldberg call their algorithm the Hierarchical Stepwise Optimization Algorithm (HSWO).

5.3.1 The similarity criteria

5.3.1.1 Tilton’s criterion

Tilton [107] defined a dissimilarity criterion based on minimizing the increase in variance normalized mean square error. The mean square error ($MSE$) of the $k$-th band of a multi-band image is defined as:

$$\text{MSE}_k = E \left[ (D_k - D_{k}^r)^2 \right] \approx \frac{1}{N - 1} \sum_{p=1}^{N} (D_{kp} - D_{kp}^r)^2$$

(5.1)

where $D_k$ and $D_k^r$ are the data values of the $k$-th band of the original and region mean images, respectively; $D_{kp}$ and $D_{kp}^r$ are the values of the $p$-th pixel of the $k$-th band of the original and reconstructed images respectively; $E$ denotes the expected value; and $N$ is the total number of pixels in the image. A region mean image is formed by substituting the mean vector of each region for the multi-spectral radiance values of each pixel in the region.

The variance normalized mean squared error for the $k$-th band ($\text{NMSE}_k$) is
defined as:

\[
NMSE_k = \frac{MSE_k}{\sigma_k^2}
\]  

(5.2)

where \(\sigma_k^2\) is the variance of the k-th band. For a particular pair of spatially adjacent regions, \(\Delta NMSE_k\) is the change in \(NMSE_k\) when the pair of regions is merged and the new region mean image is formed and compared to the original image. This change in \(NMSE_k\) (i.e. \(\Delta NMSE_k\)) is calculated as follows:

\[
\Delta NMSE_k = \frac{MSE_k^e - MSE_k}{\sigma_k^2}
\]  

(5.3)

where \(MSE_k^e\) is the mean squared error when regions i and j are merged, while \(MSE_k\) is the mean squared error before regions i and j are merged. Equation 5.3 can be rewritten as:

\[
\Delta NMSE_k = \frac{n_i(\overline{D}_{k_i} - \overline{D}_{k_{ij}})^2 + n_j(\overline{D}_{k_j} - \overline{D}_{k_{ij}})^2}{(N - 1) \cdot \sigma_k^2}
\]  

(5.4)

where \(n_i\) and \(n_j\) are the number of pixels in region i and j respectively, before merging. \(\overline{D}_{k_i}\) and \(\overline{D}_{k_j}\) are the mean values of band k for regions i and j respectively, before merging. \(\overline{D}_{k_{ij}}\) is the mean value of band k for the region that would result from merging the regions i and j.

In order to create a region for all the bands (i.e. not having different regions for different bands) Tilton takes the sum (or equivalently, the average) over the bands, or the maximum over the bands.¹

In Baraldi & Parmiggiani [5] it is shown that the change in NMSE is the result of three different effects: the first is related to the contrast existing between the two segments to be merged, while the second and the third are due, respectively, to the ratio (product) and to the sum of the two segment areas. The possible combinations among these effects may lead the IPRG algorithm to some unacceptable behaviour. Furthermore it is stated that the IPRG similarity criterion considers as the best single merge, the segment pair which produces the lowest increase in \(\Delta NMSE\). However, this is a post-merge² heterogeneity control, when two segment feature vectors have been merged into one new parameter (which is in the IPRG case the \(\Delta NMSE\) variable).

In general, the similarity measurement should be used as an ante-merge condition, whose objective is to compare two segments, each one described by its own feature vector, in order to assess their degree of match (similarity value).

¹after a private communication, May, 1994.
²A ante-merge similarity condition, applied to a segment pair eligible for merging, means that the condition compares the statistics describing the first region of the pair with the second region. Whereas a post-merge similarity condition, refers to a segment pair eligible for merging, assesses the statistics of the third region resulting from the merging.
Applying the similarity measurement as a post-merge condition rather than as an ante-merge condition might be very misleading.

In their paper it is shown that the theoretical observations provided, show that the IPRG similarity criterion is not effective in pursuing spectrally homogeneous region segmentation by merging spectrally similar regions, each region being characterized by low-within segment variability. At the same time, in no way can the IPRG algorithm pursue texture homogeneous region segmentation [5].

But Tilton does not intend that his similarity criterion is connected with the IRPG algorithm: 'I have always thought of the similarity criterion that I have used as an “example” criterion just used for the development of the overall algorithm. I NEVER intended that the NMSE or Change in Entropy criterion should be intimately connected with the IPRG algorithm. They are just placeholders waiting for a demonstrably better replacement for a particular application'.

5.3.1.2 Beaulieu and Goldberg's criterion

Beaulieu & Goldberg [7] regard a picture as a two dimensional function \( f(x,y) \), where \((x,y) \in I, I \) being the image plane. A picture partition \( P \) divides the picture plane \( I \) into \( n \) regions, \( S_1, S_2, \ldots, S_n \). Let \( f_i(x,y) \) designate the pixel values for the region \( S_i \). Now \( f_i(x,y) \) can be written:

\[
f_i(x,y) \approx r_i(x,y)
\]  

(5.5)

where \( r_i(x,y) \) is a polynomial approximation of the pixel function \( f(x,y) \).

The approximation error for each region can now be calculated by the sum of the squared deviations:

\[
H(S_i) = \sum_{(x,y) \in S_i} (f(x,y) - r_i(x,y))^2.
\]  

(5.6)

The increase of error while merging two segments must be minimized and is defined as a sequence of stepwise optimizations (i.e. for every merging iteration). Thus the goal of the stepwise optimization problem is therefore to find the two segments for which merging produces the smallest increase in error. Therefore the stepwise criterion is defined as:

\[
C_{ij} = H(S_i \cup S_j) - H(S_i) - H(S_j).
\]  

(5.7)

By choosing

\[
r_i(x,y) = \mu_i,
\]  

(5.8)

\[3\text{ after a private communication, July, 1994]}

the segment approximation error or the segment cost is given as:

\[ H(S_t) = \sum_{(x,y) \in S_t} (f(x,y) - \mu_t)^2, \quad (5.9) \]

where \( \mu_t \) is the mean value of region \( t \). The segment approximation error can be rewritten as:

\[ C_{i,j} = \frac{N_i \cdot N_j}{N_i + N_j} (\mu_i - \mu_j)^2 \quad (5.10) \]

where \( N_i \) and \( N_j \) are the number of pixels in regions \( i \) and \( j \) respectively.

### 5.3.2 The stopping criteria

#### 5.3.2.1 Tilton's stopping criterion

Tilton defines in [107] a merging threshold. If a merge's (dis)similarity function is not better or equal to this threshold, no merging will be carried out. The threshold is defined as follows:

\[ \text{Threshold} = \frac{ME - NMSE}{\frac{1}{2}NR \cdot FR} \quad (5.11) \]

where \( ME \) is a user defined parameter, \( NR \) the number of regions at the current iteration, \( FR \) is the estimated fraction of regions participating in merges at each iteration and,

\[ NMSE = \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \left( \max_{k=1}^{m} (NMSE_{k,ij}) \right) \quad (5.12) \]

where \( N_1 \) is the number of rows and \( N_2 \) is the number of columns, and \( m \) is the number of bands.

In Baraldi & Parmiggiani [5] it is shown that there is need of an antecedent merge mean vector comparison, followed by a post-merge homogeneity test, performed by a spectrally homogeneous region segmentation algorithm.

Tilton left the above criterion in his current version of the IPRG. "The stopping criterion is a very difficult problem, since what is the "best" segmentation varies depending on the application. Also, you should find that, while the segmentation produced at a particular iteration may produce a generally "best" segmentation, in local areas this segmentation may be too coarse or too fine. Ultimately, one needs a locally adaptive stopping criterion, that can be adjusted for the needs of particular applications."  

---

4after a private communication, July, 1994
5.3.2.2 Beaulieu and Goldberg's stopping criterion

Beaulieu & Goldberg define as a stopping criterion either the number of regions merged as a percentage of the initial regions, or a value for the approximation error.

5.3.3 The algorithms

5.3.3.1 Tilton's algorithm

In his papers Tilton [109, 106, 107] states that the approach as given in algorithm 5.1 becomes impractical for large images even on a massively parallel computer. In order to overcome the problem of the high computational load, Tilton approached the best merge by performing in parallel a merge of selected sets at each iteration, see algorithm 5.2.

1. Initialize with one pixel per segment.
2. Compute a similarity measure for each pair of spatially adjacent segments.
3. Apply a merge control to all pairs of spatially adjacent regions based on merge constraints exploiting the similarity value as well.
4. Merge pairs of regions which have passed the merge control.
5. Check for convergence. If convergence is not reached, the procedure is iterated.

Algorithm 5.2: principle of the 'Iterative Parallel Region Growing' (IPRG) algorithm.

To achieve this merging of similar pairs in parallel, Tilton defines a set of sub-images recursively with respect to a certain region. A level 0 sub-image is the empty set. A level 1 sub-image with respect to a region is the region itself. A level 2 sub-image, with respect to a region is the level 1 sub-image with respect to that sub-image and all regions that are spatially adjacent to the level 1 sub-image. A level n sub-image with respect to a region is the level n-1 sub-image, with respect to that region, plus all regions that are spatially adjacent to the level n-1 sub-image. In figure 5.2 the different levels can be recognized immediately. The region labelled 'R' represents a level 1 sub-image with respect to region 'R'. The regions labelled 'R' and 2 represent a level 2 sub-image, and the regions labelled 'R', 2 and 3 represent a level 3 sub-image with respect to region 'R'.

Tilton states that the following scheme closely approximates the one merge per iteration approach. At each iteration, divide the image into a set of, possibly,
overlapping sub-images and then perform the best merge within each sub-image. After each iteration the sub-images will have to be re-defined appropriately.

Tilton defines merge constraint levels as follows. Constraint level $n$ signifies that merges are constrained to be the best merge within the union of the level $n$ sub-images with respect to each of the potential merging pairs.

5.3.3.2 Beaulieu and Goldberg's algorithm

Beaulieu & Goldberg noticed that only the neighbourhood of previous merged adjacent region pairs has to be recalculated, already reducing computation time significantly. They employ variables to hold the state in which the segmentation is at the current iteration. The HSWO algorithm starts with an initial picture partition $P^0 = \{S_1, S_2, \ldots, S_n\}$ obtained by merging pixels with the same spectral values. At each iteration it merges two segments to yield a segment hierarchy. The algorithm is given in algorithm 5.3.

The variables involved in the algorithm are as follows:
1) $B_i$, the neighbourhood of segment $S_i$
2) $D_i$, the parameters that describe the segment $S_i$, e.g. the segment mean and size
3) $C_{ij} = C(D_i, D_j)$, the cost of merging segment $S_i$ with $S_j$, where $S_j$ is contained in $B_i$.
4) $k$ denotes the level-number, $m$ the segment number.

Step 2 iii) is added in algorithm 5.3 compared to [7] because in [7] $S_m$ was not defined. In contrast with Beaulieu & Goldberg we do not use the intersection and union notation, but for the sake of simplicity we use the '+' and '-' operators. The notation 'A+B' means that elements from set B are added to set A. The notation 'A-B' indicates the elements from set B are removed from set A.
5.4 Similar merging pairs

A problem arises if two or more pairs of regions (within a sub-image) have an equal similarity criterion value. Tilton states that he randomly selects a merging pair\(^5\). Doing so might violate the order independence claim. Lately Tilton adapted his IPRG: 'In the current version of IPRG, the merge constraint scheme DOES break ties (the lowest region label wins), making merge constraint level 1.0 totally equivalent to Willebeek-LeMair’s [119] mutually best pairwise constraint\(^6\).

However, this is not sufficient, if the image is rotated 90 degrees, then another region will have the lowest region number, as the regions are numbered differently.

Beaulieu & Goldberg give no solution for this case. It is assumed however, that they also select a pair randomly in case of ambiguity. In order to fulfill

---
\(^5\)after a private communication, May, 1992.
\(^6\)after a private communication, July, 1994.
the order independence claim, it is necessary to merge the pairs having the same similarity criterion value \[92\], in one iteration in parallel (simultaneously).

5.5 A cost function for three regions

In their paper Beaulieu & Goldberg derived a cost function for merging that minimized the approximation error. Starting from the approximation error, equation (5.9) for one segment, using the stepwise criterion as given in equation (5.7), they derived the cost function for merging two segments \(H(S_i)\) and \(H(S_j)\) as given in equation (5.10).

Given three segments \(S_1, S_j, S_k\) of a picture partition \(P\), for which \(C_{ij}\) and \(C_{jk}\) are equal, then a cost function for the simultaneous merging of the three segments can be given. Redefine the stepwise criterion as:

\[
C_{ijk} = H(S_i \cup S_j \cup S_k) - H(S_i) - H(S_j) - H(S_k). \tag{5.13}
\]

By using:

\[
\sum_{(x,y) \in S_i} f(x, y) = N_i \mu_i \tag{5.14}
\]

and

\[
\mu_{ijuk} = \frac{N_i \mu_i + N_j \mu_j + N_k \mu_k}{N_i + N_j + N_k} \tag{5.15}
\]

we can derive the following cost function

\[
C_{ijk} = \frac{N_i \cdot N_j (\mu_i - \mu_j)^2 + N_i \cdot N_k (\mu_i - \mu_k)^2 + N_j \cdot N_k (\mu_j - \mu_k)^2}{N_i + N_j + N_k}. \tag{5.16}
\]

When more than 3 regions are involved in the merging process, the cost function can be generalized as follows:

\[
C_{t_1, \ldots, t_{NR}} = \frac{\sum_{k=0}^{NR} \sum_{l=k+1}^{NR} N_{tk} N_{ti} (\mu_{tk} - \mu_{ti})^2}{\sum_{k=0}^{NR} N_{tk}} \tag{5.17}
\]

where \(NR\) is the number of regions to be merged into one.

5.6 Cost comparison of pairwise or simultaneous merging

Here it is shown that the cost for merging three regions simultaneously in parallel is equal to merging in two consecutive steps two pairs from which one is in common.
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**Lemma 5.1** Given three regions $S_i, S_j, S_k$ for which $C_{ij} = C_{jk}$ then the sum of first merging $S_i$ and $S_j$ and secondly $(S_i U_j)$ and $S_k$ into $S_{(iUj)Uk}$ is equal to the cost of merging in one step $S_i, S_j$ and $S_k$ into $S_{iUjUk}$.

**proof:**

For the merging of three segments in parallel the cost function is $C_{i,j,k}$ as defined in equation (5.13). The merging of first $S_i$ and $S_j$ is given in equation (5.7) and then $S_{iUj}$ and $S_k$ into $S_{(iUj)Uk}$ is given as follows:

$$C_{(iUj)k} = H(S_{iUj} U S_k) - H(S_{iUj}) - H(S_k).$$  (5.18)

The total cost is now defined as:

$$C_{(iUj)k} + C_{ij}.$$  (5.19)

Given equation (5.19) and equation (5.13) it is sufficient to prove that

$$C_{ijk} = C_{(iUj)k} + C_{ij},$$  (5.20)

resulting in:

$$H(S_{iUj} U S_k) - H(S_i) - H(S_j) =$$

$$H(S_{iUj} U S_k) - H(S_{iUj}) + H(S_i U S_j) - H(S_i) - H(S_j).$$  (5.21)

Using

$$\mu_{iUj} = \frac{N_i \cdot \mu_i + N_j \cdot \mu_j}{N_i + N_j}$$  (5.22)

and equations (5.15) and (5.9) it is easy to proof that

$$H(S_{iUj} U S_k) = H(S_i U S_j U S_k)$$  (5.23)

and

$$H(S_{iUj}) = H(S_i U S_j)$$  (5.24)

and equation (5.20) follows. \(\square\)

This means that subsequent merging of 2 regions which have a region in common and which have both minimum cost can be replaced by the simultaneous merging of three regions, indicating that the piecewise approximation of the regions and their merging as set by Beaulieu & Goldberg [7] is still valid.

**An example**

The following example illustrates the above, i.e. the merging of 3 regions simultaneously is as expensive as first merging two of them into a new one, and then merging this new one with the remaining one into the final region.

For the regions $S_1, S_2, S_5$ and $S_6$ in figure 5.4 the total cost when merging first $S_1, S_2$ into $S_{1,2}$ then, $S_5, S_6$ into $S_{5,6}$ and finally $S_{1,2}$ and $S_{5,6}$ into $S_{1,2,5,6}$ is $1.5 + 1.5 + 12 = 15$.

Simultaneous merging of $S_1, S_2, S_5$ and $S_6$ into $S_{1,2,5,6}$ gives also 15.
5.7 Order independent best merging

5.7.1 The similarity criterion

In contrast to both Tilton and Beaulieu & Goldberg our similarity criterion does not take the segment size into account. An advantage is that regions are merged depending only upon their spectral values and not on their size and or shape.

The merging criterion defined is the Euclidean spectral distance between the regions i and j.

$$C_{i,j} = \sqrt{(\mu_{1i} - \mu_{1j})^2 + \cdots + (\mu_{ci} - \mu_{cj})^2}$$

(5.25)

where c is the number of channels. If only one channel is involved equation 5.25 becomes simply

$$C_{i,j} = |\mu_i - \mu_j|.$$  

(5.26)

How is the above merging criterion related to our aims? In Southern European countries the fields are normally only 1-2 ha. in area (about 10-20 Landsat-TM pixels). In table 5.1 a comparison between Northern and Southern European countries is given for farms holding less than 20 ha. To avoid merging of regions,

<table>
<thead>
<tr>
<th>country</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>44%</td>
</tr>
<tr>
<td>Denmark</td>
<td>46%</td>
</tr>
<tr>
<td>Greece</td>
<td>98%</td>
</tr>
<tr>
<td>Portugal</td>
<td>98%</td>
</tr>
<tr>
<td>Spain</td>
<td>88%</td>
</tr>
</tbody>
</table>

Table 5.1: percentage of total farm holdings of less than 20ha. in area, source Eurostat [30].

depending upon their field size, the merging criterion which they defined, needs to be changed to one which is independent of the size of the fields. The Euclidean distance supplies a merging criterion with this property. In section 5.8, for the merging criterion as proposed by Beaulieu & Goldberg it is shown, how the field size influences the merging cost, and thus the sequence of the pairs to be merged, see table 5.3.

5.7.2 The stopping criterion

As our criterion is the Euclidean distance we simply set a threshold which is a ‘derivative’ of this distance (depending upon the number of channels in the
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image). A disadvantage is its ad hoc character. Several thresholds have to be tried interactively. However, the threshold is independent of the number of regions or their size, in contrast with Tilton and Beaulieu & Goldberg. The set threshold only depends on the differences in intensity within the image and ideally needs to be larger than the variations within the different ground cover types and smaller than the mean difference between the different ground cover classes. These values can be known a-priori (i.e. using ground truth data) or can be derived with statistical methods [98] for a given image.

5.7.3 The new order independent merging algorithm

The first objective in developing a new best merge algorithm is that pairs with the same similarity value are merged within the same iteration simultaneously. This will also be the main difference of our algorithm from Beaulieu & Goldberg's algorithm. A second difference will be that no neighbour lists $B_i$ are created. Only at the end of every iteration after the merging of the similar pairs will a neighbour list be created, in order to update the distance list.

Given a pair of adjacent regions to be merged all the neighbours are computed. How this is done is explained in a following section. If the similarity criterion value for all adjacent pairs is greater than the merging threshold then the merging stops. All pairs having a similarity criterion value below the threshold are stored in an array.

The algorithm which is given in algorithm 5.4 starts with an initial picture partition $S = \{S_1, S_2, \ldots, S_n\}$ and at each iteration merges two or more segments with an equal similarity criterion value. Initially every pixel is regarded as a separate element of $S$. The variables involved in the algorithm are defined as follows:

1. $M_i$, the mean intensity value of segment $S_i$
2. $N_i$, the size of $S_i$ (number of pixels contained in $S_i$).
3. $P_i = \{e_1, e_2, \ldots, e_{N_i}\}$, the set of pixels contained in $S_i$.
4. $C_{i,j}$, the cost of merging segment $S_i$ with $S_j$, where $S_i$ and $S_j$ are adjacent.
5. $T$, the merging threshold depending on function $C$.

In words, algorithm 5.4 can be described as follows:
In step 2 (i) the set of pairs of segments $S_u, S_v$ having minimum cost $C_{u,v}$ is calculated. In step 2 (ii) we determine for every pair $S_u, S_v$ their neighbours and their costs, if such a pair is a member of $CS$. In step 2 (iii) all segment pairs found in 2(i) or 2(ii) are deleted from $CS$ to create a new set $CS'$. In step 2 (iv) the actual merging is done. All pairs having minimum cost are merged in parallel. If more than one segment pair share a common segment then they are spatially contiguous and are merged into one.
1. Initialization
   i) \( S = \{S_1, S_2, \ldots, S_n\} \)
   ii) set value of threshold \( T \)
   iii) merge \( S_i \) and \( S_j \) if \( M_i = M_j \) and \( S_i \) and \( S_j \) are adjacent
   iv) \( CS = \{(S_i, S_j) \mid S_i \) and \( S_j \) adjacent and \( i < j \) and \( C_{i,j} < T \}\)

2. Merge the most similar segments
   (i) \( CS_{\text{min}} = \{(S_u, S_v) \mid (S_u, S_v) \in CS \) and \( C_{u,v} = \text{MINIMUM} \} \)
   (ii) \( CS_{\text{nbr}} = \{(S_u, S_k), (S_v, S_l) \mid (S_u, S_k) \in CS \) or \( (S_v, S_l) \in CS \} \)
   (iii) \( CS' = CS - CS_{\text{min}} - CS_{\text{nbr}} \)
   (iv) simultaneously create a new set \( S_{\text{new}} \) of all possible new segments \( S_m \), each from \( K \) segment pairs \( (S_x, S_y) \) such that:
   \[
P_m : \left\{ e \mid e \in \bigcup_{1}^{K}[P_x \cup P_y] \text{ such that } (S_x, S_y) \in CS_{\text{min}} \right\}
   \]
   and the \( K \) segment pairs are spatially contiguous.
   (v) \( S' := S - S_i \) where \( S_i \) is one component of a pair \( (S_p, S_q) \) and \( (S_p, S_q) \in CS_{\text{min}} \)
   (vi) \( S'' := S' \cup S_{\text{new}} \)
   (vii) \( \forall S_i \in S_{\text{new}} : \) calculate \( M_i \)
   (viii) \( \forall S_i \in S_{\text{new}} : \) calculate \( C_{i,j} \) where \( S_j \in S'' \) and \( S_i, S_j \) adjacent
   (ix) \( CS_{\text{new1}} = \{(S_i, S_j) \mid \forall S_i \in S_{\text{new}} : S_j \in S'', i < j, C_{i,j} < T \) and \( S_i, S_j \) adjacent.\}
   (x) \( CS_{\text{new2}} = \{(S_i, S_j) \mid \forall S_j \in S_{\text{new}} : S_i \in S'', i < j, C_{i,j} < T \) and \( S_i, S_j \) adjacent.\}
   (xi) \( CS_{\text{new}} = CS_{\text{new1}} \cup CS_{\text{new2}} \)
   (xii) \( CS'' = CS' \cup CS_{\text{new}} \)
   (xiii) \( CS := CS''; S := S''; \)
   Go back to 2(i) unless stopping criterion fulfilled.

3. Stopping condition
   \( CS = \emptyset \).

Algorithm 5.4: Simultaneous Order Independent Iterative Merging (SOIM).
In step 2 (v) all segments are removed from $S$ which are contained in the segment pairs in $CS_{\text{min}}$ since these will have been merged. In step 2 (vi) the newly created segments which are members of $S_{\text{new}}$ are added to $S$. In step 2 (vii) and 2 (viii) the properties of the newly created segments are computed. In steps 2 (ix) - 2 (xi) the new set of segment pairs is created where each pair has at least one element in $S_{\text{new}}$, the pairs are adjacent, and the cost of merging each pair is within the threshold. In step 2 (xii) the new segment pairs found in steps 2 (ix) - 2 (xi) are added to $CS'$. In step 2 (xiii) $S$ and $CS$ are updated to contain (a) the new set of segments making up the image and (b) the set of segment pairs which are within the merging threshold respectively.

Because of the consistent simultaneous merging in case of ambiguity we call our algorithm Simultaneous Order Independent Iterative Merging (SOIM).

5.8 Two examples for the three different versions

Here two examples of the different similarity criteria as defined by the different authors on two windows are given. The first example is the one given in Beaulieu & Goldberg [7] and is an example of a 'nice' one. For both Tilton and, Beaulieu & Goldberg no ambiguity between pairs appears. The second example (see Schreurs [100]) slightly differs from the first one so that for all authors, ambiguity between pairs appears.

Example 1

We list the criterion values for Beaulieu & Goldberg, Tilton and, our algorithm. As can be seen from table 5.2 all three criteria result in the same pair with the lowest dissimilarity value (Tilton) and similarity value (Beaulieu & Goldberg) (pair (2, 5)). Our method also returns the pair (1, 2). This means that the pairs (1, 2) and (2, 5) must be merged simultaneously in order to compose the new region (1, 2, 5). The new region mean for the new region (1, 2, 5) will be:
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Table 5.2: merging costs for the 3 algorithms for example 1 for one iteration.

<table>
<thead>
<tr>
<th>pairs</th>
<th>HSWO</th>
<th>IPRG</th>
<th>SOIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1 \ S_2$</td>
<td>1.5</td>
<td>0.005</td>
<td>1</td>
</tr>
<tr>
<td>$S_1 \ S_4$</td>
<td>60.7</td>
<td>0.193</td>
<td>9</td>
</tr>
<tr>
<td>$S_1 \ S_5$</td>
<td>4.8</td>
<td>0.015</td>
<td>2</td>
</tr>
<tr>
<td>$S_1 \ S_6$</td>
<td>30.0</td>
<td>0.095</td>
<td>5</td>
</tr>
<tr>
<td>$S_2 \ S_3$</td>
<td>181.5</td>
<td>0.576</td>
<td>11</td>
</tr>
<tr>
<td>$S_2 \ S_4$</td>
<td>48.0</td>
<td>0.152</td>
<td>8</td>
</tr>
<tr>
<td>$S_2 \ S_5$</td>
<td>1.2</td>
<td>0.004</td>
<td>1</td>
</tr>
<tr>
<td>$S_3 \ S_5$</td>
<td>120.0</td>
<td>0.381</td>
<td>10</td>
</tr>
<tr>
<td>$S_3 \ S_7$</td>
<td>10.8</td>
<td>0.034</td>
<td>3</td>
</tr>
<tr>
<td>$S_4 \ S_5$</td>
<td>32.7</td>
<td>0.104</td>
<td>7</td>
</tr>
<tr>
<td>$S_5 \ S_6$</td>
<td>9.0</td>
<td>0.029</td>
<td>3</td>
</tr>
<tr>
<td>$S_5 \ S_7$</td>
<td>49.0</td>
<td>0.156</td>
<td>7</td>
</tr>
<tr>
<td>$S_6 \ S_7$</td>
<td>16.0</td>
<td>0.051</td>
<td>4</td>
</tr>
</tbody>
</table>

\[
\frac{3 \cdot 1 + 3 \cdot 2 + 2 \cdot 3}{3 + 3 + 2} = 1.875
\] (5.27)

The mean value for the pairs (2, 5) and (1, 2) for both Tilton and Beaulieu & Goldberg will be also 1.875.

Another interesting fact is that Beaulieu & Goldberg's criterion favours the merging of smaller regions in case of equal difference in mean of two regions.

Table 5.3 shows the values of weighting factor $f_{ij}$ for segment sizes of regions $S_i$ and $S_j$ between 1 and 9. In case of ambiguity of two pairs of regions with the same difference in spectral value, smaller regions are favoured for merging over larger regions. Also the merging of a small region with a large region is favoured over the merging of two regions with a comparable but smaller size.

Tilton's criterion as given in equation 5.4 also favours the merging of smaller regions.

Example 2

In this example we have changed the pixel values in such a way that both Tilton
5.9 Merging isolated pixels

After merging, isolated pixels still remain within the image. These isolated pixels have spectral values significantly different from their surrounding neighbouring segments. This means that adding them to the closest neighbour and updat-
Table 5.4: merging costs for the 3 algorithms for example 2 for one iteration.

<table>
<thead>
<tr>
<th>pairs</th>
<th>HSWO</th>
<th>IPRG</th>
<th>SOIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$ $S_2$</td>
<td>1.5</td>
<td>0.007</td>
<td>1</td>
</tr>
<tr>
<td>$S_1$ $S_4$</td>
<td>60.7</td>
<td>0.270</td>
<td>9</td>
</tr>
<tr>
<td>$S_1$ $S_5$</td>
<td>6</td>
<td>0.027</td>
<td>2</td>
</tr>
<tr>
<td>$S_1$ $S_6$</td>
<td>13.5</td>
<td>0.060</td>
<td>3</td>
</tr>
<tr>
<td>$S_2$ $S_3$</td>
<td>181.5</td>
<td>0.645</td>
<td>11</td>
</tr>
<tr>
<td>$S_2$ $S_4$</td>
<td>48.0</td>
<td>0.213</td>
<td>8</td>
</tr>
<tr>
<td>$S_2$ $S_5$</td>
<td>1.5</td>
<td>0.007</td>
<td>1</td>
</tr>
<tr>
<td>$S_3$ $S_5$</td>
<td>120.0</td>
<td>0.533</td>
<td>10</td>
</tr>
<tr>
<td>$S_4$ $S_5$</td>
<td>36.7</td>
<td>0.163</td>
<td>7</td>
</tr>
<tr>
<td>$S_5$ $S_6$</td>
<td>1.5</td>
<td>0.007</td>
<td>1</td>
</tr>
<tr>
<td>$S_5$ $S_7$</td>
<td>6.7</td>
<td>0.030</td>
<td>3</td>
</tr>
<tr>
<td>$S_6$ $S_7$</td>
<td>3</td>
<td>0.013</td>
<td>2</td>
</tr>
</tbody>
</table>

ing the segment parameters would weaken the constraint of computing 'pure' regions. In order to overcome the above, three rules (see algorithm 5.5) have been developed which try to add isolated pixels to existing regions, but without updating the segment mean [52]. Of course more rules could be developed and implemented. Note: in the rules of algorithm 5.5 a “segment” means a segment with size greater than 1. Adding pixels to segments diminishes the number of isolated pixels and the output image will be less noisy.

In figure 5.5 an example is given for every rule. For rule 1, $P$ is 4-connected to the four segments A,B,C,D. Assuming that $P$ is spectrally closest to A, then $P$ will be added to that segment. For rule 2, $P$ is at 3 places a 4-connected neighbour of segment A. Therefore $P$ is added to segment A. For rule 3, $P$ and $Q$ are 4-connected and $P$ is 4-connected with the segments A,B,C. Assuming that $P$ is closest to segment A, $P$ will be added to that segment.

5.10 Disadvantages of SOIM

A disadvantage of the simultaneous merging however might be that the criterion as set by Beaulieu & Goldberg in minimizing the merging cost might be violated.
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1. IF $P$ is surrounded by four different segments
   THEN assign $P$ to the spectrally nearest segment

2. IF $P$ is surrounded by three pixels belonging to one segment
   THEN assign $P$ to this segment

3. IF $P$ is surrounded by three different segments
   AND the spectral distance between $P$ and the remaining
   isolated pixel $Q$ is greater than the minimum distance
   between $P$ and one of the adjacent segments
   THEN assign the pixel to that segment.

Algorithm 5.5: rules for merging isolated pixels based on 4-connectedness.

![Diagram](image)

Figure 5.5: examples of the three context rules. $P$ and $Q$ are isolated pixels and $A, B, C, D, F$ are regions with size $> 1$.

The cost of merging regions $A, B,$ and $C$ in case of equal cost for $(A, B)$ and $(B, C)$, simultaneously, might be higher than separate merging of first $A$ and $B$ and then (in a later step) $B$ and $C$.

5.10.1 Merging effects of SOIM

Due to the consistent simultaneous merging at every iteration, paths of connected pairs with the same cost function might be constructed.

A nice example for which this is the case is the following: an image consisting of 1 line by 256 columns, where the pixels in column 0 have spectral value zero, the pixels in column 1 have spectral value one, etc. For our algorithm this image generates the end result after only one iteration and merges all the pixels into one segment.

Example 2 in the previous section also shows the consistent simultaneous
merging. For SOIM, in the first iteration, immediately the regions $S_1$, $S_2$, $S_5$, and $S_6$ are merged into one new region, whereas for both Tilton and Beaulieu & Goldberg a pair is selected randomly.

![Table](image)

**Figure 5.6: an example of an image ramp.**

Tilton, however, is concerned that with our algorithm, image data ramps as shown in figure 5.6 will be inappropriately merged\(^7\). However from experiments with remotely sensed imagery this "inappropriate" merging does not appear to occur very frequently.

### 5.11 Data structures used for HSWO and SOIM

#### 5.11.1 Beaulieu's implementation of the HSWO algorithm

In [6] Beaulieu describes the implementation of the HSWO algorithm. Recalculation of the similarity value for all adjacent pairs can be avoided by updating only the values that are modified by a segment merger.

Referring to algorithm 5.3 Beaulieu uses a descriptive data structure $D_i$ containing region information of $S_i$, i.e. the segment mean and size. The criterion $C_{ij}$ is calculated from $D_i$ and $D_j$. Each region $S_i$ also has a neighbour list $B_i$. For each region $S_i$ all its neighbours are examined, in order to find the one with the lowest criterion value, the best neighbour. The lowest criterion value is stored in a criterion list $Cr(i)$. A tree structure is employed to find the lowest value of the criterion list. Thus data structures are employed to organize image data and to reduce computing time, which is obtained by storing the parameters $D_i$ which don't needed to be re-computed each time information about segment $S_i$ is requested.

#### 5.11.2 About the implementation of SOIM

In the current version of SOIM a data structure (known as cell) is used for book-keeping information about a region. Every cell contains the mean spectral value of that region, its size, its members, and a flag if it is the main cell of a region. Knowing the number of channels in the image, memory can be allocated dynamically for the mean spectral values of the channels. The data structure

---

\(^7\)after a private communication, July, 1994.
uses separate arrays (i.e. for size/memberof, the mean and the members). Furthermore two compile time switches are created. While compiling the program two parameters can be set, determining the functionality of the program. One switch is for storing the bounding box of a cell or storing the members itself, and the other one is for storing the neighbours or re-computing these every time they are needed. In the version used the members are stored and the neighbours are re-calculated every time they are needed (see below).

The current version of the best merge looks at every iteration the set of all pairs of regions for which the value of the cost function \( C_{i,j} \) is equal to the minimum value of all \( C_{i,j} \)'s. It is assumed that the cost function is symmetric, i.e. \( C_{i,j} = C_{j,i} \). This way it is sufficient to compare pairs \((i,j)\) for which \( i > j \).

The two different implementations described in [100] differ in the structure containing the distance information. In the first implementation the data structure contains the distance, main cell, and the neighbour for every distance. In the second implementation however the variable “neighbour” is omitted and is computed every time it is needed. This means that for the first implementation 12 bytes are needed and for the second 8 bytes for each distance.

A significant difference of our implementation with Beaulieu’s [6] implementation is that no neighbour list is maintained and this results in saving of memory.

Every region’s neighbours are computed every time they are needed for the pair of regions to be merged. This can slow down the algorithm, but updating the neighbour lists is also time consuming. Given a pair \((R_a, R_b)\) of adjacent regions to be merged, first the neighbours of \(R_a\) and then of \(R_b\) are calculated. The pixels in the image are numbered from left to right and from top to bottom. This means that the \((x,y)\) coordinates of a pixel can be easily determined. From the members (pixels) of \(R_a\) we can compute the minimum and maximum values in \(z\)-direction as well as in the \(y\)-direction (4-connected), i.e. \((\min x, \max x)\) and \((\min y, \max y)\). Now fit a window of \((\min x - 1, \max x + 1)\) and \((\min y - 1, \max y + 1)\) and then check for every pixel within the window the pixel’s membership of \(R_a\). If it does not belong to \(R_a\) and is not a member of \(R_b\) and has a 4-connected member which is an element of \(R_a\), then store its membership value in \(R_a\)’s neighbour list. The same is done for \(R_b\).

5.12 Results

The region growing process has been tested on various images such as the agricultural area in the vicinity of Lisbon, Portugal, shown in image 5.1. This image is a 256 x 256 part of the Lisbon area, Landsat-TM scene of June 24, 1991. For displaying the image the RGB\(^8\) mapping is on channels 4,5,3 respectively.
Image 5.1: Landsat-TM, June 24, 1991, 256 × 256 zoomed part of Lisbon area image, Portugal, 6 channels. For display, R,G,B = channels 4,5,3, Original satellite data ©Eurimage.

Image 5.2: image 5.1 merged with threshold 6 (R,G,B = channel 4,5,3).
5.13. Comparison of results with the IPRG

To make a comparison between the segmentation results of both SOIM and IPRG possible, Tilton implemented our cost function (equation 5.25) in the IPRG. The results of using IPRG in combination with equation 5.25 are given in images 5.4 and 5.5. As can be seen his results are very similar with our results for the image region grown with threshold 6. For both algorithms with threshold 15 it can be seen that most of the image is grown into one region. Remarkably structures detected with SOIM are not detected with IPRG and vice versa. This could be due to the fact that Tilton performs his merging within the separate sub-images in parallel.
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Image 5.4: image 5.1 merged with IPRG with threshold 6, cost function used equation 5.25 (R,G,B channel 4,5,3.).

Image 5.5: image 5.1 merged with IPRG with threshold 15, cost function used equation 5.25 (R,G,B channel 4,5,3.).
As Tilton performs a best merge within every sub-image it is not necessary to merge regions with the lowest merging cost in the entire image. The pair merged within one sub-image can have a merging cost much higher than the pair having the lowest cost within another sub-image.

Our criterion to merge only pairs with the lowest costs reduces the set of pairs drastically. Therefore it can be concluded that our merging scheme effectively does mutual best pairwise merging, because the occurrence of non mutual best pairwise merging is rare.

5.14 Concluding remarks

In this chapter it has been shown that the order independence aim as set by Tilton and Beaulieu & Goldberg is violated in case of ambiguity in minimum similarity criteria values between pairs of regions for their algorithms. In this case a randomly selected pair is merged. In order to overcome this weakness it is proposed in case of ambiguity to merge these pairs in parallel.

The main question to be answered however, remains: How does the consistent iterative simultaneous merging influence the end result? On the images thus far merged with SOIM the above problem seemed to have no visible influence on the final result. But for the image ramp as proposed in section 5.10.1 it seems better to randomly select a pair of regions each iteration instead of merging all the pairs simultaneously into one region at the first iteration.

Furthermore a data structure is proposed which contains all the region information needed, but which minimizes memory usage initially. Furthermore two different implementations for minimizing the memory needs for the distances are given. A saving of 33% is gained but it must be noted that the second implementation is significantly slower.

Our stopping criterion is a threshold on the cost function which depends only on the spectral values of the pixels and not on the region size. This is in contrast to Beaulieu & Goldberg and Tilton where the region size influences the cost function. For their case however, the problem is that a priori knowledge of the image to be processed is required. A problem for our case however, is the setting of the threshold. It is difficult to set a good merging threshold and further research on this topic is merited.
6.1 Introduction

Landsat-TM full scenes occupy about 250Mb. Keeping full scene imagery in main memory is (until now) for most UNIX based workstations, due to the amount of RAM available, impossible. Furthermore also memory is needed for storing intermediate results (often 3-5 times the size of the input image). Because of this large memory need, 'intelligent' algorithms have to be developed which keeps that part of the image which is needed in memory and the rest on disk. For this purpose 'slicing' and 'windowing' techniques are used. In these techniques a trade off is made between RAM usage and the number of disk I/O operations needed.

The segmentation method as defined in the former chapters, is adapted for processing full scene images using the slicing technique (if needed). The algorithm is implemented in such a way that processing on a one CPU machine (a sequential machine), from the computation time point of view, becomes feasible. The slicing technique is used for all parts except for edge following and best merge.

6.2 The slicing technique and windowing technique

Data is expected to be in BIL$^1$ format. In the description of the slicing technique we use the following parameters: $N$: the number of lines of the scene, $M$: the number of columns of the scene, $C$: the number of channels. The number of pixels within one image is therefore $N \times M \times C$.

$^1$Band Inter-Leaved format, which indicates that data is registered in the following order, Line 1, band 1, line 1, band 2,..., line 1, band C; line 2, band 1, ... line 2, band C, line 3, band 1,..., line N, band C. Also other formats are possible, see e.g. Schowengerdt [99].
6.2.1 The slicing technique

The slicing technique uses a sliding window, and its basic idea is shown in figure 6.2. A window is defined covering a certain number of lines \( K \) with \( K < N \). Here \( K \) is set to 3. The window moves from the top of the image (line 1) to the bottom (line \( N \)). The image data under the window will be read into RAM, the data outside the window will be kept on disk. To have access to the data within the window a pointer array is defined. Every element of the array points to a separate line. Initially the first pointer points to the top-line of the window and the k-th pointer points to the bottom-line of the window. If the data to be processed is on the bottom part of the window (i.e. near line \( K \)), the top part, i.e. the first \( L \) (\( L < K \)) lines, will be written to disk (i.e. the input/output file is updated). The image window will be moved \( L \) lines towards line \( N \) of the image. Within these \( L \) lines new image data will be read. Thus information in the 'top' part of the window, i.e. the information just read, belongs to data towards the bottom of the image. To have the information in the window in the correct order, the pointers are rotated, so the current lines seem to be on the 'bot' part of the window. It is not important in which sequence the data is in the window, but it is important that the pointers are pointing to the correct lines within the buffer, as the data is always accessed via the buffers. The following example, figure 6.1 shows the principle; \( L \) is set to one.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{pointer_rotation.png}
\caption{example of pointer rotation.}
\end{figure}

Situation I shows the initial situation. The lines processed and read into the buffer are lines A, B, and C. The pointers 1, 2, and 3 are pointing to line A, B, and C respectively. After one iteration line A is not needed anymore, but line D is instead. The pointers are rotated so that pointer 1 points to line B, pointer 2 points to line C and pointer 3 points to line A (situation II). Line A (pointer 3) is written to disk, and line D is read into the buffer pointed to by pointer 3 (situation III), and the window is advanced by one line. The processing as described above is done on a per-channel basis, i.e all the channels are done sequentially.

This technique is used for the filtering and for the edge magnitude and direction calculation.
6.2.2 The windowing technique

The principle of windowing is displayed in figure 6.2. Two window are displayed, the current window (size $K$ lines), and the new window (size $K$ lines). If the current line to be processed comes within a certain range of bot (top) in figure 6.2, then the window is shifted $K/2$ lines down (up). The upper (lower) half of the window is written to disk, and the lower (upper) half of the window is copied to the upper (lower) half of the window. The new $K/2$ part of the image within the window is read in the lower (upper) part of the window. As can be seen in the figure no pointers are present, and only two variables 'top' and 'bot' are kept to remember the position of the window in the image. The size of the window can be given as an input parameter at program launch.

![Figure 6.2: the windows over the image.](image)

6.3 Data formats and utility programs

Images are stored on disk in the Erdas format [29], versions 7.2 and 7.4 and files written on SUN and VAX machines are supported by the programs. This is that files are in BIL format preceded with a header of 128 bytes. The header for the Erdas 7.2 version is given in C below:
/* erdas 7.2 format */

typedef struct lan_header LanHeader;
typedef struct lan_header {
    Byte hdword[6];    /* pos 1-6 */
    Ushort ipack;      /* pos 7-8 */
    Ushort nbands;     /* pos 9-10 */
    Byte unused1[6];   /* pos 11-16 */
    float cols;        /* pos 17-20 */
    float rows;        /* pos 21-24 */
    float rx;          /* pos 25-28 */
    float ry;          /* pos 29-32 */
    Byte dummy[88];    /* pos 33-120 */
    float xcell;       /* pos 121-124 */
    float ycell;       /* pos 125-128 */
} Header;

The variable hdword is contains the Erdas-version, where ipack indicates the number of bits per pixel, nbands gives the number of channels in the image, cols and rows give the number of columns and lines of the image. The other variables are not used in the implementations.

Region information is stored in the developed REGINF format, consisting of a header followed by data for each region. The header is given in the C data structure below:

struct infheader {
    Byte hdword[6];
    Ushort byteorder;
    Ushort rows;
    Ushort cols;
    Ushort channels;
    Ushort accuracy;
    int numregions;
    Ushort spare[6];
} infheader;

The variable accuracy is the same as the variable ipack in the previous datastructure, where numregions gives the total number of regions in the image.

The data per region consist of the average intensity values of the region and the coordinates of the pixels belonging to the region. The coordinates are stored in Run Length Encoded\(^2\) (RLE) format to save disk space.

---
\(^2\)In RLE format the pixel coordinates are written together with the number of pixels having the same intensity values in x (or y)-direction.
Furthermore software utility programs have been developed which extract region information from the REGINF files and which convert files in REGINF into Erdas format.

Public domain software 'XV' has been adapted so that Erdas format can be read and displayed.

A shell script has been written which performs the separate programs of the chain sequentially, with default parameter settings.

### 6.4 Filtering complete images

As the filter as defined in appendix A needs a $3 \times 3$ window, only three lines at a time are used for computation and thus $K$ can be set to three. While filtering (a channel of) line $i$, lines $i-1$ and $i+1$ are needed. If line $i$ has been filtered, then line $i-1$ is not needed anymore and can be written to disk. Because of the rotation of the pointers, the current line becomes line $i+1$ and line $i+2$ has to be read from memory.

### 6.5 Edge detection on large images

The slicing method for computation of the edge values, threshold and subsequent LBE values is in principle the same as for the filter. A problem arises however when the actual edge following has to take place. Edges may appear as chains through the whole image, and thus the slicing technique has to be adapted.

The computation of the edges over the image requires four stages. In the first stage the edge magnitude and edge direction are computed. Furthermore the edge magnitude minimum and maximum are computed. In the second stage using the magnitude minimum and maximum, the edge values are scaled into the interval $[0, 255]$ and a threshold is computed. In the third stage the LBE values are computed using the edge magnitudes, edge directions and the threshold. Edge following takes place from the fourth stage and is more difficult than the previous stages. The problem is that edge fragments may form chains over the whole image. In order to overcome this problem, while following, the windowing technique as described in section 6.2.2 is used, as the following moves along the current contour. If the contour following is terminated for the pixel from which it started, the window is reset upon that pixel and the scanning of the image for a un-marked pixel continues.

In the implementation of the sliding window used here, the window is set up depending on the computer system used, and there is a trade off between the number of users on the system, and RAM available.

The calculation of the edge magnitudes gives values in the real domain. In
the current version of the edge detection module, in order to save disk space, the output values are scaled so that they fit in two bytes.

Every stage needs information from earlier stages so no information can be thrown away. This means that some intermediate files (shown in figure 6.3) must be kept on disk in order to be available as input for later stages.

The edge detection method outputs a number of files.

1. the magnitude file (MAG, 2 bytes per pixel)
2. the edge file (EDGE, 1 byte per pixel)
3. the direction file (DIR, 1 byte per pixel)
4. the LBE file (LBE, 1 byte per pixel)

This can cause problems due to the huge memory needs. For a 6000 x 6000 image (1 channel), 36 x 5Mb is needed. But the magnitude file may be deleted after the edge file is made and before the LBE file is created (for LBE computation only the direction and edge file are needed, see figure 6.3).

6.6 Edge linking on large images

The sliding window technique is not used because there could be intensive bookkeeping, e.g. reading the image, reading/writing existing trees from/to disk. As stated in chapter 4 a node can have only three sons, resulting in the following 'C' data structure, and thus occupying (2+2+4+4+4) bytes.

```c
typedef struct node *Gnode;
typedef struct node {
    short x;
    short y;
    Gnode next1;
```
In order to overcome the exhaustive bookkeeping, an approach has been chosen which is straightforward. In the current version, the image is divided into squares with size $X$ and on each sub-image independently edge linking, and closed polygon detection, as shown in figure 6.4 are performed. As can be seen from the figure, sub-images on the right and the bottom need not necessarily be of size $X$. The edge (LBE) input image contains two pixels along the border which do

not contain any information at all, i.e. the pixels all have value 0. For a correct operation of the algorithm these pixels are removed. The image processed thus contains $(N - 4) \times (M - 4)$ pixels. When the output image is reconstructed these pixels are added and the image will have its original size again [111].

A weak point of this implementation is that between the borders of two sub-images no pixel addition and thus no edge fragment connection takes place. This might lead to the loss of information (i.e. polygons). At the border it is checked only if two pixels within two different sub-images are connected and thus may not be pruned. After every sub-image has been 'edge linked' the pixels on the border have to be checked to see if they are edge valid pixels or not. Valid edge pixels have to remain within the sub-image and non-valid pixels have to be pruned.

The 'parallel' version consists of a master process which starts up several sub-processes. The master is in charge of the slaves and prepares the input for the slaves. The separate actions undertaken by the master and the slaves are given in algorithm 6.1. (In the current version the slaves are started on the same machine. To overcome resource competition (causing swapping etc.) only two slaves are allowed at the same time.) This can be overcome by starting the slaves on different machines (which can be implemented easily).
1. (MASTER)
   Divide image into NR sub-images.
   For every sub-image: get borderpixels.
   Start slaves up for pruning and connection.

2. (SLAVES)
   Start connection and pruning on sub-images.

3. (MASTER)
   wait until all slaves ready.

4. (MASTER)
   while borderpixels have changed:
     (SLAVES)
     pruning of sub-image.

5. (MASTER)
   wait until all slaves ready.

6. (MASTER)
   reconstruct image.

Algorithm 6.1: division of the image data and activities over the master and
the slaves for the edge linking module.

First the image border (2 pixels wide) is removed and the image is divided
into sub-images. For every sub-image the border pixels are determined in the
following way (see figure 6.5), starting from the north-west corner. For sub-
images situated in the original image on the periphery, border pixels are not
determined. Thus if the north side of a sub-image is originally on the northern
periphery then its north border pixels are not determined. The border pixels are saved for each sub-image in separate files. For every sub-image a separate process is started performing edge linking and pruning (border pixels are not pruned). When a slave is ready it signals the master it is ready. The master waits until all the slaves are ready. Whenever, due to an error, a slave process is not able to terminate in a correct way, the master will wait forever. Because of the error the slave is not able to 'signal' the master that it is ready and the master will keep waiting for the slave to 'tell' him it is ready. The master checks for every sub-image the validity of the border pixels. Valid means that every border pixel is checked if it has a 8-connected neighbour in its corresponding neighbouring sub-image, and that the border pixel will correspond to one of the templates A, B, C, or D (rotated in all eight directions of course) of figure 4.6. The corner points are special cases, neighbour pixels have to be fetched from three neighbour sub-images, instead of one.

The method of master-slave communication described above, is very simple. In practice it would be better to have the master asking the slaves if they are ready. If after a certain time the slave does not reply, the master would terminate the slave's process and return while supplying a message to the user.

6.7 Region growing on complete scenes

By using the closed polygons found by the edge linking process, the image is divided into a set of independent areas, where it is assumed the pixels (from different closed polygons) do not have any physical relationship. Doing so reduces the problem of best merging a complete image into best merging an independent set of areas, where every area has a size \( \ll N \times M \).

In order to process only pixels within a closed polygon, pixels outside that polygon are labelled as being "outside". Only pixels inside the polygons are then considered for merging. This implies that the SOIM algorithm has to be adapted. A bounding box is put around the polygon, as shown in figure 6.6. Pixels outside the polygon are labelled 'o' and pixels inside the polygon are labelled 'i'. Edge (polygon) pixels are black. All the 'i'-pixels are initially regions and the merging cost for all the adjacent pairs can be computed. If for a certain region one of its neighbour pixels is an edge pixel then the edge pixel will be excluded from the merging process, and therefore not considered as a neighbour.

The region growing within a polygon works as given in algorithm 6.2. One problem however, remains in the current implementation. If a polygon exists covering a large area, due to the memory needed to store a pixel, the total number of pixels within the bounding box might require an amount of RAM which is larger than the RAM available. Then the program 'collapses', i.e. a message is given to the user informing him that the amount of memory needed
for the program is larger than the amount available, and execution is stopped.

As stated in Haralick and Shapiro [39] algorithm 6.2 does the obvious thing. Region growing is done only for non-edge pixels, i.e. the growing process is not allowed to merge pixels outside a closed polygon to the region. Edge detection and region growing are combined in such a way that advantage is taken of their different strengths. The strength of edge detection is that boundaries are placed in a spatially accurate way. Its weakness is that not all edges are connected into closed contours and therefore too large regions may result. The strength of the region growing algorithm is its ability to place boundaries in weak gradient areas.

A disadvantage of this method is that edge pixels are not considered in the region growing process and thus remain isolated. Because of the ground resolution of the satellites used (typically 10-30m) this would lead to loss of information. Pixels seen as an edge pixel by the algorithm can belong in reality to a field. Considering these pixels as separate regions (i.e. isolated pixels, because no region growing has been applied), without examining if they belong to neighbouring regions, could influence the accuracy of land cover inventories.

This could be solved by assigning ‘edge’ pixels fractionally to neighbouring segments on the basis of a spectral linear mixture model or else leaving them as linear/edge features if they have a signature incompatible with a linear mixture of their neighbours. The former can result in multiple segment membership for one pixel. The latter creates separate entities for pixels which can be classified as roads, rivers etc. Ideally edge pixels should be assigned fractionally to all classes which they mix, though this may be difficult in all but the simplest cases.
6.7. REGION GROWING ON COMPLETE SCENES

1. Read the polygon
2. From the polygon pixels, compute the minimum and maximum x and in y-directions, which define a bounding box.
3. Read the image for this bounding box.
4. Mark the polygon pixels as edge pixels (label EDGE) in the bounding box.
5. Perform a floodfill [101] in order to determine the pixels which are within the polygon. Mark the pixels outside the polygon as OUTSIDE.
6. Perform the SOIM on the pixels not marked (EDGE, OUTSIDE)
7. Write the pixels within the polygon to the output file, i.e. edge pixels and outside pixels are not written. This is done in order to prevent already merged data being overwritten.

Algorithm 6.2: applying the best merge within closed polygons.

A method which adds these edges is described in Schouten [97], see the next section.

6.7.1 Adding edges to regions

In the current version of the segmentation method edges are not added to the regions. In the following a method is described which adds edges and isolated pixels to regions.

There are three passes made over the image to assign isolated pixels to a region. A pixel can be isolated because it was an edge pixel and was not considered in "bmerge" or because "bmerge" has put it into a region containing only that pixel. In the latter case that region is effectively deleted.

In each pass a serial scan over the image is made and each encountered isolated pixel \( p \) is compared with each of its 8 neighbour pixels using the cost function of "bmerge". Let \( n \) be the neighbouring pixel with minimal cost value \( C_n \). Then the following actions are taken (\( T \) is the input threshold parameter to "addedge"), see algorithm 6.3. After "addedge" all pixels are assigned to regions (some of them with one 1 pixel)

Pixels on the border of the image (the first 2 and last 2 pixels on a scanline and the first 2 and last 2 scanlines) are never assigned to regions.

An example of this program applied to the zoomed Lisbon area image, image 5.1 is given in image 6.1. Compare this image with image 5.3, the segmented zoomed Lisbon area image, without using polygons.
in pass 1:
   IF ($C_n \leq T$ and $n$ belongs to a region with more than 1 pixel)
   add pixel $p$ to the region to which $n$ belongs
   ELSE
   do nothing
in pass 2:
   IF ($C_n \leq T \cdot \sqrt{2}$)
   IF ($n$ belongs to a region with more than 1 pixel)
   add pixel $p$ to the region to which $n$ belongs
   ELSE
   create a new region containing pixels $p$ and $n$
   ELSE
   do nothing
in pass 3:
   IF ($C_n \leq T \cdot 2$)
   IF ($n$ belongs to a region with more than 1 pixel)
   add pixel $p$ to the region to which $n$ belongs
   ELSE
   create a new region containing pixels $p$ and $n$
   ELSE
   create a new region containing only pixel $p$

Then the scan over the image is continued.

Algorithm 6.3: adding edges and isolated pixels to region.

Of course this is an initial attempt in order to add isolated pixels (and thus edge pixels) to already existing regions (size larger than one). Further study is required in order to get an optimal edge to region assignment.

6.8 About a parallel implementation

The segmentation method as defined, has been developed so that a parallel implementation is relatively straightforward.

The slicing technique as used in the filter and the edge detection can be easily replaced by dividing the image into parts, where every part is processed separately on a different processor.
6.8. ABOUT A PARALLEL IMPLEMENTATION

Image 6.1: Segmented image 5.1, image sj256.lan with polygons and edge addition, R,G,B channel 4,5,3, threshold for merging set to 15.

6.8.1 Two parallel implementations of the pre-segmentation filter

For the filter (appendix A) a parallel implementation is given by Hendriks & Schreurs [41] on a T800 transputer network. Their implementation of the filter consists mainly of two parts. The master and the slaves. The master distributes the image over the slaves which perform the actual filtering on their received part of the image. The filtered parts are sent back to the master when the filtering process finishes. The master merges the filtered parts into the output image. Hendriks & Schreurs distinguish four strategies for implementation.

1. The memory available on one slave for storing one channel data is insufficient. If the whole image (i.e. all the channels) fits within RAM of all the slaves together, then every slave gets a part of the image. No further distribution is needed.

2. The memory available on one slave for storing one channel data is insufficient. The whole image (i.e. all the channels) does not fit within RAM
of all the slaves together. If one channel data fits within RAM of all the
slaves, then every slave gets a part of the channel.

3. The memory available on one slave for storing one channel data is insuffi-
cient. The whole image (i.e. all the channels) does not fit within RAM of
all the slaves together. One channel data does not fit within RAM of all
the slaves. This strategy has not been implemented. The program reports
this to the user and terminates.

4. The memory available on one slave for storing one channel data is sufficient.
The number of passes used is equal to the number of channels divided by the
number of slaves. In each pass each slave filters a channel. If the number
of channels is greater than the number of slaves an extra pass is made.

The master runs the number of passes calculated for every strategy, sending in
every pass to each slave a part of the image. After all the slaves have received
their part, the master starts his handler which is a function for communication
with the slaves. The handler continues until all the slaves have returned their
part of the image. The slaves have a handler similar to that of the master, only
these are started as parallel processes on the slaves. The slaves go into a loop,
receiving data, filtering data and sending it back to the master, until the master
tells the slaves to stop.

If comparison is made between the sequential version of the filter and the
parallel version, it is reported that for large images (> 1000 × 1000 pixels), the
parallel version is faster. For smaller images the sequential version is faster.

Furthermore they report that the topology\(^3\) plays an important role in the
communication overhead. It was found that a tertiary tree\(^4\) worked well, but a
pipeline\(^5\) was less satisfactory.

A second parallel implementation of the filter on a network of Sun-Sparc
stations is reported by Elkardoudi & Janssen [28]. They use a similar approach
as Hendriks & Schreurs. They also conclude that a parallel implementation gives
an increase in speed for large images.

6.8.2 The other modules

For the edge detection part an approach similar to the filter can be used. Only
the edge following part (after the LBE calculation) needs special treatment and a
method will have to be developed for that. While for edge linking the algorithm
for a parallel implementation is already given in section 6.6.

\(^3\)Topology describes the way the separate processors are inter-connected.
\(^4\)A topology form in which every processor has three sons.
\(^5\)A topology form in which all the processors are connected in a line.
The best merge method as described above is perfectly suited for implementation on a parallel computer. Giving control of the segmentation to a master process, the master supplies the slaves with different data (i.e. polygons). Every slave performs the SOIM independently on the data supplied by the master. If a slave is ready it signals the master which then reads back the merged data and writes it to disk, while in the mean time supplying the slave with new data (if available). Of course this requires an ordering of the polygons (i.e. sequence, routing, etc.).

6.9 About memory usage

The method is developed so that it runs on a workstation with a certain amount of memory. If the user knows the available memory then a runtime parameter can be set controlling the amount of data read into RAM and therefore diminishing the amount of swapping needed. This option is implemented for the edge detection (LBE-following) and already resulted in a decrease of CPU-time needed. Implicitly this option is also implemented in the edge linking modules for defining how large the sub-images can be (depending on the RAM available of course). Using small sub-images increases run time.

6.10 About speed

All the computations reported here were carried out on a Sun-Sparc 10-41 workstation with 64Mb of RAM. The CPU-times as given in the tables (see below) are acquired with the Unix ‘/usr/5bin/time’ command. The data is on a disk mounted via ‘NFS’ to the workstation.

6.10.1 Segmentation of the Flevopolder image

In this section the performance of the full processing chain on the Flevopolder (NL) image (image 3.1, 500 lines, 500 columns and 3 channels) is shown. The amount of RAM required for storing is less than the amount available on our Sun and therefore the number of I/O operations is put to a minimum, except for the parallel edge linking where the number of I/O operations is higher due to the reading/writing of the sub-images from/to disk. Therefore it is useful to compare CPU-times, while this is less useful for the images not fitting in RAM and requiring the special algorithms as described before. However these are given to give an indication of the CPU requirements of the separate algorithms.

The Flevoland image can be used to show the difference between region growing within the closed polygons found by edge detection, and region growing alone
applied to the full image. Furthermore the difference between edge linking without division into sub-images (i.e. the sequential version) and the parallel edge linking, can be illustrated.

Image 6.2: edges detected using parallel edge linking in Flevopolder, The Netherlands, image 3.1, size of sub-images set to 170.

Image 3.5 shows the Flevopolder image after edge detection. Image 4.1 shows the edge detected Flevopolder image after sequential edge linking. The parallel edge linked version of the edge detected Flevopolder image, is shown in image 6.2. The size of the sub-images is set to 170. One can see that some edges have disappeared (left side of the image). This is due to the fact that on the borders of the sub-images no edge linking takes place.

The CPU-times needed for the separate modules and the elapsed times for the separate modules are shown in table 6.1. The elapsed time gives the overall time to complete the program. It should be noted that the elapsed time increases as more processes are running at the same time: as the CPU has to share its time between all the processes. The figures given here however refer to tests when the segmentation program was the only user program in execution on the machine. The CPU-time indicates the time needed by the CPU to complete the
6.10. About speed

<table>
<thead>
<tr>
<th></th>
<th>elapsed time</th>
<th>CPU-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>edge detection</td>
<td>53.3</td>
<td>12.9</td>
</tr>
<tr>
<td>edge linking</td>
<td>13.3</td>
<td>5.2</td>
</tr>
<tr>
<td>parallel edge linking</td>
<td>1:18.3</td>
<td>2.6</td>
</tr>
<tr>
<td>polygon determination</td>
<td>6.2</td>
<td>0.5</td>
</tr>
<tr>
<td>best merge with polygons</td>
<td>21.8</td>
<td>10.9</td>
</tr>
<tr>
<td>best merge without polygons</td>
<td>58:25.6</td>
<td>57:59.6</td>
</tr>
</tbody>
</table>

Table 6.1: Time elapsed and CPU-time needed for Flevopolder image.

The time needed to complete the edge linking for the parallel version was significantly higher than for the sequential version. This is due to the initial division (i.e. I/O operations) and the border pixel checking. Furthermore every time a border cycle is carried out, the subimage and border pixels are read from disk. The low CPU-time for the parallel edge linking is probably the time needed by the master, as the slaves are started as separate programs and thus as separate processes. To complete one border cycle, 12 seconds were needed. The subprocesses are costly to start up. Three border cycles were needed to complete the edge linking. This means that the slaves have been started up $3 \times 9 = 27$ times. If nine different workstations were available, every subimage could be given to a different workstation and a decrease in computation time for completion of a border cycle could be expected with a factor of about 9. Even on five machines a decrease with a factor of about four is to be expected as two processes run on one machine.

If the size of the subimages is set to 85 then a little more detail disappears (image not shown). But the elapsed time to complete the program is about three times as long as for the version with the sub-image size set to 170. Six border cycles were needed, indicating that the slaves have been started up $6 \times 36 = 216$ times. It can thus be concluded that the sub-image size should be set as large as possible in order to complete execution as soon as possible.

[It has to be noted that the parallel version has no optimized code. Many improvements (in I/O) could be implemented.] For this experiment the size for the sub-images in the parallel version was set to 170 (i.e. the image is divided into 9 sub-images).

process. This time is not influenced by the fact that there are more processes running simultaneously. For both the parallel edge linking and the sequential edge linking the CPU-times are shown.
Image 6.3: segmented with best merge inside polygons [SPOT, three bands, Flevopolder 91, with merging threshold 8] (R,G,B=channels 1,2,3).

Image 6.4: segmented with best merge applied to the full image without polygons, [SPOT, three bands Flevopolder 91 with merging threshold 8] (R,G,B=channels 1,2,3).
This loss in time when a comparison is made between the sequential and the parallel version, is re-gained when performing the best merge within polygons or on the full image. The sum of the elapsed times for parallel linking and region growing within polygons was less than two minutes, whereas the elapsed time for the region growing alone was almost one hour. The threshold was set for both cases to 8.

The difference in performing region growing on the Flevopolder image by the two approaches is shown in images 6.3 (showing the Flevoland image after best merging inside the polygons resulting from sequential edge linking) and 6.4 (showing the effect of performing only best merge, i.e. without use of polygons found by edge detection). In image 6.4 can clearly be seen the effect of over-merging the regions.

Examination of image 6.3 indeed shows that performing region growing within a polygon finds different fields. This proves the assumption that boundaries not found by the edge detection process can be detected by the region growing process.

A zoom of the lower right part is given in image 6.5. Here it is clearly visible that the region growing process found two separate regions in one polygon.

Image 6.5: zoomed (lower right corner, coordinates (x,y) (325,325), size 75 x 75 pixels) segmented with polygons Flevopolder 91 image (image 6.3, with merging threshold 8, (channel 3 displayed).
6.10.2 Segmentation of quarter scene Landsat-TM

The Landsat scene shown in image 6.6 shows the Lisbon area of Portugal taken on the 24-th of June, 1991. The image can be divided into a land area and a water area. The water area is spread within the image over 4 non-connected areas (i.e. different polygons).

The dark bay area in the centre of the picture, is divided from the sea area, at the bottom left, by a bridge (which is detected by the edge detector), which is not visible in image 6.6. The third and fourth “water” areas can be seen at the bottom part of the image.

<table>
<thead>
<tr>
<th></th>
<th>elapsed time</th>
<th>CPU-time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HH:MM:SS.S</td>
<td>HH:MM:SS.S</td>
</tr>
<tr>
<td>edge detection</td>
<td>7:50.7</td>
<td>5:56.6</td>
</tr>
<tr>
<td>parallel edge linking</td>
<td>16:56.4</td>
<td>50.4</td>
</tr>
<tr>
<td>polygon determination</td>
<td>32.7</td>
<td>9.6</td>
</tr>
<tr>
<td>best merge with polygons1</td>
<td>58:16:14.8</td>
<td>55:20:06.7</td>
</tr>
<tr>
<td>best merge with polygons2</td>
<td>18:40.0</td>
<td>10:50.0</td>
</tr>
</tbody>
</table>

Table 6.2: time elapsed and CPU-time needed for Lisbon image; best merge with polygons1 indicates that for ALL the polygons a best merge has been carried out, with polygons2 indicates the times when the four largest polygons (> 75000 pixels) have been excluded.

Table 6.2 shows the difference in computation times when region growing was carried out for all polygons, and when it was carried out for the land area polygons only (since for land applications sea areas do not need to be segmented). Because the image size (1953 x 1801 pixels) was larger than the user defined 800 pixels, the image had to be divided into parts.

After the initial pruning the border pixels of the sub-images were processed 6 times. A border pixel cycle needed about 2 minutes to complete.

As can be seen from table 6.2, the region growing, using all the polygons (including the four water polygons) took about 59 hours, which is far too much for operational purposes. If the maximum polygon size is set to 75000 (i.e. excluding water from merging, the four polygons are given in table 6.3) then region growing on the remaining polygons only takes a few minutes. The four un-merged water polygons are considered as 4 separate regions, and the means of these polygons are taken as the new spectral values for every pixel within them.
Table 6.3: The four polygons not considered for best merging in the Lisbon image when best merge with polygons2 is performed. The first column gives the polygon number as in the polygon file. The second column gives the number of pixels within that polygon. In the last two columns, the image raster coordinates of the polygons (north-west, i.e. top left) are given.

<table>
<thead>
<tr>
<th>polygon</th>
<th>#cells</th>
<th>win_n</th>
<th>win_w</th>
</tr>
</thead>
<tbody>
<tr>
<td>10993</td>
<td>1016595</td>
<td>154</td>
<td>318</td>
</tr>
<tr>
<td>70663</td>
<td>275796</td>
<td>1106</td>
<td>1</td>
</tr>
<tr>
<td>99850</td>
<td>94017</td>
<td>1589</td>
<td>1385</td>
</tr>
<tr>
<td>110111</td>
<td>93034</td>
<td>1771</td>
<td>880</td>
</tr>
</tbody>
</table>

6.10.3 Segmentation of SPOT Panchromatic

A SPOT panchromatic scene from August 10th, 1990 showing the Pelopónnisos area in Greece is shown in image 6.7. This is another large image file with 6700 columns and 5980 rows of pixels. The image can be divided into an area where no data exists (spectral value 0, the wedges at the sides) and a scanned area which can be divided into a land area and a water area. The water area is composed of 2 un-connected zones (i.e. different polygons). In the images clouds can be recognized as well a few cities (i.e Piros - bottom left of the image and Amalias - to the left upwards from Piros). It is a mountainous area with many small fields.

Table 6.4: Polygons not considered for best merging.

<table>
<thead>
<tr>
<th>polygon</th>
<th>#cells</th>
<th>win_n</th>
<th>win_w</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19308940</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>863</td>
<td>4471544</td>
<td>1</td>
<td>5951</td>
</tr>
</tbody>
</table>

The number of border cycles required is 9, where every border cycle required about 21 minutes to complete. The two polygons excluded from the best merge had a size larger than 500000, see table 6.4. The threshold for merging was set to 4.

A zoom is made for display of a 100 x 100 pixel area. The original data is shown in image 6.8(a). Some small fields can be seen. The segmented result is shown in image 6.8(b).

In table 6.5 the merging is shown only for region growing on all except the two largest (water) areas.
Image 6.7: Pangre SPOT-P image, Greece, 6700 × 5780 pixels. [Original satellite data ©SPOT-Image.]
Image 6.8: (a) Zoomed Greece SPOT-P image (100 × 100) pixels Upper-left (x,y)-coordinates of Greece image (1025,3145) (b) segmented result.

<table>
<thead>
<tr>
<th></th>
<th>elapsed time</th>
<th>CPU-time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HH:MM:SS.S</td>
<td>HH:MM:SS.S</td>
</tr>
<tr>
<td>edge detection</td>
<td>1:30:35.6</td>
<td>23:25.1</td>
</tr>
<tr>
<td>parallel edge linking</td>
<td>4:23:01.6</td>
<td>10:36.4</td>
</tr>
<tr>
<td>polygon determination</td>
<td>11:16.7</td>
<td>1:46.7</td>
</tr>
<tr>
<td>best merge with polygons</td>
<td>1:59:22.0</td>
<td>1:01:42.7</td>
</tr>
</tbody>
</table>

Table 6.5: time elapsed and CPU-time needed for SPOT panchromatic image.

6.11 Concluding remarks

In this chapter the segmentation method as presented in the former chapters has been integrated into a hybrid one capable of segmenting large scenes within a "reasonable" time. Segmentation results have been presented for different image sizes and different types of satellite data. For small images, 500 × 500 pixels ×3 channels (SPOT) already the difference is clear between using the integrated method and the region growing alone; [merging with polygons took 11 CPU-seconds while merging without polygons took almost one hour (see table 6.1)].

The merging alone on large areas in the Lisbon image (total pixels: 1016595 + 275796 + 940147 + 93034 = 1479442, see table 6.3) took about 55 hours. The total area of the four polygons covers about 40% of the image. Therefore (if it
is assumed that merging time increases linearly with the number of pixels) the
merging time for the total image would be 135 hours! The gain in computation
time clearly improves if large polygons are omitted from the merging process, as
they consume the most CPU-time.

The problem however with omitting large polygons from the merging process
is that a-priori knowledge about the image is required and that a comparison of
the edge image with the original image needs to be made. The comparison can
determine which polygons can be omitted from the region growing process. This
can be done for large water areas, but when nothing is known about the class
of the polygon, this approach can not be applied and therefore merging needs to
be applied to the polygon resulting in excessive computation times and probably
causing a collapse of the merge program when the polygon is too large.

Another problem with omitting the large polygons from the merging process
is that pixels at the border of the polygon could belong to different classes. The
edge detection and edge linking did not detect the different land cover types and
therefore an incorrect merging of these pixels occurs.

However, homogeneity tests could give information about the distribution of
the spectral values (i.e. mean, variance, standard deviation etc.) of the pixels in
the polygon area.

From the above it can be concluded that the integration of edge detection
and region growing results in a hybrid method which can be many times faster
than the region growing method by itself. Although for large images (about
1000 x 1000 pixels), it is necessary to eliminate some polygons from region growing
if computing time is to be kept inside reasonable bounds.
Chapter 7

Applications of the Method

7.1 Introduction

In this chapter several applications of the segmentation algorithm are described. First a comparison is given of the classification by a neural network of a Landsat-TM image on a per-pixel basis and on the basis of the segmented scene. Secondly the use of the segmentation of optical imagery for speckle filtering radar imagery is given. Thirdly the use of segmentation in crop-profile extraction using NOAA-AVHRR NDVI imagery, is described.

7.2 Classification of a segmented image by a neural network

The Lisbon area of Portugal is a typical Southern European area with a very mixed landscape containing dense urban and industrial areas, agricultural zones, a variety of forests, vineyard and fruit cultivation areas and coastal areas (see the Lisbon area image, image 6.6).

For comparison, both the original Lisbon and the segmented Lisbon images were classified with a Multi-Layer Perceptron (MLP) Neural Network (NN) with backpropagation learning. A description of this MLP neural network is given in Rumelhart & McClelland [90] and Wilkinson & Kanellopoulos [118]. Such networks consist of layers of 'neuron' processing elements connected by 'weights'. The use of the method for the classification of satellite imagery is described in Kanellopoulos et al. [50, 51]. The network architecture used in the tests consisted of an input layer with six neurons (the number of bands), a hidden layer with 28 neurons and an output layer with 16 neurons (the number of classes). See appendix C for an introduction to neural networks.

The neural network was trained to recognize 16 classes in the Lisbon image using a detailed ground truth data set collected in a field survey in June 1991. The
Table 7.1: the 16 classes for the Lisbon image.

ground truth set was split into two separate parts, one of 8047 pixels for training the network and one of 4286 pixels for independently verifying the classification accuracy. The training was done for the 16 classes which are given in table 7.1. [Note: there was considerable variation in the number of pixels available for training and testing for each class on account of the differences in the landscape coverage of different classes and the amount of ground truth data available from a limited survey].

The confusion matrix for the classification of the non-segmented Lisbon image is given in table 7.2. The columns give the ground truth class of the pixels. The rows give the classification of the pixels. Thus for example, given ground truth class 1, the total of pixels known within this class is $67 + 1 + 2 + 1 + 8 + 14 = 93$. Of these 93, 67 pixels have been classified correctly (i.e. class 1) and 26 incorrectly (assigned to classes 3, 5, 7, 12, 14 respectively), resulting in an error of omission (i.e. pixels known belonging to a certain class are not assigned to that class) of $(93 - 67)/93 \times 100 = 27.96\%$, see table 7.3. To class 1 however, have been assigned in total $67 + 1 + 50 + 1 + 1 + 1 + 4 = 125$ pixels (originally from ground truth classes 1, 2, 3, 11, 12, 15, 16 respectively). The error of commission, (i.e. pixels assigned incorrectly to this class), is $(125 - 67)/125 \times 100 = 46.40\%$, as shown in table 7.3.

The overall accuracies of commission and omission are given in table 7.6. As can be seen the overall accuracy of the classification is 70.70\%, where the average error of omission and commission is about 36\% (calculated as averages of percentages without taking specific account of the differences in the numbers of pixels per class).

Classification of the Lisbon image on a per-pixel basis for both the non-segmented and segmented image are shown in images 7.1 and 7.2. The confusion matrix for the classified segmented Lisbon image is shown in table 7.4. The per pixel classification for the segmented Lisbon image was done using the same neural network configuration (i.e. with the same number of layers, number of neurons per layer, weights etc. for the NN) as for the non-segmented Lisbon image, and the same verification, set resulting in the confusion matrix as given in table 7.4. The omission and commission errors are shown for both cases in tables 7.3 and 7.5.
Image 7.1: Lisbon image classified by a neural network on a per-pixel basis.
Image 7.2: segmented Lisbon image classified by a neural network.
7.2. CLASSIFICATION OF A SEGMENTED IMAGE BY A NEURAL NETWORK

Table 7.2: confusion matrix for classified non-segmented Lisbon image with a multi-layer perceptron neural network (i.e. per-pixel basis).

<table>
<thead>
<tr>
<th>Ground truth class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>67</td>
<td>150</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>l</td>
<td>2</td>
<td>198</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a</td>
<td>3</td>
<td>366</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>s</td>
<td>4</td>
<td>125</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>i</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>82</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>91</td>
<td>2</td>
<td>26</td>
<td>8</td>
<td>20</td>
<td>0</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>f</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>251</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>i</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>95</td>
<td>2</td>
<td>0</td>
<td>26</td>
<td>8</td>
<td>20</td>
<td>0</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>f</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>20</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>i</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>0</td>
<td>319</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>t</td>
<td>12</td>
<td>8</td>
<td>0</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>36</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>216</td>
<td>3</td>
<td>25</td>
<td>75</td>
</tr>
<tr>
<td>i</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>33</td>
<td>178</td>
<td>9</td>
<td>189</td>
</tr>
<tr>
<td>o</td>
<td>14</td>
<td>14</td>
<td>0</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>12</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>134</td>
<td>3</td>
<td>1042</td>
<td>13</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>72</td>
<td>3</td>
<td>3</td>
<td>46</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>15</td>
<td>20</td>
<td>3</td>
<td>34</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 7.3: omission and commission errors from table 7.2.

<table>
<thead>
<tr>
<th>Class no</th>
<th>Row Total</th>
<th>Error of Commission (%)</th>
<th>Column Total</th>
<th>Error of Omission (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>125</td>
<td>46.40</td>
<td>93</td>
<td>27.96</td>
</tr>
<tr>
<td>2</td>
<td>103</td>
<td>4.85</td>
<td>99</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>428</td>
<td>14.02</td>
<td>503</td>
<td>26.84</td>
</tr>
<tr>
<td>4</td>
<td>126</td>
<td>0.79</td>
<td>132</td>
<td>5.30</td>
</tr>
<tr>
<td>5</td>
<td>126</td>
<td>34.92</td>
<td>88</td>
<td>6.82</td>
</tr>
<tr>
<td>6</td>
<td>274</td>
<td>8.39</td>
<td>251</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>168</td>
<td>44.45</td>
<td>516</td>
<td>39.10</td>
</tr>
<tr>
<td>8</td>
<td>93</td>
<td>39.78</td>
<td>121</td>
<td>53.72</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>100.00</td>
<td>13</td>
<td>100.00</td>
</tr>
<tr>
<td>10</td>
<td>59</td>
<td>8.47</td>
<td>128</td>
<td>57.81</td>
</tr>
<tr>
<td>11</td>
<td>335</td>
<td>4.78</td>
<td>366</td>
<td>12.84</td>
</tr>
<tr>
<td>12</td>
<td>427</td>
<td>49.41</td>
<td>515</td>
<td>58.06</td>
</tr>
<tr>
<td>13</td>
<td>474</td>
<td>62.45</td>
<td>214</td>
<td>16.82</td>
</tr>
<tr>
<td>14</td>
<td>275</td>
<td>18.27</td>
<td>1111</td>
<td>6.21</td>
</tr>
<tr>
<td>15</td>
<td>147</td>
<td>68.71</td>
<td>370</td>
<td>87.57</td>
</tr>
<tr>
<td>16</td>
<td>112</td>
<td>70.54</td>
<td>126</td>
<td>73.81</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Ground truth class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C 2</td>
<td>0</td>
<td>98</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>l 3</td>
<td>0</td>
<td>0</td>
<td>428</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a 4</td>
<td>0</td>
<td>0</td>
<td>123</td>
<td>0</td>
<td>243</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s 5</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>87</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s 6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>i 7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>103</td>
<td>0</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f 8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>61</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f 9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c 10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>58</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a 11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>329</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t 12</td>
<td>2</td>
<td>1</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>53</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>292</td>
<td>2</td>
<td>30</td>
<td>80</td>
<td>29</td>
</tr>
<tr>
<td>i 13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>178</td>
<td>10</td>
<td>93</td>
<td>38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>o 14</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>54</td>
<td>0</td>
<td>1048</td>
<td>10</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n 15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>76</td>
<td>2</td>
<td>6</td>
<td>56</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>29</td>
<td>0</td>
<td>22</td>
<td>44</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.4: confusion matrix for segmented Lisbon image (threshold 15) classified with a multi-layer perceptron neural network (i.e. per-pixel basis).

<table>
<thead>
<tr>
<th>class no</th>
<th>Row Total</th>
<th>Error of Commission (%)</th>
<th>Column Total</th>
<th>Error of Omission (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>130</td>
<td>30.00</td>
<td>93</td>
<td>2.15</td>
</tr>
<tr>
<td>2</td>
<td>109</td>
<td>10.09</td>
<td>99</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>474</td>
<td>9.70</td>
<td>503</td>
<td>14.89</td>
</tr>
<tr>
<td>4</td>
<td>366</td>
<td>66.39</td>
<td>132</td>
<td>6.82</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>27.50</td>
<td>88</td>
<td>1.34</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
<td>63.64</td>
<td>251</td>
<td>96.81</td>
</tr>
<tr>
<td>7</td>
<td>232</td>
<td>55.60</td>
<td>156</td>
<td>33.97</td>
</tr>
<tr>
<td>8</td>
<td>71</td>
<td>14.08</td>
<td>121</td>
<td>49.59</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>100.00</td>
<td>13</td>
<td>100.00</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>3.33</td>
<td>128</td>
<td>54.69</td>
</tr>
<tr>
<td>11</td>
<td>335</td>
<td>1.79</td>
<td>366</td>
<td>10.11</td>
</tr>
<tr>
<td>12</td>
<td>516</td>
<td>43.41</td>
<td>515</td>
<td>43.30</td>
</tr>
<tr>
<td>13</td>
<td>433</td>
<td>58.89</td>
<td>214</td>
<td>16.82</td>
</tr>
<tr>
<td>14</td>
<td>1141</td>
<td>8.15</td>
<td>1111</td>
<td>5.67</td>
</tr>
<tr>
<td>15</td>
<td>163</td>
<td>65.64</td>
<td>370</td>
<td>84.86</td>
</tr>
<tr>
<td>16</td>
<td>107</td>
<td>58.88</td>
<td>126</td>
<td>65.08</td>
</tr>
</tbody>
</table>

Table 7.5: omission and commission errors from table 7.4.
In both tables 7.3 and 7.5, for some classes (e.g., 10, rice) it can be seen that the error of omission (57.81%) is very high compared to the error of commission (8.47%). Other classes (e.g., class 5, freshwater) have a high error of commission (34.92%) and a low error of omission (6.82%). In the first case the classifier has problems recognizing pixels belonging actually to that class but on the contrary the classifier is quite good in distinguishing pixels known not to belong to that class.

The second case indicates that the classifier is not good in distinguishing the different classes. But pixels known belonging to a class are assigned to that class with a low probability of error.

<table>
<thead>
<tr>
<th>Average Omit Precision per Class</th>
<th>64.13%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Commit Precision per Class</td>
<td>64.05%</td>
</tr>
<tr>
<td>Overall Classification Accuracy</td>
<td>70.70%</td>
</tr>
</tbody>
</table>

Table 7.6: overall accuracies of classification of non-segmented Lisbon image.

A very interesting class is class 6 (estuary/lagoon). After segmentation this class is almost completely absorbed by class 4 (seawater). The reason for this is that the segmentation process has joined two larger regions of spectrally similar classes into one region which is spectrally closer on average to class 4. The eight pixels on the leading diagonal for class 6 are from another separate area, which after segmentation retains the characteristics of class 6. But for purposes such as land cover determination and classification of crops, this is not of interest.

Also it is interesting to note that all of the pixels from class 9 (maize) were erroneously assigned to class 11 (vineyards) by the neural network in the un-segmented image and to class 7 in the segmented image. Class 9 is clearly spectrally similar to these other classes and the segmentation has simply made the maize pixels closer to class 7 rather than class 11 and does not help to reduce in this case the initial classification error.

By examining the confusion matrix belonging to the segmented Lisbon image (table 7.4), it can be concluded that overall this matrix is less noisy than the per-pixel one (table 7.2) with fewer non-zero entries off the leading diagonal.

The overall accuracies of commission and omission for the segmented and per-pixel cases are given in tables 7.6 and 7.7. As can be seen in the segmented case the overall accuracy of the classification is 70.09%, whereas the average error of omission is about 37% and commission is about 39%.

If a comparison is made between tables 7.6 and 7.7 it can be seen that surprisingly the overall accuracy of the classification of the non-segmented image is higher than for the segmented Lisbon image. This behaviour can be explained by the erroneous inclusion of pixels of class 6 into the seawater region (class 4)
Table 7.7: overall accuracies of classification of segmented image with threshold 15.

by the segmentation process. But if the separate classes are examined for the leading diagonal in the confusion matrices it can be seen that the number for all the classes except 4 and 6, are higher for the segmented image. For class 4 the number of pixels is lower because some of the pixels have been assigned to class 7 (wheat).

Thus it can be concluded that (for this image) segmentation improves the classification accuracy for some classes. However, it is also clear that merging regions of spectrally similar classes can have an adverse effect on overall classification accuracy.

Image 7.3: zoomed part of the classified non-segmented Lisbon image (i.e. image 7.1)
7.2. Classification of a segmented image by a neural network

Image 7.4: zoomed part of the classified segmented Lisbon image (i.e. image 7.2 with merging threshold 6)

Zoomed versions of the non-segmented and segmented classified images are shown in images 7.3 and 7.5 (coincident with image 5.1). Image 7.4 is added for comparison of different threshold settings. In these images it is clearly visible that the segmented images have less class “noise”. Without examining the classification accuracy, it can be said that for land cover applications in which homogeneous regions are usually required, this is a more desirable situation.

Images 7.4 and 7.5 look very similar. However, it is expected that or image 7.4 would look similar to image 5.2 and that image 7.5 would look similar to image 5.3. In fact images 5.3 and 7.5 look quite similar, but images 5.2 and 7.4 are very different. This behaviour can be explained by the class coverage of the different segments found in image 5.2. Probably the different segments all have the same crop, and thus explaining why after classification the images look so different.

Also a comparison can be made between image 5.3 (i.e. the zoomed Lisbon area segmented without polygons threshold 15 image) and the zoomed classified Lisbon image, image 7.5. It can be seen that the classified areas and segmented areas are similar. This is an un-expected result, because image 5.3 is segmented without polygons and subject to over-growing. The behaviour can be explained however, by the fact that both the segmentation and the classification look for pixels with similar spectral values and it is possible that separate regions end up in the same thematic class, even if they were initially separated by the segmentation process.
<table>
<thead>
<tr>
<th>Ground truth class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 1</td>
<td>80</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>l 2</td>
<td>98</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>a 3</td>
<td>435</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2 5</td>
</tr>
<tr>
<td>i 4</td>
<td>123</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>s 5</td>
<td>87</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>i 6</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>i 7</td>
<td>104</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c 8</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>a 9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>i 10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>73</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>a 11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>322</td>
<td>0</td>
<td>0</td>
<td>5 0</td>
</tr>
<tr>
<td>t 12</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>253</td>
<td>4</td>
<td>18</td>
<td>75</td>
</tr>
<tr>
<td>i 13</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>23</td>
<td>173</td>
<td>12</td>
</tr>
<tr>
<td>o 14</td>
<td>88</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>88</td>
<td>0</td>
<td>1058</td>
</tr>
<tr>
<td>n 15</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>61</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>11</td>
<td>33</td>
<td>0</td>
<td>30 47</td>
</tr>
</tbody>
</table>

Table 7.8: confusion matrix for segmented Lisbon image (threshold 6) classified with a multi-layer perceptron neural network.

<table>
<thead>
<tr>
<th>class no</th>
<th>Row Total</th>
<th>Error of Commission (%)</th>
<th>Column Total</th>
<th>Error of Omission (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95</td>
<td>15.79</td>
<td>93</td>
<td>13.98</td>
</tr>
<tr>
<td>2</td>
<td>104</td>
<td>5.77</td>
<td>99</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>490</td>
<td>11.22</td>
<td>503</td>
<td>13.52</td>
</tr>
<tr>
<td>4</td>
<td>366</td>
<td>66.39</td>
<td>132</td>
<td>6.82</td>
</tr>
<tr>
<td>5</td>
<td>114</td>
<td>23.68</td>
<td>88</td>
<td>1.14</td>
</tr>
<tr>
<td>6</td>
<td>18</td>
<td>55.56</td>
<td>251</td>
<td>96.81</td>
</tr>
<tr>
<td>7</td>
<td>223</td>
<td>53.36</td>
<td>156</td>
<td>33.33</td>
</tr>
<tr>
<td>8</td>
<td>68</td>
<td>11.76</td>
<td>121</td>
<td>50.41</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>100.00</td>
<td>13</td>
<td>100.00</td>
</tr>
<tr>
<td>10</td>
<td>75</td>
<td>2.67</td>
<td>128</td>
<td>42.97</td>
</tr>
<tr>
<td>11</td>
<td>329</td>
<td>2.13</td>
<td>366</td>
<td>12.12</td>
</tr>
<tr>
<td>12</td>
<td>441</td>
<td>42.63</td>
<td>515</td>
<td>50.87</td>
</tr>
<tr>
<td>13</td>
<td>460</td>
<td>62.39</td>
<td>214</td>
<td>19.16</td>
</tr>
<tr>
<td>14</td>
<td>1191</td>
<td>12.27</td>
<td>1111</td>
<td>4.77</td>
</tr>
<tr>
<td>15</td>
<td>172</td>
<td>64.53</td>
<td>370</td>
<td>83.51</td>
</tr>
<tr>
<td>16</td>
<td>131</td>
<td>64.12</td>
<td>126</td>
<td>62.70</td>
</tr>
</tbody>
</table>

Table 7.9: omission and commission errors from table 7.8.
7.2. Classification of a segmented image by a neural network

A question arising now is how the segment size influences the classification result. Therefore the segmentation is repeated but with a merging threshold of 6 instead of 15, resulting in tables 7.8-7.10. From these tables it can be seen that the overall accuracy decreases when a lower threshold is used. But a comparison of the diagonal of both confusion matrices, shows that for certain classes (e.g. 3 (soil), 10 (rice), 14 (grassland), 15 (deciduous forest), 16 (coniferous forest)) the accuracy is higher for the segmented image with threshold 6. This can be

<table>
<thead>
<tr>
<th></th>
<th>Average Omit Precision per Class</th>
<th>62.94%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Commit Precision per Class</td>
<td>62.93%</td>
</tr>
<tr>
<td></td>
<td>Overall Classification Accuracy</td>
<td>69.58%</td>
</tr>
</tbody>
</table>

Table 7.10: overall accuracies of classification of segmented image with threshold 6.

7.2.1 Influence of segment size

A question arising now is how the segment size influences the classification result. Therefore the segmentation is repeated but with a merging threshold of 6 instead of 15, resulting in tables 7.8-7.10. From these tables it can be seen that the overall accuracy decreases when a lower threshold is used. But a comparison of the diagonal of both confusion matrices, shows that for certain classes (e.g. 3 (soil), 10 (rice), 14 (grassland), 15 (deciduous forest), 16 (coniferous forest)) the accuracy is higher for the segmented image with threshold 6. This can be
explained through the inclusion of pixels having a more distinct spectral value for merging with a high threshold. The above indicates that threshold setting is a difficult problem, because increasing the threshold does not indicate that a higher classification accuracy can be achieved for all classes.

<table>
<thead>
<tr>
<th></th>
<th>threshold 6</th>
<th>threshold 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1542</td>
<td>1504</td>
</tr>
<tr>
<td>2</td>
<td>207977</td>
<td>114862</td>
</tr>
<tr>
<td>3</td>
<td>122965</td>
<td>49911</td>
</tr>
<tr>
<td>4</td>
<td>62869</td>
<td>17922</td>
</tr>
<tr>
<td>5</td>
<td>34368</td>
<td>8903</td>
</tr>
<tr>
<td>6</td>
<td>22895</td>
<td>7233</td>
</tr>
<tr>
<td>7</td>
<td>22895</td>
<td>7125</td>
</tr>
<tr>
<td>8</td>
<td>13124</td>
<td>7126</td>
</tr>
<tr>
<td>9</td>
<td>10299</td>
<td>6842</td>
</tr>
<tr>
<td>10</td>
<td>8285</td>
<td>6641</td>
</tr>
</tbody>
</table>

Table 7.11: number of regions with a size from 1 to 10 for thresholds 6 and 15 respectively (first 10 lines). The second part gives the four largest regions in the image.

The increase in region size is shown in table 7.11. It can be seen that the number of regions with a small size decreases for when the threshold is increased from 6 to 15.

In table 7.12 the average region size and the remaining number of regions is shown for the Lisbon image with a threshold of 6 and 15 for the best merge. If a higher merging threshold is used the number of regions tends to decrease whereas the average region size tends to increase.

<table>
<thead>
<tr>
<th></th>
<th>threshold 6</th>
<th>threshold 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>555652</td>
<td>6.303</td>
<td>306132</td>
</tr>
<tr>
<td>306132</td>
<td>11.441</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.12: average region size (columns 2 and 4) and remaining number of regions (columns 1 and 3) in Lisbon image.
7.3 ERS-1 filtering

The combination of Landsat TM and ERS-1 SAR data can potentially lead to improved land cover mapping. Initially however SAR data must undergo speckle noise filtering. In Schoenmakers et al. [96] the potential use of segmentations of Landsat TM data to describe boundaries which can serve as a basis for SAR speckle noise filtering prior to incorporation in integrated multi-sensor classification, is described.

One of the main difficulties in combining Landsat-TM and ERS-1 SAR imagery is the smoothing of the SAR data to remove speckle noise prior to integrated classification. Although several good speckle filters exist (e.g. Lopes et al. [64], Nezry et al. [75].) they can have the effect of eroding boundaries such as those between adjacent agricultural fields and of ‘transporting’ noise across segment boundaries. This problem could in principle be solved by using a segmentation of coincident image data from a different source which is not susceptible to speckle noise effects, i.e. from high resolution optical or infra-red satellite imagery.

The full procedure for combining the two types of data involves the main steps given in algorithm 7.1.

1. acquisition of Landsat TM and ERS-1 data for coincident area and similar acquisition dates.
2. geo-referencing of TM and SAR data and geometrical correction.
3. segmentation of TM data.
4. overlay of TM segment boundaries on SAR data.
5. smoothing of SAR data within segment boundaries by averaging within segment.
6. integrated use of TM spectral channel radiances and SAR intensity data in land cover classification.

Algorithm 7.1: different steps for speckle filtering a geo-referenced ERS-1/SAR image using segments of an optical image.

The procedure ensures that noise from neighbouring segments is not merged into the average backscatter signal for a particular segment of an ERS-1 SAR image and that this signal is therefore more accurate and more useful in classification of landscape features. After the smoothing has been carried out, the per-segment averages of the radar backscatter signal and the optical/infra-red reflectances in the various channels can be used as separate features for a pattern classifier.
Image 7.6: the ERS1-SAR image, 256 × 256 pixels, original satellite data ©ESA.

Image 7.7: the region mean filtered ERS1-SAR image based on segmented Landsat-TM image.
7.4. Segmentation of NDVI imagery for profile extraction

A first attempt to segment multi-temporal NDVI\textsuperscript{1} imagery is done in Genovese \textit{et al.} [35]. A multi-temporal dataset comprising 17 NOAA\textsuperscript{2}-AVHRR\textsuperscript{3} images of the Andalusian region (Spain) was selected. The data set contained only images

---

\textsuperscript{1}Normalized Difference Vegetation Index.

\textsuperscript{2}National Oceanic Atmospheric Administration.

\textsuperscript{3}Advanced Very High Resolution Radiometer.
having a cloud cover of less than 10 percent. The 17 images were selected over a time interval of one year. For every month one image was selected, with more images in the period when the chlorophyll content of the vegetation was expected to be high.

The data set was pre-processed with the SPACE\textsuperscript{4} software package. SPACE performs operations like co-registration calibration, atmospheric correction, and cloud detection and, transforms the original 10 bit per pixel data into 16 bit data of which 6 bits contain information extracted with SPACE and the other 10 bits contain the spectral value per pixel. From the original 5 channel data per date, the NDVI which is defined as

\begin{equation}
\frac{Ch2 - Ch1}{Ch2 + Ch1}
\end{equation}

is computed, where $Ch1$ and $Ch2$ are channel 1 and 2 of the five channel AVHRR data. The NDVI values are scaled in the integer interval $[0, 255]$. Now the lowest values indicate water and clouds, low values indicate bare soil and low vegetation cover, and the highest values indicate areas with a good vegetation cover. The spectral range of the 5 bands is given in table 7.13.

<table>
<thead>
<tr>
<th>Band</th>
<th>wavelength (μm)</th>
<th>nominal spectral location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.58-0.68</td>
<td>green/red</td>
</tr>
<tr>
<td>2</td>
<td>0.72-1.10</td>
<td>near IR</td>
</tr>
<tr>
<td>3</td>
<td>3.55-3.93</td>
<td>mid IR</td>
</tr>
<tr>
<td>4</td>
<td>10.3-11.3</td>
<td>thermal IR</td>
</tr>
<tr>
<td>5</td>
<td>11.5-12.5</td>
<td>thermal IR</td>
</tr>
</tbody>
</table>

Table 7.13: the NOAA AVHRR bands.

The 17 NDVI images were integrated into one multi-temporal image, i.e. one 17 band image, where each band represented the NDVI value for a pixel for a date selected. Hence every pixel represented the NDVI profile for a ground cover type for 17 discrete points over one year.

Clouds were removed using the cloud mask (as derived by the SPACE software) and a linear interpolation between the previous cloud free date for a pixel and the next cloud free date for that same pixel was used to ensure that a complete 17 component NDVI signature could be built up for each pixel in the image. The 17 band image with deleted clouds was then filtered using the ‘butcher’ algorithm as described in appendix A. Subsequently the image was segmented using the multi-band, information and was then subject to unsupervised classification.

\textsuperscript{4}Software for Processing AVHRR data for the Community of Europe, courtesy European Union.
7.5. Concluding remarks

In this chapter several applications for the segmentation method have been indicated. These included classification for land cover mapping, radar data speckle filtering and NDVI signature extraction. In the first two cases the ability of the segmentation process to reduce spatial noise, either in an optical classified image or in a raw SAR image, has been demonstrated.
In this dissertation a segmentation method has been developed which integrates edge detection, edge linking, and region growing into a hybrid method.

In chapter 1 it was shown that segmentation methods based on edge detection and region growing separately have their shortcomings, especially in regions where many mixed and isolated pixels are found. For edge detection methods on the one hand, the main problem is that few closed object boundaries are found. For the region based methods on the other hand, the main problem is when to stop growing. If the growing is stopped at an early stage many small regions or isolated pixels remain. If the growing is stopped at a later stage, too large regions might result, covering different fields on the ground. Another problem inherent to region growing is its order dependence.

In chapter 2 different existing methods for both edge detection and region growing were discussed. For the edge detection part, several options existed. The Frei & Chen [33] edge detector, adapted by Lacroix [60], was chosen. It has been shown by Frei & Chen that their edge detector gives improved results over the edge detectors developed by Sobel [26], and Kirsch [55]. Of course also other edge detectors like the ones developed by Canny [13], Haralick [38] and, Marr & Hildreth [65], can be used. Implementation of these and comparison with the Frei & Chen edge detector has to show which ones gives the best results on remotely sensed imagery. But results obtained with the improved Frei & Chen operator are satisfactory. For the region growing on the other hand, the best merge algorithm (Tilton [106, 107, 108, 109] and Beaulieu & Goldberg [7]) was chosen because it is order independent.

In chapter 3, the Frei & Chen [33] edge detector has been used for boundary detection. It has been shown in that chapter that the edge magnitude as computed by the Frei & Chen edge detector is dependent on the absolute intensity
(grey level) values. Higher intensity values give a lower edge magnitude, but lower spectral values give a higher one. This undesirable behaviour has been overcome by subtracting the spectral value of the pixel having the minimum intensity value from all the pixels within the window $W$. It has been shown that this radically improves the sensitivity of the Frei-Chen edge detector.

Another problem to be resolved was that the Frei & Chen edge detector was developed for use on single band imagery. Applying the edge detector on multi-band imagery causes a problem. For every band of every pixel the edge magnitude and edge direction are computed. Thus for a pixel several magnitude and direction values are derived. Thereafter the direction and magnitude values are taken for the band with the maximum edge magnitude although other possibilities for selecting edge magnitude and direction should be tried.

In chapter 4, a new method has been developed which tries to connect edge fragments resulting from the edge detection module, by adding missing edge pixels. This way gaps are closed and closed boundaries are defined. Redundant information, i.e. edge fragments not belonging to such closed polygons are deleted. The set of closed polygons divides the image into a set of areas having no assumed physical relationship.

In chapter 5, the order dependence properties of the best merge algorithm were examined. The best merge is the only region growing method known to be order independent, and therefore this method was chosen. In the original version as proposed by Tilton [106, 107, 108, 109] and Beaulieu & Goldberg [7], at every merging iteration the pair with the lowest merging cost is merged into a new region. It was shown that when several pairs simultaneously have the lowest merging costs, this method is order dependent, because a pair for merging is randomly selected. In order to overcome this problem a merging scheme has been proposed in which pairs having the same lowest merging costs are merged simultaneously. It has been indicated that when several connected pairs have to be merged simultaneously, the final segmentation result need not be the 'best', although the order dependence, and hence the repeatability, of the method is a distinct advantage.

To treat isolated and mixed pixels, a 'post-merging' stage has been added in which the neighbourhood of isolated pixels is examined and rules have been developed to add them to existing regions. The addition is done without updating the segment mean, in order to keep the segment mean 'pure'.

In chapter 6, the integration of the edge detection and the region growing was discussed. The implemented integration technique does the following: Within the image edges are detected and the separate edge fragments are inter-connected by the linking method. Doing so divides the image into a set of areas which can
be processed (region grown) independently. It is assumed for this case that the areas covered by different polygons belong to different objects, having no physical relationship.

Already on small images (size 500 × 500 by 3 channels) the integrated use of edge detection, edge linking and region growing resulted in much faster processing on a sequential single processor computer, than the region growing by itself.

Due to the limited amount of RAM available on current UNIX-based workstations, it has been impossible until now to store full scene imagery in RAM. Moreover it is expected that the amount of data is going to increase due to the increased ground resolution of new satellite platforms to be launched in the future. For these reasons, the method as presented for segmenting a complete image, (which cannot be stored in RAM), needed to be adapted.

For the filtering and the edge detection, the slicing technique was introduced. For the edge linking part the slicing technique was expected to cause problems because one edge fragment could extend all over the image. This would cause too many I/O operations while following the edge fragment. Another problem was that the amount of memory needed to store the trees, could easily exceed available RAM. Therefore a method was developed which divides the output edge fragment image from the edge detection module, into square sub-images. On the square sub-images the linking and pruning are carried out independently. After the sub-images have been processed the sub-images are re-constructed into an edge image containing only closed polygons.

For the best merge algorithm, a different method was developed. Since the closed polygons divide the image into (small) areas, which can be best merged independently of each other, the best merge method has been adapted so that only pixels within a polygon are considered in the merging process. Hence edge pixels and pixels outside the polygon have been excluded.

One problem still remains: if a polygon exists having more pixels than can be stored in RAM, the program as it is currently implemented, collapses. To solve this, a simple solution has been proposed. Large polygons (size given by the user) are excluded from merging. Those polygons are left as one region and take the average of the intensity values of the pixels within the polygon as the region mean.

From the way the method has been developed to handle full scene imagery, an implementation for a parallel computer architecture is straightforward. As the filtering and the edge detection use the slicing technique, the image can be divided into sub-images which can then be given to separate processors. The implementation of the edge linking for whole images is already done so that the image can be divided into sub-images. These sub-images which are now started as separate processes, could be started as several processes on different CPUs. The region growing is also clear: supply the area covered by one polygon to one processor.
In chapter 7 it was shown that classification accuracy (for some classes) can be increased by performing segmentation. However, the segmentation showed a side effect, that pixels known to belong to different classes, are merged into one region, because they are spectrally similar. For those classes the classification result was worse than classification on the non-segmented image.

In the same chapter it was shown that segmentation can be useful for speckle filtering ERS-1/SAR imagery. A method has been described which uses the segmentation result of a Landsat-TM image to smooth a geo-referenced ERS-1 image of the same location. The segments of the Landsat image are projected on the ERS-1 image. Within the projected segment the average is taken.

Also its use in vegetation profile extraction in NOAA/AVHRR NDVI imagery was indicated. This has been done by creating a multi-temporal NDVI dataset. Using available ground truth, vegetation index profiles for specific crops were extracted.

Currently the method is operational in that it is able to segment large satellite images in a reasonable time (a few hours) on a single CPU-computer (SUN SPARC10). But the method needs further development. Especially the edge linking needs further improvement in making explicit use of the edge direction. In the ‘parallel’ version of the edge linking, the image is divided into square sub-images, which are then independently linked. The borders of these images need separate processing in order to remove all un-connected edge fragments. Further improvement in I/O etc. could be made.

Also the process for addition of edge and isolated pixels to regions needs further development. Currently only the spectral distance between an edge/isolated pixel and a neighbouring region is examined. It would be better to examine the whole neighbourhood more closely.

Overall by looking at the segmentation results on different imagery and different kinds of data, I can conclude that the results are promising. But it has to be kept in mind that segmentation is subjective to human interpretation and therefore it is difficult to objectively judge the “quality”, as it depends on the context in which it has been carried out.
Appendix A

A Pre-Segmentation Noise Filtering Procedure

A.1 The method developed

Filters are defined with different window sizes. Within the window pixels are selected for smoothing using either a fixed selection (e.g. Nagao-Matsuyama [73]) or a fixed weighting function of all the pixels (e.g. adapted Gaussian weighted filtering [102]). Bovik et al. [11] state that the selection of pixels within a window for filter function computation is important for two reasons:

1. The degree of overlap between adjacent or neighbouring filter windows determines the statistical dependence of the output and
2. The spatial position of the pixels selected within the window influences the performance of the filter near edges aligned along various orientations.

The first reason indicates that if the window size is too large then the smoothing of two adjacent pixels \( p \) and \( q \), depends on the selection, of pixels for smoothing \( p \) and \( q \). In case \( p \) is the central pixel of the moving window, then pixels within its window are selected for filtering. However, when \( q \) is the central pixel of the moving window, because of the overlap of the windows, pixels being selected for \( q \), might have been selected for \( p \) and thus the output for \( p \) as well as \( q \) can be strongly related. If the window is small, then this relationship is expected to be less.

The second reason indicates that it is important how pixels are selected for smoothing. If the current pixel to be filtered is situated along an edge, then it is important to select the right candidates for smoothing. If pixels are selected from both sides of the edge, the output for that pixel might 'weaken' the edge.

To avoid the two above mentioned problems a new filter category has been developed for remotely sensed imagery with the property of smoothing regions
but preserving roads, brooks etc., mostly appearing as the so called 'mixed' pixels.

The method presented has many degrees of freedom in implementation. It uses a window $W(i, j)$ as defined in equation (1.3) with $k = 1$. As the ground resolution of most high resolution satellite images currently in use for land cover mapping is 10-30 meters, ditches, roads, brooks etc. can be described within a single pixel (or several pixels), and thus within the window $W(i, j)$. Larger window sizes are not necessary to describe primitive image features like an edge, a line or an isolated pixel. The pixels selected for smoothing the central pixel $p_{i,j}$ of $W(i, j)$, depend on the spectral values and the local gradient.

The method is based on the morphological analysis of the joined-up line created by linking the sorted spectral values of a $3 \times 3$ window as shown in figure A.1. Within a $3 \times 3$ window the adjacency of every pixel to the central position (pixel $p_{i,j}$ in equation (1.3)), is assured. The pixels within the window are sorted, and are plotted in the $s, w$-plane with the index in the sorted array on the $s$-axis and the spectral values of the pixels $w_i$ on the $w$-axis. In analyzing the gradient of this joined-up line around the central pixel $p_{i,j}$ ($w_c$ in figure A.1), it is attempted to divide the total window $W(i, j)$ into parts with similar reflectance values using morphological criteria, i.e. the examination of the local gradient of two adjacent

![Figure A.1: $L(s)$ as a function of the spectral values.](image)
pixels within the plot. The aim is to divide the window into parts belonging to a slope and a segment by applying simple, logical rules.

A.2 The new algorithm

Roughly the method can be described as given in algorithm A.1. The first 6 steps are the same for all of the different kinds of applications. Later steps (algorithm A.2) can differ depending on the application for which it will be used.

Before giving the algorithm, first some terms used in the algorithm are explained. The variable \( d_i \) is defined as the length of the vector in \( w \)-direction from \( w_i \) to \( L(s) \), i.e. \( d_i \) is defined as the length of the vector from \( w_i \) to \( w'_i \), where \( w_i \in w_s \), and \( w'_i \) is the point on \( L(s) \).

For figure A.1, \( w_3 - w'_3 > 0 \) and \( w_8 - w'_8 > 0 \), where \( w_7 - w'_7 < 0 \). Now a local minimum, a local maximum, a slope and, a segment can be defined as:

**LOCAL MINIMUM** Given \( w_j, \ldots, w_i, \ldots, w_k, j \leq i \leq k \) and for all \( w_i, w_s \leq w'_i \), then \( w_i \) is declared to be a local minimum, if \( \forall d_{i1} \mid d_i < d_{i1} \) with \( j \leq i \leq k \).

**LOCAL MAXIMUM** Given \( w_j, \ldots, w_i, \ldots, w_k, j \leq i \leq k \) and for all \( w_i, w_s \geq w'_i \), then \( w_i \) is declared to be a local maximum, if \( \forall d_{i1} \mid d_i > d_{i1} \) with \( j \leq i \leq k \).

**SLOPE** Given \( w_{\text{min}} \) and \( w_{\text{max}} \) in \( \{w_2, \ldots, w_8\} \), where \( w_{\text{min}} \) is a local minimum and \( w_{\text{max}} \) a local maximum. Then a slope is defined as:

- \( w_1, \ldots, w_{\text{max}}, \) if \( w_{\text{max}} \) exists, or
- \( w_{\text{min}}, \ldots, w_9, \) if \( w_{\text{min}} \) exists, or
- \( w_{\text{min}}, \ldots, w_{\text{max}}, \) if \( w_{\text{min}} \) and \( w_{\text{max}} \) exist.

**SEGMENT** Given \( w_{\text{min}} \) and \( w_{\text{max}} \) in \( \{w_2, \ldots, w_8\} \), where \( w_{\text{min}} \) is a local minimum and \( w_{\text{max}} \) a local maximum. Then a segment is defined as:

- \( w_1, \ldots, w_{\text{min}}, \) if \( w_{\text{min}} \) exists, or
- \( w_{\text{max}}, \ldots, w_9, \) if \( w_{\text{max}} \) exists, or
- \( w_{\text{max}}, \ldots, w_{\text{min}}, \) if \( w_{\text{min}} \) and \( w_{\text{max}} \) exist.

Examining these definitions it is thus possible that a given pixel \( w_i \) is situated on a segment and on a slope! (e.g. \( w_3 \) in figure A.1). If this is the case then \( w_c \) is a local minimum or a local maximum. The interval \( w_j, \ldots, w_i \) (or \( w_i, \ldots, w_k \)) for which \( w_i \) is on a segment will be chosen.

Different implementations, algorithm A.2, are possible for smoothing \( w_c \). In algorithm A.2 \( SD(x, y) \) indicates the spectral distance from \( x \) to \( y \).
1. sort $W(i,j)$ in increasing order giving $w_s = (w_1, \ldots, w_9)$.

2. plot $w_1, \ldots, w_9$. On the horizontal axis $1, \ldots, 9$.
   On the vertical axis the spectral values of $w_1, \ldots, w_9$.

3. plot a linear function $L(s)$ from $w_1$ to $w_9$.

4. compute for $w_i$, $i = 2, \ldots, 8$, the distance $d_i$.

5. determine the local minima and local maxima.

6. determine $w_j, \ldots, w_c, \ldots, w_k$ being a slope or a segment, $j \leq c \leq k$.

Algorithm A.1: slope/segment determination.

The first implementation will be further referred to as 'the one iteration smoother'. The second implementation will be further referred to as 'the butcher'. The third implementation will be further referred to as 'the iterative one'. Herein a minimum segment/slope is a segment/slope which contains at least a minimum (user defined) number of pixels. This means that the iterative process is re-applied until a segment/slope is found which has less than the user defined number of pixels, and the former found slope/segment will be used.

Within the different implementations of algorithm A.2, diverse scenarios can be implemented. If the central pixel $w_c$ is a drop-out or a pulse within the sorted array $w_s$ (i.e. $w_c = w_1$ or $w_c = w_9$) then it can be seen as a noise pixel and replaced by $w_2$ or $w_8$ respectively. Of course no smoothing and gradient analysis will take place.

Regarding figure A.1 the local minima are $w_2$ and $w_7$ and local maxima are $w_3$ and $w_8$. Hence the segments are found between pixels $w_1$ and $w_2$, between pixels $w_3$ and $w_7$, and pixels $w_8, w_9$. The slopes are found between pixels $w_2$ and $w_3$, and between pixels $w_7$ and $w_8$.

The effect of the above algorithm is that by finding the correct adjacent values in the window, not restricted to a fixed template or number of neighbours, every thinkable combination of pixels is possible. If there is any ambiguity in neighbour selection the central pixel will keep its original spectral value.

Regarding figure A.1 the central pixel is set to $w_3$, and a maximum is found for $w_3$ and $w_8$ and a minimum for $w_2$ and $w_7$.

1. 'the one iteration smoother'
   As $w_c$ is $w_3$, $w_c$ is a part of $w_2, w_3$ and $w_3, \ldots, w_7$. As defined above, the pixels forming a segment $w_3, \ldots, w_7$ are selected.

2. 'the butcher'
   The same pixels are selected as in 1.
A.3. Spectral dependency in multi-channel imagery

The functionality of the new category (and the existing filters) has been shown for one-channel imagery. What should be done with multi-channel imagery? Spectral correlation between the spectral bands of the pixels can be maintained in the following way: for every channel of a pixel the filter function is performed (i.e. the minimum/maximum and slope/segment calculation is carried out). This means that for every channel different pixel combinations for smoothing can be found. From these combinations a 'best' has to be selected. By computing some measure over the combinations per band, (e.g. the minimum variance found), a pixel combination is selected. This combination is then used to smooth all the other bands (for that pixel). Experiments should be carried out to see whether...
or not this results in an improvement in filtering.

The method described here can be applied of course also on the existing filters. For example the Nagao-Matsuyama filter which already computes the variance for the nine templates per channel. The template resulting in the lowest variance can be used to smooth the current pixel for all the channels.
Appendix B

Thresholding the edge magnitudes

Kapur et al. [53] define $Z$ as being the set of integer values $[0, 255]$. The image function can then be defined as a mapping function

$$f : N \times M \to Z.$$ (B.1)

where $N, M$ as in equation (1.2). The brightness of a pixel is denoted as $f(i, j) = p_{i,j}$, where $p_{i,j}$ as in equation (1.2) and the number of channels is 1.

Let $t \in Z$ be a threshold and $T = \{t_0, t_1\}$ be a pair of binary gray levels and $b_0, b_1 \in Z$. The result of thresholding an image function $f(i, j)$ at gray-level $t$ is a binary image function $f_t : N \times M \to T$ such that

$$f_t(i, j) = \begin{cases} t_0 & \text{if } f(i, j) < t. \\ t_1 & \text{if } f(i, j) \geq t. \end{cases}$$ (B.2)

In general, a thresholding method is one that determines the value $t^*$ of $t$ based on a certain criterion.

Let the numbers of pixels with gray level $i$ be $n_i$, then the total number of pixels is

$$N \times M = n = \sum_{i=0}^{N \times M} n_i.$$ (B.3)

The probability of occurrence of gray level $i$ is defined as

$$p_i = \frac{n_i}{n}$$ (B.4)

where $0 \leq i \leq 255 = l$.

Two probability distributions (edge/non-edge) are derived as follows

$$\frac{p_0}{P_t}, \frac{p_1}{P_t}, \cdots, \frac{p_l}{P_t}$$ (B.5)
and
\[
\frac{p_{t+1}}{1 - P_t} \cdot \frac{p_{t+2}}{1 - P_t} \cdot \cdots \cdot \frac{p_t}{1 - P_t} \quad (B.6)
\]
where \( t \) is the value of the threshold and
\[
P_t = \sum_{i=0}^{t} p_i. \quad (B.7)
\]

Define the entropy as:

\[
H_b(t) = - \sum_{i=0}^{t} \frac{p_i}{P_t} \log_e \left( \frac{p_i}{P_t} \right)
\]

\[
H_w(t) = - \sum_{i=t+1}^{l} \frac{p_i}{1 - P_t} \log_e \left( \frac{p_i}{1 - P_t} \right)
\]

then the optimal threshold \( t^* \) is defined as the gray level which maximizes \( H_b(t) + H_w(t) \), that is
\[
t^* = \text{ArgMax}_{t \in \mathbb{Z}} \{ H_b(t) + H_w(t) \}. \quad (B.9)
\]
Appendix C

The principle of the multi-layer perceptron

Artificial Neural Networks (NN) consist of separate processing units which are inter-connected in some way. Each processing unit is often called a 'neuron'.

The neural network used in chapter 7, is a Multi-Layer Perceptron (MLP) with back-propagation learning. The network consists of three layers of neurons. Between the separate layers the neurons are fully connected, within a layer however, the neurons are not connected, as shown in figure C.1. In figure C.1

Figure C.1: the network architecture.

the three layers can be differentiated as an input layer (layer ‘j’), a hidden layer (layer ‘i’), and an output layer (layer ‘k’).

In figure C.2 a neuron from the hidden layer, e.g. neuron ‘i1’, is shown in more detail. On the left (i.e. neurons from the input layer, neuron ‘j1’, ‘j2’ and ‘j3’) are the inputs to the processing unit (neuron ‘i1’).

Each inter-connection in figure C.2 has an associated connection strength, called the weight, given as \(w_{i1,j1}\), \(w_{i1,j2}\) and \(w_{i1,j3}\). The input to unit ‘i1’ is the
weighted sum of the outputs of the previous layer units, i.e.

\[ S_{i1} = \sum_l o_{jl} \cdot w_{i1, jl}. \]  

(C.1)

Then neuron 'i' uses a nonlinear threshold function, \( f_{i1} \), called activation function, to compute its output. The computed output is then sent to the neurons in a layer above (neuron 'k1', 'k2', 'k3'). If more than one hidden layer is present, then the same procedure is repeated until the output layer is reached.

The activation function \( f_{i1} \) is often a sigmoidal function:

\[ f_{i1}(x) = \frac{1}{1 + e^{-x}} = a_{i1} \]  

(C.2)

The variable \( x \) is in our simplified model equal to \( S_j \). The sigmoidal function is shown in figure C.3.

In figure C.1 the first layer is the input layer. Normally there are as many neurons in the input layer as there are spectral bands in the input image. Normally for the input layer the weights are constant and the input values to the neurons are the spectral values of the pixels. The second layer is the 'hidden' layer. The selection of the number of neurons in the hidden layer is still a difficult problem and is mostly done by trial and error. The third layer is the output layer. Normally this layer has as many neurons as there are output classes.

Learning of the network is done via the back-propagation principle. This is a supervised learning algorithm. The back-propagation learning algorithm is an iterative procedure involving computation of output errors in a forward step followed a backward adjustment of the weights. The forward step begins with the presentation of an input pattern to the input layer, and continues as activation level calculations propagate forward through the hidden layers. In
each successive layer, every processing unit sums its inputs and then applies the activation function to compute its output. The output layer then produces the output.

The backward propagation step begins with the comparison of the computed output to the target output, when the difference or the 'error' $\delta$ is computed. The backward propagation step then calculates error values for hidden units and changes their incoming weights, starting with the output layer and moving backward through the successive hidden layers.

The error value $\delta$, associated with each unit reflects the amount of error associated with that unit. This parameter is used during the weight correction procedure, while learning is taking place. A larger value for $\delta$ indicates that a larger correction should be made to the incoming weights, and its sign reflects the direction in which the weights should be changed.

Within most MLP networks with back-propagation learning, the generalized delta rule (GDR) is used. A first description of the GDR is given independently by Werbos [117] and Parker [78]. Rumelhart, Hinton and Williams [89] presented a clear and concise description of the method.

A problem of the backpropagation algorithm is its excessive learning time. No general methodology exists for determining the network configuration, i.e.

![Figure C.3: the sigmoidal function.](image)
the number of layers and the number of neurons per layer, and the different parameter settings, like the learning rate (a parameter determining how fast the network learns - a too high value may result in the network not converging, a too low value may lead to long learning times).

The network is tested by using a test data set which needs to be different from the set used for learning. The test set can be used to create confusion matrices which give information about the performance of the network for the different classes. If the performance is judged as 'not good enough' parameters can be adjusted and the network can be re-trained until the classification results for the test set are satisfying.

After learning and testing of the network has taken place the actual classification takes place. A pixel is presented to the network. The propagation of the pattern over the network towards the output layer results in an output value for every neuron of the output layer. The neuron having the highest output value is taken as the output class for that pixel.
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Samenvatting

Segmentatie is een proces dat pixels van een digitaal beeld samenvoegt conform door de gebruiker gedefinieerde karakteristieken door gebruik te maken van de spectrale waarden van pixels en hun omgeving. In dit proefschrift wordt een nieuwe segmentatie methode voor optische satelliet beelden gepresenteerd welke nieuw ontwikkelde en verbeterde bestaande methoden integreert in een hybride methode. Het doel ervan is grote satelliet beelden beter te kunnen segmenteren, beter in de zin dat de gesegmenteerde beelden beter bruikbaar zijn voor diverse, landbouwkundige en landgebruik toepassingen. Bestaande, aangepaste en nieuwe ontwikkelde segmentatie methoden worden besproken en vergeleken.

Voor twee klassen van segmentatie methoden, randdetectie en gebiedsgroei, worden zowel de voordelen als de nadelen besproken. Voor gebiedsgroei is aangetoond dat de zogenaamde volgorde afhankelijkheid en het te groot groeien van een gebied de hoofdproblemen zijn, terwijl voor randdetectie aangetoond is dat niet altijd de volledige randen gevonden worden. In de literatuur is dan ook aangegeven dat een combinatie van beide methoden een toename in segmentatie nauwkeurigheid kan betekenen. Daarom is een hybride methode ontwikkeld die in het kort als volgt beschreven kan worden. Gedeelten van randen worden gelokaliseerd door gebruik te maken van een gradient gebaseerde randdetector. De verschillende rand fragmenten worden dan verbonden door missende rand pixels toe te voegen. Op deze manier worden gesloten polygonen gecreëerd. Rand fragmenten die niet tot een gesloten polygoon behoren worden verwijderd. Binnen elk polygoon wordt dan een gebiedsgroei methode toegepast. In een post-segmentatie stadium, worden tenslotte de gevonden randen door de gebiedsgroei aan de gedetecteerde gebieden toegevoegd. In een pre-segmentatie stadium wordt ruis verwijderd door gebruik te maken van een nieuw ontwikkeld filter gebaseerd op de morfologie van de gesorteerde grijs waarden in een venster rond elke pixel.

De gebruikte “Lacroix” randdetectie methode had twee nadelen waarvoor een oplossing gevonden moest worden. De eerste was dat deze ontwikkeld was voor beelden met slechts één spectrale band. De tweede was de afnemende gevoeligheid voor hoge intensiteit waarden van de pixels.
Door het feit dat de randdetectie niet altijd gesloten randen vindt, moest een methode worden ontwikkeld welke randpixels toevoegt daar waar tussen randfragmenten een randpixel gemist werd zodanig dat gesloten randen gevormd worden. Overblijvende, niet verbonden randfragmenten worden dan verwijderd. Het ontwikkelde proces maakt gebruik van graaf datastructuren om randpixels en hun buurrelaties te representeren.

Het "best merge" (Tilton and Beaulieu & Goldberg) gebiedsgroei algoritme voorkomt het probleem van volgorde afhankelijkheid door in iedere iteratie slechts één paar aan elkaar grenzende gebieden samen te voegen: het paar met de minimale waarde van de functie die de kosten van samenvoegen beschrijft. Ge­start wordt met de toestand dat elke pixel een gebied is en er wordt alleen samengevoegd als de kosten beneden een gegeven waarde zijn. In dit proef­schrift echter wordt aangetoond dat in het geval dat verschillende paren dezelfde groeperingskosten hebben, ook dit algoritme volgorde afhankelijk is. Een methode is ontwikkeld om dit op te lossen. Het wordt aangetoond dat de "best merge" procedure een ongewenst effect kan hebben in bepaalde gevallen waarin de intensiteiten binnen segmenten een geleidelijk verloop hebben. Echter voor teledetectie beelden schijnt dit geen serieus nadeel te zijn. Verder is een kosten functie ontwikkeld die beter werkt in het geval dat velden verschillend van grootte zijn.

De implementatie van het voorgestelde algoritme kan volledige satelliet beelden die tussen de 38 MByte (SPOT-P) en ongeveer 250 MByte (Landsat-TM) kunnen beslaan, segmenteren. Om deze grote beelden te verwerken, gebruikt de implementatie een beeldopdeel techniek op zo’n manier dat uitwisselen van data van schijf- naar hoofdgeheugen en omgekeerd onafhankelijk gebeurt van het besturingssysteem.

Randdetectie om het beeld onder te verdelen in gesloten polygonen op elk waarvan de gebiedsgroei methode gebruikt wordt, leidt ook tot een aanzienlijke vermindering van de benodigde computer tijd omdat de benodigde tijd voor gebiedsgroei ongeveer evenredig is met het kwadraat van het aantal pixels bij aan­vang. Dit maakt ook een eenvoudige implementatie op een parallelle computer of op computers verbonden in een netwerk, mogelijk. Dit is van belang omdat gebiedsgroei de meeste tijd van de totale segmentatie keten in beslag neemt.

Resultaten van de hybride segmentatie methode zijn gepresenteerd voor Landsat-TM en SPOT-panchromatische beelden. Het gebruik van de segmentatie methode is geïllustreerd in drie teledetectie contexten. 1) De combinatie van segmentatie van Landsat-TM en een meerlagig perceptron neural netwerk voor landgebruik inventarisatie. 2) Het gebruik van segmentatie van Landsat-TM voor speckle filteren van een geo-refereerde ERS-1/SAR beeld. 3) Het gebruik van segmentatie van NOAA/AVHRR NDVI beelden voor het extraheren van vegetatie profielen.
La segmentazione è un processo che raggruppa pixels di un’immagine digitale di qualsiasi tipo conforme alle caratteristiche definite dall’utente usando i valori di questi pixels e la loro vicinanza. In questa tesi di dottorato è presentato un metodo di segmentazione di immagini ottiche ottenute tramite telerilevamento. Questo metodo integra metodi nuovi e già esistenti, come il metodo basato sul rilevamento dei limiti (edge detection), il collegamento dei limiti (edge linking) ed il metodo della crescita della regione (region growing), in un metodo ibrido con lo scopo di aumentare l’accuratezza della classificazione nelle applicazioni riguardanti il territorio in paricolar modo l’agricoltura. Sia i metodi di segmentazione esistenti, sia quelli adattati che quelli sviluppati sono discussi e confrontati.

In questa tesi sono descritti i vantaggi e gli svantaggi dei due metodi di segmentazione, il metodo della crescita della regione e il metodo basato sul rilevamento dei limiti. Per il metodo della crescita della regione è mostrato come la dipendenza ordinale (order dependence) e la supercrescita regionale (region over-growing) siano i problemi principali. Per il metodo basato sul rilevamento dei limiti è illustrato come i confini dei campi non siano sempre completamente rilevati. È stato descritto in letteratura che la combinazione dei due metodi può aumentare l’accuratezza della segmentazione. Per questo motivo un metodo ibrido è stato sviluppato. Questo può essere brevemente descritto come segue: i limiti sono ottenuti usando un rilevatore di limiti basato sul gradiente (gradient based edge detector). I frammenti separati dei limiti sono collegati aggiungendo i pixels mancanti per completarli. In questo modo dei poligoni chiusi sono creati. I frammenti di limiti che non appartengono ad un poligono chiuso sono cancellati. All’interno dei poligoni viene applicato il metodo della crescita della regione. In uno stadio di post-segmentazione i limiti rilevati sono aggiunti alle regioni individuate fin qui. In uno stadio di pre-segmentazione il rumore è eliminato usando un filtro di nuovo concezione basato sulla morfologia dei livelli di grigio ordinati in una finestra nell’intorno di ogni pixel.

Il metodo basato sul rilevamento dei limiti usato, “Lacroix”, aveva due svantaggi per i quali bisognava trovare delle soluzioni. Il primo svantaggio era lo
sviluppo solo per una singola banda di immagine, il secondo era la diminuzione di sensibilità per i valori dei pixels molto intensi.

A causa del fatto che il metodo basato sul rilevamento dei limiti non sempre trova confini chiusi, un metodo di collegamento dei limiti è stato sviluppato. Questo metodo aggiunge un pixel di limite dove ne manca uno per creare confini chiusi. I frammenti non collegati sono rimossi. Il processo di collegamento dei limiti usa strutture di grafi per rappresentare i pixels di confine e le loro relazioni.

L'algoritmo del metodo della crescita della regione "best merge" risolve il problema della dipendenza ordinale fondendo le coppie di regioni, ad ogni iterazione, in base a criteri di minimizzazione dei costi di fusione. L'algoritmo si innesca quando ogni pixel è considerato una regione e la fusione avviene solo se i costi sono inferiori alla soglia. Ma in questa tesi di dottorato è mostrato come anche questo algoritmo risente della dipendenza ordinale quando alcune coppie hanno gli stessi bassi costi di fusione. Un metodo è stato sviluppato per risolvere questo. Comunque è mostrato che questa procedure di fusione può avere un effetto laterale non voluto per cui rampe di immagini sono unite in maniera inappropriata. Per le immagini ottiche ottenute tramite telerilevamento questo non sembra essere un serio svantaggio. È stata infine sviluppata una funzione di costo indipendente dalla dimensione della regione.

L'algoritmo proposto è capace di segmentare immagini a scena completa che possano occupare da 38 Mb (SPOT-P) fino a circa 250 MB (Landsat-TM). Per manipolare questa quantità di dati il metodo sviluppato usa una tecnica di partizionamento in modo che possa avvenire uno "swapping" dal disco alla RAM e viceversa indipendentemente dal sistema operativo.

L'uso dei metodi basati sul rilevamento dei limiti e sul collegamento dei limiti per dividere l'immagine in poligoni indipendenti permette al metodo della crescita della regione di essere diviso in processi separati per ogni singolo poligono. Questo porta ad una diminuzione dei tempi di esecuzione dato che il tempo necessario per il metodo della crescita della regione è proporzionale al quadrato del numero di pixels di partenza. In questo modo si può creare un'implementazione diretta su di una macchina multi-processore o su di un insieme di computers collegati in rete. Questo è importante dato che la crescita della regione assorbe la maggior parte del tempo totale di segmentazione.

I risultati del metodo di segmentazione ibrido sono presentati per un Landsat-TM ed uno SPOT-Pancromatico. L'uso del metodo di segmentazione è mostrato in 3 contesti di telerilevamento: 1) la combinazione di una segmentazione di un'immagine Landsat-TM e di una classificazione "multi-layer perceptron" da rete neurale per l'inventario dei territori, 2) l'uso della segmentazione di un'immagine Landsat-TM per il filtraggio dello speckle immagine ERS-1/SAR georeferenziata, 3) l'uso della segmentazione di un'immagine NOAA/AVHRR NDVI per l'estrazione dei profili vegetali.
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