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ABSTRACT

Any variation of the fundamental physical constants, and more particularly of the fine structure constant, α, or of the mass of the electron, m_e, would affect the recombination history of the Universe and cause an imprint on the cosmic microwave background angular power spectra. We show that the Planck data allow one to improve the constraint on the variation of the fine structure constant at redshift z ~ 10^3 by about a factor of 5 compared to WMAP data, as well as to break the degeneracy with the Hubble constant, H_0. In addition to α, we can set a constraint on the variation of the mass of the electron, m_e, and on the simultaneous variation of the two constants. We examine in detail the degeneracies between fundamental constants and the cosmological parameters, in order to compare the limits obtained from Planck and WMAP and to determine the constraints on the cosmological parameters only, by including all possible cosmological constraints. We conclude that independent time variations of the fine structure constant and of the mass of the electron are constrained by Planck to ∆α/α = (3.6 ± 3.7) × 10^{-3} and ∆m_e/m_e = (4 ± 11) × 10^{-3} at the 68% confidence level. We also investigate the possibility of a spatial variation of the fine structure constant. The relative amplitude of a dipolar spatial variation of α (corresponding to a gradient across our Hubble volume) is constrained to be ∆α/α = (2.4 ± 3.7) × 10^{-2}.
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1. Introduction

The construction of the standard cosmological model, known as ΛCDM, relies on the assumption that General Relativity offers a good description of gravity on astrophysical scales. The existence of a dark sector, including both dark matter and dark energy, has motivated an important activity in testing General Relativity on astrophysical scales (see, Uzan 2007; Jain et al. 2013, for reviews) in order to better quantify and extend its domain of validity. As part of this programme, testing for the constancy of fundamental principles (see Dickie 1964 and Uzan 2003, 2011 for reviews) and thus on General Relativity, as well as on other metric theories of gravity.

Various systems, spanning different time scales and physical environments, are now used to set constraints on a possible variation of the fundamental constants. This includes the comparison of atomic clocks in the laboratory at z = 0 (Rosenband et al. 2008; Cingoz et al. 2008; Peik et al. 2008; Bize et al. 2003), the Oklo phenomenon at a redshift z ≃ 0.14 (Kuroda 1956; Shlyakhter 1976; Damour & Dyson 1996; Fujii et al. 2000a; Gould et al. 2006), meteorite dating (Wilkinson 1958; Dyson 1972; Fujii et al. 2000b; Olive et al. 2002), quasar absorption spectra observations (Savedoff 1956; Webb et al. 2001; Srianand et al. 2004, 2007), molecular absorption lines (Carilli et al. 2001; Kanekar et al. 2005), clusters of galaxies (Galli 2013, for reviews) in order to better quantify and extend its domain of validity. As part of this programme, testing for the constancy of fundamental principles (see Dickie 1964 and Uzan 2003, 2011 for reviews) and thus on General Relativity, as well as on other metric theories of gravity.

Various systems, spanning different time scales and physical environments, are now used to set constraints on a possible variation of the fundamental constants. This includes the comparison of atomic clocks in the laboratory at z = 0 (Rosenband et al. 2008; Cingoz et al. 2008; Peik et al. 2008; Bize et al. 2003), the Oklo phenomenon at a redshift z ≃ 0.14 (Kuroda 1956; Shlyakhter 1976; Damour & Dyson 1996; Fujii et al. 2000a; Gould et al. 2006), meteorite dating (Wilkinson 1958; Dyson 1972; Fujii et al. 2000b; Olive et al. 2002), quasar absorption spectra observations (Savedoff 1956; Webb et al. 2001; Srianand et al. 2004, 2007), molecular absorption lines (Carilli et al. 2001; Kanekar et al. 2005), clusters of galaxies (Galli 2013, for reviews) in order to better quantify and extend its domain of validity. As part of this programme, testing for the constancy of fundamental principles (see Dickie 1964 and Uzan 2003, 2011 for reviews) and thus on General Relativity, as well as on other metric theories of gravity.

Various systems, spanning different time scales and physical environments, are now used to set constraints on a possible variation of the fundamental constants. This includes the comparison of atomic clocks in the laboratory at z = 0 (Rosenband et al. 2008; Cingoz et al. 2008; Peik et al. 2008; Bize et al. 2003), the Oklo phenomenon at a redshift z ≃ 0.14 (Kuroda 1956; Shlyakhter 1976; Damour & Dyson 1996; Fujii et al. 2000a; Gould et al. 2006), meteorite dating (Wilkinson 1958; Dyson 1972; Fujii et al. 2000b; Olive et al. 2002), quasar absorption spectra observations (Savedoff 1956; Webb et al. 2001; Srianand et al. 2004, 2007), molecular absorption lines (Carilli et al. 2001; Kanekar et al. 2005), clusters of galaxies (Galli 2013, for reviews) in order to better quantify and extend its domain of validity. As part of this programme, testing for the constancy of fundamental principles (see Dickie 1964 and Uzan 2003, 2011 for reviews) and thus on General Relativity, as well as on other metric theories of gravity.
The observation of CMB temperature anisotropies has extensively been used to constrain the variation of fundamental constants at a redshift \( z = 10^3 \). Earlier analyses relied on the data from BOOMERanG and MAXIMA (Kaplinghat et al. 1999; Avelino et al. 2000; Landau et al. 2001) and on the WMAP data combined with other cosmological probes (Rocha et al. 2004; Martins et al. 2004b,a; Ichikawa et al. 2006; Stefanescu 2007; Scoccola et al. 2008; Nakashima et al. 2008; Menegoni et al. 2009; Menegoni 2010), first focusing on the effect of a variation of the fine structure constant only (Rocha et al. 2004; Martins et al. 2004b; Stefanescu 2007; Nakashima et al. 2008; Menegoni et al. 2009; Nakashima et al. 2010; Landau & Scoccola 2010) and then also including a possible variation of the electron mass (Ichikawa et al. 2006; Scoccola et al. 2008, 2009; Nakashima et al. 2010; Landau & Scoccola 2010; Scoccola et al. 2013). Such studies typically indicate that, on cosmological scales, these two parameters are constant at the percent level. The previous constraints and the set of cosmological parameters used to perform the analyses are summarized in Table 1.

From a physical point of view, the effects of a variation of the fundamental constants on the CMB are mostly caused by the modifications to the recombination process. As first discussed in Hannestad (1999), a variation of the fine structure constant can be implemented in the RECFAST code (Seager et al. 1999), but one should also include the variation of the mass of the electron (Battye et al. 2001), or equivalently the electron-to-proton mass ratio. In this new study, we implement a possible variation of the fundamental constants in a modified version of RECFAST, as used in earlier works (Avelino et al. 2001; Rocha et al. 2004; Martins et al. 2004b; Scoccola et al. 2008).

The shape of the CMB power spectrum depends on the cosmological parameters and, as we shall see in Sect. 3, there exist degeneracies between the fundamental constants and these cosmological parameters. Previous studies (see e.g., Table 1 for concrete examples) have constrained at the percent level the variation of the fundamental constants between the time of recombination and today. As we shall show, the resolution of the Planck data allows us to break some of the degeneracies and to improve these constraints. They can be further enhanced by combining CMB data with other cosmological probes (see Table 1).

The goal of the present study is to constrain the variation of the fundamental constants using the recent Planck data (Planck Collaboration I 2014). We will start by considering only a time variation of the fine structure constant. This analysis extends the one presented in Planck Collaboration XVI (2014) by showing the effect of combining the Planck data with a number of additional data sets. We then discuss the time variation of the mass of the electron and the simultaneous time variation of these two constants. Furthermore, we also address the possibility of a spatial dependence of the fine structure constant.

The article is organized as follows. We start by discussing the phenomenological implementation of the physics that depends on the fundamental constants in Sect. 2. Section 3 focuses on a purely spatial homogeneous time variation of the fine structure constant or of the mass of the electron, assuming that all other constants remain strictly constant. Section 4 considers the case in which both constants are allowed to vary. Section 5 investigates the possibility of a spatial variation, focusing on a dipolar modulation of the fine structure constant on the sky. It is first shown that such a variation induces mode coupling between the \( a_{lm} \), which can then be constrained. We summarize the constraints in Sect. 6 and also discuss extensions and limitations of our approach. Technical details of the effects on the recombination process are summarized in Appendix A, while Appendix B provides an in-depth description of the difference between a variation of \( \alpha \) and a variation of \( m_e \).

It is worth making some preparatory statements about notation. We generically represent the set of constants by \( c_p \). We denote the CMB temperature anisotropy observed in the direction \( \hat{n} \) by either \( \Theta(\hat{n}) \) or \( \Theta(\hat{n} ; c_p) \), the former assuming that it is evaluated using the current values of the fundamental constants as determined by laboratory experiments, \( \Theta(\hat{n} ; c_{p,0}) \). These can both be expanded in terms of spherical harmonics as

\[
\hat{\Theta}(\hat{n}) = \sum_{lm} \bar{a}_{lm} Y_{lm}(\hat{n}),
\]

and similarly for \( \Theta \), with multipolar coefficients \( a_{lm} \). We define the angular power spectrum as usual by

\[
(2\ell + 1)\tilde{C}_\ell \equiv \sum_m \langle a_{lm} \bar{a}_{l'm} \rangle.
\]

Statistical homogeneity and isotropy imply that \( \langle a_{lm} \bar{a}_{l'm} \rangle = \tilde{C}_\ell \delta_{\ell m} \delta_{l'0} \). However, this property has no general reason to hold, in particular when we consider a possible spatial variation of the fundamental constants (see Sect. 5).

The physics of recombination is mostly determined by the atomic physics of hydrogen and helium, and in principle depends on the fine structure constant

\[
\alpha \equiv \frac{e^2}{4\pi \hbar c},
\]

the masses of the electron and of the proton, \( m_e \) and \( m_p \), the proton gyromagnetic factor, \( g_p \), and the gravitational constant, \( G \), which enters through the expansion dynamics and the Friedmann equation. As explained in Sect. 2.1, the effect of a variation of \( m_p \) on recombination is subdominant compared to a variation of \( m_e \), while \( g_p \) enters only into the hyperfine structure, which is not relevant for the recombination process. In this paper, we assume that \( G \) is kept fixed, and so one could consider that a variation of \( m_e \) actually corresponds to a variation of the dimensionless quantity \( G m_e^2 / c^2 \) (however, see the discussion in Sect. 2.2).
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Table 1. Summary of the 68% confidence limit (CL) bounds on the variation of fundamental constants obtained from previous analyses of cosmological data and more particularly of CMB data. All assume $\Omega_k = 0$, i.e., no spatial curvature. Here $\Omega_b$, $\Omega_c$, and $\Omega_\Lambda$ refer to the density parameters for the baryons, cold dark matter, and cosmological constant, respectively. In addition $\delta$ is the reduced Hubble constant, $\tau$ the reionization optical depth, $\Theta$, the angular size of the sound horizon at last scattering, and the spectrum of the initial curvature perturbation is characterized by an amplitude $A_s$, a spectral index $n_s$ and potentially a running, $dn_s/d\ln k$. For comparison, our new analysis, based on the Planck data, uses $(\Omega_b h^2, \Omega_c h^2, H_0, \tau, n_s, A_s, \alpha, m_e)$.

<table>
<thead>
<tr>
<th>Constraint $(\alpha \times 10^2)$</th>
<th>Data</th>
<th>Other parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[-9.2]$</td>
<td>COBE-BOOMERanG-DASI + BBN</td>
<td>BBN with $\alpha$ only</td>
<td>(Avelino et al. 2001)</td>
</tr>
<tr>
<td>$[-1.4, 2]$</td>
<td>COBE-BOOMERanG-MAXIMA</td>
<td>$(\Omega_b, \Omega_c, \Omega_\Lambda, \Omega_k, n_s)$</td>
<td>(Landau et al. 2001)</td>
</tr>
<tr>
<td>$[-5.2]$</td>
<td>WMAP-1</td>
<td>$(\Omega_b h^2, \Omega_c h^2, \Theta, n_s, \tau, n_e, dn_e/d\ln k)$</td>
<td>(Rocha et al. 2004)</td>
</tr>
<tr>
<td>$[-6.1]$</td>
<td>WMAP-1</td>
<td>Same as above $+ dn_i/d\ln k = 0$</td>
<td>(Rocha et al. 2004)</td>
</tr>
<tr>
<td>$[-9.7, 3.4]$</td>
<td>WMAP-1</td>
<td>$(\Omega_b, \Omega_c, \Omega_\Lambda, n_s, \tau, m_e)$</td>
<td>(Ishikawa et al. 2006)</td>
</tr>
<tr>
<td>$[-4.2, 2.6]$</td>
<td>WMAP-1 + HST</td>
<td>$(\Omega_b, \Omega_c, n_s, \tau, m_e)$</td>
<td>(Ishikawa et al. 2006)</td>
</tr>
<tr>
<td>$[-3.9, 1.0]$</td>
<td>WMAP-3 (TT,TE,EE) + HST</td>
<td>$(\Omega_b, \Omega_c, n_s, \tau, m_e)$</td>
<td>(Stefancu 2007)</td>
</tr>
<tr>
<td>$[-1.2, 1.8]$</td>
<td>WMAP-5 + ACBAR + CBI + 2df</td>
<td>$(\Omega_b h^2, \Omega_c h^2, \Theta, n_s, A_s, m_e)$</td>
<td>(Scocclo et al. 2008)</td>
</tr>
<tr>
<td>$[-1.9, 1.7]$</td>
<td>WMAP-5 + ACBAR + CBI + 2df</td>
<td>$(\Omega_b h^2, \Omega_c h^2, \Theta, n_s, A_s, m_e)$</td>
<td>(Scocclo et al. 2009)</td>
</tr>
<tr>
<td>$[-5.0, 4.2]$</td>
<td>WMAP-5 + HST</td>
<td>$(\Omega_b h^2, \Omega_c h^2, h, n_s, A_s, m_e)$</td>
<td>(Menegoni et al. 2009)</td>
</tr>
<tr>
<td>$[-4.3, 3.8]$</td>
<td>WMAP-5 + ACBAR + QUAD + BICEP</td>
<td>$(\Omega_b h^2, \Omega_c h^2, \Theta, n_s, A_s, m_e)$</td>
<td>(Menegoni et al. 2009)</td>
</tr>
<tr>
<td>$[-1.3, 1.5]$</td>
<td>WMAP-5 + ACBAR + QUAD + BICEP + HST</td>
<td>$(\Omega_b h^2, \Omega_c h^2, h, n_s, A_s, m_e, \mu)$</td>
<td>(Nakamura et al. 2010)</td>
</tr>
<tr>
<td>$[-0.83, 0.18]$</td>
<td>WMAP-5 (TT,TE,EE)</td>
<td>$(\Omega_b h^2, \Omega_c h^2, h, n_s, A_s, m_e, \mu)$</td>
<td>(Nakamura et al. 2010)</td>
</tr>
<tr>
<td>$[-2.5, -0.3]$</td>
<td>WMAP-7 + H0 + SDSS</td>
<td>$(\Omega_b h^2, \Omega_c h^2, \Theta, n_s, A_s, m_e)$</td>
<td>(Landau &amp; Scocclo 2010)</td>
</tr>
</tbody>
</table>

2. Implementation of the variation of fundamental constants

The main effect of a variation of the fundamental constants is to induce a modification of the recombination rates that are mostly dependent on the fine structure constant and on the electron mass. These two constants are thus our primary focus and we summarize their impact on the recombination process in Sect. 2.1. However, assuming that a mass may be dynamical requires us to specify the model further, since we can imagine, e.g., that all the masses are varying while keeping their ratios constant, or that the mass ratios are varying. We briefly discuss these possibilities in Sect. 2.2.

2.1. Modification of the recombination dynamics

CMB angular power spectra strongly depend on the time and width of last scattering, i.e., on when and how photons decoupled from electrons. This information is encoded in the visibility function, which quantifies the probability distribution that a photon last scatters at a certain conformal time $\eta$, and is defined as

$$g(\eta)d\eta = \tau e^{-\tau d\eta},$$

where $\tau = \int \tau d\eta$ is the optical depth and $\tau$ is the Thomson scattering rate:

$$\tau = n_e e \sigma_T a.$$

Here $n_e$ is the number density of free electrons, $a$ the speed of light, $\alpha$ the scale factor, and $\sigma_T$ the Thomson scattering cross-section. A change in the fundamental constants modifies the Thomson scattering rate $\tau$ (and thus the visibility function) in a number of different ways. First, the Thomson scattering cross-section is given by

$$\sigma_T = \frac{8\pi}{3} \frac{h^2}{m_e c^2} a^2.$$

A variation of the fundamental constants implies that

$$\sigma_T = \sigma_T^0 \left( \frac{\alpha}{\alpha_0} \right)^2 \left( \frac{m_e}{m_e^0} \right)^{-2}.$$

(7)

Second, a change in fundamental constants modifies the equations determining the evolution with time of the free electron fraction $x_e$. The free electron fraction can be determined as the sum of the free proton fraction $x_p$ and of the singly ionized helium fraction $x_{HeI}$, whose evolution can be calculated by solving the system of differential equations summarized in Appendix A, together with the evolution of the matter temperature $T_M$ (see, e.g., Seager et al. 1999). These equations involve a series of quantities that have to be modified when assuming a variation of the fundamental constants. We will describe the most important dependencies below.

Since the energy levels scale as $B \propto \alpha^2 m_e$, it follows that the transition frequencies behave as

$$\nu_i = \nu_{i0} \left( \frac{\alpha}{\alpha_0} \right)^2 \left( \frac{m_e}{m_e^0} \right).$$

(8)

where any quantity with a subscript “0” has to be understood to be evaluated with its standard value, as known experimentally (see, e.g., Mohr et al. 2008). Note that it is in fact the reduced mass $m_r = m_e M/(m_e + M)$, $M$ being the mass of the nucleus, which should appear in the transition frequencies, but clearly at lowest order $\partial \nu_i/m_r = \partial \nu_e/m_e (1 + m_e/M) \approx \partial \nu_e/m_e$. This explains why the dependency is in $m_e$ and not $m_r$. Note also that the gyromagnetic factor does not enter in the dipolar transitions or in the energies, so that it does not enter the discussion at all.

The photonization cross-sections all scale as $\alpha^{-1} m_e^{-2}$, so that

$$\sigma_n = \sigma_{n0} \left( \frac{\alpha}{\alpha_0} \right)^{-1} \left( \frac{m_e}{m_e^0} \right)^{-2}.$$

(9)
The recombination coefficient $\tilde{\alpha}_1$ scales as $3 \alpha^3 m_e^{-3/2}$, so that

$$\tilde{\alpha}_1 = \tilde{\alpha}_0 \left( \frac{\alpha}{\alpha_0} \right)^3 \left( \frac{m_e}{m_{\text{e0}}} \right)^{3/2}.$$  \hspace{1cm} (10)

The ionization coefficient can then be defined as $\beta_i = \frac{\alpha}{\alpha_0} (2\pi^2 m_e kT_M/h^3)^{1/2} \exp(-h\nu_i/kT_M)$, so that it scales as

$$\beta_i = \beta_0 \left( \frac{\alpha}{\alpha_0} \right)^3 \exp(-h\nu_i/kT_M).$$  \hspace{1cm} (11)

where the frequency $\nu_i$ depends on the constants as in Eq. 8. The “K-factors” (see Appendix A for definition) account for the cosmological redshifting of the photons, and scale as

$$K_i = K_0 \left( \frac{\alpha}{\alpha_0} \right)^{-6} \left( \frac{m_e}{m_{\text{e0}}} \right)^{-3}.$$  \hspace{1cm} (12)

To finish, the Einstein A coefficient scales as $\alpha^5 m_e$ and the two-photon decay rates as $\alpha^6 m_e$, so that

$$A_i = A_0 \left( \frac{\alpha}{\alpha_0} \right)^5 \left( \frac{m_e}{m_{\text{e0}}} \right), \quad A_i = A_0 \left( \frac{\alpha}{\alpha_0} \right)^8 \left( \frac{m_e}{m_{\text{e0}}} \right).$$  \hspace{1cm} (13)

We incorporate all these modifications in the code RECFAST (Seager et al. 1999; Seager et al. 2000), so that the impact of a variation of the fundamental constants on recombination can be inferred. In the following, we impose the condition that the value of the constants can differ from the standard ones only at redshifts higher than around 50,\(^3\) and we consistently include variations both for hydrogen and helium recombination physics.

Fig. 1 shows the evolution of the free electron fraction $x_e(z)$ with redshift under a relative variation of $\pm 5\%$ of either the fine structure constant, $\alpha$, or of the mass of the electron, $m_e$. As can be noticed, a larger value of either of the two constants shifts the recombination epoch to earlier times, i.e., to higher redshifts. The effect is stronger for $\alpha$ than for $m_e$, mainly because of the different dependence of the transition frequencies on the two constants (see Eq. (8)). A detailed explanation of how the different dependences listed in this section affect the dynamics of recombination is reported in Appendix B.

\(^2\) The scaling of the effective recombination coefficient with the fine structure constant is not clearly established; throughout the paper we assume it to be cubic, following the scaling for the rates between individual levels. However, there have been other suggested scalings published, e.g., Narimani et al. (2012) adopted $\alpha^3$, while Kaplinghat et al. (1999) suggested a scaling motivated by the dependence of the effective recombination rate on temperature, yielding $\alpha^{3/4}$. We checked however that this difference in scaling has a subordinate impact on the spectra and that the results are essentially unmodified, whichever scaling we choose.

\(^3\) It is assumed that the constants do not vary on a time scale of the order of the width of the last scattering surface. As long as matter and radiation are tightly coupled, then after decoupling the equation of evolution of the distribution of the photons is described by a Liouville equation, instead of a Boltzmann equation, so that neither $\alpha$ nor $m_e$ enter the discussion. Thus, we actually implicitly assume that the constants relax to their current value before reionization, i.e., before about $z = 10$. The dynamics of this relaxation is indeed model-dependent, but the constraints at lower redshifts suggest that the variation between redshifts around 4 and today has to be smaller than $10^{-5}$. Any relaxation dynamics of the constants from their values at the epoch of recombination to their laboratory ones will not affect the analysis as long as it takes place after recombination and before the reionization era. In any case, we are essentially assuming that there is one value at the recombination epoch and another value today.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Evolution of the free electron fraction $x_e$ with redshift $z$ for different values of the fine structure constant $\alpha$ (top) and of the mass of the electron (bottom). The coloured lines refer to a $-5\%$ (blue) and $+5\%$ (red) variation of the constants, while the black line shows the standard case. The decreases at redshift around 6000 and 2000 correspond to the first and second recombination of helium, while the large decrease at redshift 1300 is due to the recombination of hydrogen.}
\end{figure}

Figure 2 shows the effect of a variation in $\alpha$ or $m_e$ on the CMB angular power spectra (temperature, $EE$ polarization and $TE$ cross-correlation). For a larger value of the constants, recombination happens earlier, resulting in three main effects on the power spectra.

The first effect is that the sound horizon at recombination is smaller, and the angular diameter distance to the last scattering surface is larger. As a consequence, the positions of the acoustic peaks shift to higher multipoles, in a way that can be degenerate with other cosmological parameters, e.g., the Hubble constant. However, these degeneracies can be broken, since a change in the value of the constants also affects the amplitude of the peaks, as described below.

The second effect of an earlier recombination is an increase of the amplitude of the peaks at small scales, due to a decrease of the Silk damping (Silk 1968). This effect is, however, more relevant for a change in the fine structure constant rather than...
for a change in the mass of the electron. This is because the Silk damping length can be defined as (Zaldarriaga & Harari 1995; Hu & Sugiyama 1995; Kaiser 1983)

$$\lambda_D^2 = \frac{1}{6} \int_0^{\eta_{dec}} \frac{d\eta}{\sigma r_{eff}} \left[ R^2 + \frac{6}{5} \frac{(1 + R)}{(1 + R)^2} \right],$$

(14)

where $R = 3\rho_b/(4\rho_c) = 3\omega_b/(4\omega_c) \alpha$, is the baryon-radiation ratio and $\eta_{dec}$ the conformal time of decoupling. An earlier and faster recombination process, due to a larger value of the constants, results in a smaller $\lambda_D$ and thus in damping affecting only smaller scales. However, $\lambda_D$ is also inversely proportional to the Thomson scattering cross-section, which depends on $\alpha$ and $m_e$ as (see also Eq. (7))

$$\lambda_D^2 \propto \frac{1}{\sigma_T} \propto \frac{1}{\alpha^2 m_e^2}.$$  

Thus, an increase of $\alpha$ decreases the Silk damping scale, not only by precipitating recombination, but also by increasing the Thomson scattering cross-section, as both these effects decrease $\lambda_D$. On the other hand, an increase of $m_e$ decreases the Thomson scattering cross-section, thus partially compensating for the decrease of $\lambda_D$ due to the earlier recombination. For this reason, $\alpha$ has a larger impact on the damping tail than $m_e$. Finally, the third effect of an earlier recombination due to a larger value of the constants is an increase of the amplitude of the spectra at large scales. This is due to the shorter time interval between the redshift of matter-radiation equality and the redshift of decoupling due to the baryon load, resulting in a smaller enhancement of the amplitude of odd peaks compared to even ones in the $TT$ power spectrum.

In conclusion, the overall amplitude of the peaks is less affected by a change in $m_e$ than by a change in $\alpha$, due to the different effect on the damping tail. This is the reason why high resolution data on the damping tail, as provided by Planck, allow one to break the degeneracy between $\alpha$ and $H_0$, while one can hardly do this for $m_e$ and $H_0$. Further details of these effects can be found in Appendix B.

### 2.2. Beyond ($\alpha$, $m_e$)

As explained above, only the fine structure constant and the electron mass have a direct impact on the recombination history. This work, as in most previous analyses, assumes that the gravitational sector is not modified, so that the dimensionless Friedmann equation takes its standard form:

$$E^2(z) = \Omega_m(1 + z)^3 + \Omega_k(1 + z)^2 + \Omega_\Lambda,$$

(15)

with $\Omega_m = \Omega + \Omega_r$ and $H(z) = H_0 E(z)$. However, in full generality, and to be self-consistent, the variation of any constant would represent a violation of the Einstein equivalence principle and hence invalidates the use of General Relativity to describe gravitation, and thus cosmology. The Einstein equations, and thus the Friedmann equations, should be modified due to the existence of new degrees of freedom that: (i) couple to the standard matter fields and are responsible for a long range interaction; and (ii) have their own energy densities, which should be included in the Friedmann equation (Ellis & Uzan 2005).

A large number of theoretical extensions to standard physics have been proposed and it is not our purpose here to list and investigate all these ideas. It is, however, useful to mention that we can roughly consider two classes of models. First, one could assume that all masses vary identically, i.e., that $m_\nu/m_\gamma$ remains constant for all types of field. Such a theory can be rewritten as a varying $G$ theory, i.e., as a scalar-tensor theory (Will 1981). Cosmological signatures of these theories have been discussed in, e.g., Damour & Pichon (1999) and Coc et al. (2006) for big-bang nucleosynthesis (BBN); a complete and consistent description of their signatures on the CMB can be found in Riazuelo & Uzan (2002), to be compared to the phenomenological approaches adopted in Zahn & Zaldarriaga (2003) and Galli et al. (2009). It is however important to realize that as soon as one assumes that $\alpha$ is varying, one expects the masses of all nucleons to vary as well, since the field responsible for the variation of $\alpha$ couples radiatively to nucleons. We thus expect the proton and neutron masses to be time dependent (Olive & Pospelov 2002), even if one assumes that the masses of all fundamental particles remain constant, in which case the model cannot be rephrased as a varying $G$ theory.

Another aspect of the variation fundamental constants, which has been much discussed in the literature (see e.g., Dicke 1962; Duff 2002; Uzan 2003; Narimani et al. 2012), is that only dimensionless combinations of constants can really be measured. Because of this, many previous studies have focussed on the parameter $\mu \equiv m_\nu/m_\gamma$. We have checked that for the physics of recombination our consideration of $m_e$ is entirely equivalent to variation of $\mu$. Hence our study of constraints on $(\alpha, m_e)$ is consistent with arguments that the only meaningful variations are dimensionless ones. However, the situation would be more complicated if we were to consider additional constants, and in particular $G$. As already stated, $G$ enters the Friedmann equation, and so even if one considers a dimensionless ratio, such as $G m_\gamma^2/h_c$, there are still complications over whether the cosmological framework is even self-consistent, in addition to whether the cosmological perturbations might evolve differently. This can only be done within the context of specified theories of modified gravity.

This short discussion emphasizes the difficulty in implementing in a self-consistent way the variation of several constants without fully specifying a theory, thus becoming model-dependent. Let us also point out that in many specific constructions the variations of the different constants are correlated (see, e.g., Coc et al. 2007; Luo et al. 2011) and will enter both the equations governing the dynamics of the background spacetime, i.e., new terms in Eq. (15), and the recombination process. In our work, we focus on the two constants that have a dominant effect on the recombination history, and we have neglected their effect on the background expansion, which is a good approximation for small variations. However, it is important to keep in mind that this is an approximation, and that one should in principle rely on a completely defined theoretical model (see, e.g., Damour & Pichon 1999 and Coc et al. 2006 for cases in which such an approximation is not accurate).
3. Time variation of a single constant

3.1. Standard Planck data analysis

In this section we determine the Planck constraints on the value of the fine-structure constant $\alpha$ and on the mass of the electron $m_e$, assuming that only one constant can vary at a time. The cosmological picture we assume is a flat $\Lambda$CDM model with one additional varying constant ($\alpha$ or $m_e$), purely adiabatic initial conditions with an almost scale invariant power spectrum, and no primordial gravity waves. It is thus described by a seven-dimensional parameter space that includes the baryon and cold dark matter densities $\omega_b = \Omega_b h^2$ and $\omega_c = \Omega_c h^2$, the Hubble constant $H_0$, the optical depth at reionization $\tau$, the scalar spectral index $n_s$, the overall normalization of the spectrum $A_s$ (defined here at $k = 0.05 \text{Mpc}^{-1}$) and a parameter for the varying constant: $[\omega_b, \omega_c, H_0, \tau, n_s, A_s, \alpha \text{ or } m_e]$.

Unless otherwise stated, we derive the value of the primordial helium abundance as in Hamann et al. (2011). This uses interpolated results from the PA$\text{R}$thEn$\text{O}$PE BBN code (Pisanti et al. 2008), which calculates the value of the helium abundance given the number of relativistic species $N_{\text{eff}}$, and the physical baryon density $\omega_b$, assuming standard BBN. Furthermore, unless explicitly varied, we fix the number of relativistic species to $N_{\text{eff}} = 3.046$ and the sum of the neutrino masses to $\sum m_\nu = 0.06$, as in Planck Collaboration XVI (2014).

In order to determine the constraints, we use Planck temperature anisotropy data (Planck Collaboration XV 2014) in combination with several other data sets, and use the likelihood code publicly released by the Planck collaboration. We use the same assumptions and data sets used in Planck Collaboration XVI (2014) to determine the cosmological parameters, and we refer the reader to this paper for further details. The data sets we use are:

- Planck The Planck CMB power spectra are analysed using two different likelihood codes. In the multipole range $2 \leq \ell \leq 49$, the likelihood is based on a component-separation approach over 91% of the sky (Planck Collaboration XII 2014; Planck Collaboration XV 2014), while at higher multipoles it is constructed from cross-spectra over the frequency range 100–217 GHz, as discussed in Planck Collaboration XV (2014). In the latter case, the amplitude of unresolved foregrounds, as well as beam and calibration uncertainties, are explored, along with the cosmological parameters. In the following, we will refer to the combination of these two likelihoods simply as Planck.
- WP In combination with the Planck temperature data, we include polarization data from the WMAP satellite (Bennett et al. 2013a) in the multipole range $2 < \ell < 23$, using the likelihood code provided by the Planck collaboration. We will refer to this data set as WP.
- Lensing We include information from the lensing potential power spectrum $C_l^{\phi\phi}$, as determined from the trispectrum computed on Planck’s maps. We specifically use the data and likelihood provided in Planck Collaboration XVII (2014).

http://pla.esac.esa.int/pla/sio/planckProducts.html
• **highL.** We combine *Planck* data with CMB TT information coming from ground-based high resolution experiments. We use the 2013 data release of the Atacama Cosmology Telescope (ACT) as described in Das et al. (2013), in particular, the ACT 148 × 148 GHz power spectrum at ℓ > 1000, and the ACT 148×218 GHz and 218×218 GHz power spectra at ℓ > 1500. Furthermore, we use the 2012 data release of the South Pole Telescope (SPT), as described in Reichardt et al. (2012), including data at ℓ > 2000.

• **BAO** We also present results using Baryon Acoustic Oscillation (BAO) data from the following redshift surveys: the SDSS DR7 measurement at z = 0.35 (Padmanabhan et al. 2012); the BOSS DR9 measurement at z = 0.57 (Anderson et al. 2013); and the 6dF Galaxy Survey measurement at z = 0.1 (Beutler et al. 2011).

• **HST** We include a Gaussian prior on the Hubble constant H₀ as determined by Riess et al. (2011),

\[ H₀ = (73.8 ± 2.4) \text{ km s}^{-1}\text{Mpc}^{-1} \]  

using cepheids and type Ia supernovae (SNe Ia). This value is determined using *Hubble Space Telescope (HST)* observations of cepheid variables in the host galaxies of eight type Ia SNe to calibrate the supernova magnitude-redshift relation.

In the following, we also present results using the WMAP-9 data release (temperature and polarization), utilizing the likelihood code provided by the WMAP team (Bennett et al. 2013b).

We use a modified version of the RECFAST (v. 1.5.2)\(^5\) recombination code (Seager et al. 1999; Hannestad 1999; Martins et al. 2004b; Rocha et al. 2004; Menegoni et al. 2009) to include the variation of constants, as described in Sect. 2.1. To calculate constraints, we use the publicly available Markov Chain Monte Carlo package cosmomc (Lewis & Bridle 2002). The MCMC convergence diagnostic tests are performed on four chains using the Gelman and Rubin “variance of chain mean”/“mean of chain variances” R − 1 statistic for each parameter (Gelman & Rubin 1992). Our constraints are obtained after marginalization over the remaining “nuisance” parameters, again using the programs included in the cosmomc package. We use a cosmic age top-hat prior of 10 Gyr ≤ t₀ ≤ 20 Gyr, which is wide enough to have no affect on our results. We sample the seven-dimensional set of cosmological parameters, adopting flat priors on them, together with foreground, beam and calibration parameters when using the *Planck* data (14 additional parameters) and the highL data (17 additional parameters). For these “non-cosmological” parameters we use the same assumptions and priors as in table 4 of *Planck Collaboration XVI (2014).*

### 3.2. Fine structure constant (α)

The results of the analysis on the variation of the fine structure constant are summarized in Table 2, which compares parameter constraints from *Planck* (combined with different data sets) and those obtained with WMAP-9 data. Fig. 3 compares the one-dimensional likelihood profiles for α obtained with different data sets, while Fig. 4 shows the degeneracies between α and the six other cosmological parameters used in our analysis.

From CMB data alone, *Planck* improves the constraints from a 2% variation on α (from WMAP-9) to about 0.4% (in agreement with what was found in table 11 of *Planck Collaboration XVI 2014*). *Planck* thus improves the limit by about a factor of five, in good agreement from what was expected from previous forecasts (see e.g., Rocha et al. 2004; Galli et al. 2010). The improvement is mainly due to the fact that *Planck* is able to break the strong degeneracy between α and H₀ by observing the damping tail, as already pointed out in Sect. 2.1. This constraint is also better (although of comparable magnitude) than the one obtained by combining WMAP data with small-scale experiments (see, e.g., Sievers et al. (2013) for a 0.5% constraint).

We also observe that the constraints on the parameters of the reference ΛCDM model change very little with the addition of a varying α, exceptions being for nₛ and H₀. In fact, the constraint on nₛ for Planck+WP is 0.9603 ± 0.0073 assuming a ΛCDM model, while it is 0.974±0.012 for a ΛCDM+α model; the mean value of nₛ shifts about 1 σ to higher values and the uncertainty increases by a factor of 1.6. On the other hand, the constraint on H₀ in a ΛCDM model is (67.3 ± 1.2) km s⁻¹ Mpc⁻¹, while in a ΛCDM+α model it is (65.1 ± 1.8) km s⁻¹ Mpc⁻¹. Thus, the value of the Hubble constant shifts by about 1.2 σ to even lower values; this exacerbates the tension with the value of the Hubble constant found by Riess et al. (2011) and reported in Eq. (16).

Finally, we find that α is weakly degenerate with foreground, beam and calibration parameters, as shown in Fig. C.1.

#### 3.2.1. The low- versus high-ℓ tension and α

The value of α/α₀ found using *Planck*+WP data and reported in Table 2 is 1.6 σ lower than unity. Although this is statistically not very significant, it is interesting to emphasize that this deviation is mainly caused by the apparent “tension” between the low and high multipole in the Planck data; as already found in Planck Collaboration XV (2014) and Planck Collaboration XVI (2014), this tension is partially responsible for small hints of anomalies found by the *Planck* collaboration when exploring extensions of the ΛCDM model. In order to assess the importance of this effect for the fine structure constant, we remove the *Planck* low-ℓ likelihood in temperature and the WMAP low-ℓ likelihood in polarization, and add a Gaussian prior to constrain the reionization optical depth, τ = 0.09 ± 0.013; this value approximates the constraint obtained by Hinshaw et al. (2013) using WMAP polariza-
We quote errors at the 68% confidence level. The Hubble constant $H_0$ is in units of km s$^{-1}$ Mpc$^{-1}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck+WP</th>
<th>Planck+WP+highL</th>
<th>Planck+WP+BAO</th>
<th>Planck+WP+HST</th>
<th>Planck+WP+lensing</th>
<th>WMAP-9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_b h^2$</td>
<td>0.02207 ± 0.00028</td>
<td>0.02212 ± 0.00028</td>
<td>0.02220 ± 0.00026</td>
<td>0.02226 ± 0.00028</td>
<td>0.02218 ± 0.00027</td>
<td>0.0231 ± 0.0013</td>
</tr>
<tr>
<td>$\Omega_c h^2$</td>
<td>0.1173 ± 0.0031</td>
<td>0.1183 ± 0.0030</td>
<td>0.1160 ± 0.0029</td>
<td>0.1167 ± 0.0031</td>
<td>0.1152 ± 0.0027</td>
<td>0.1145 ± 0.0048</td>
</tr>
<tr>
<td>$H_0$</td>
<td>65.1$^{+1.7}_{-1.9}$</td>
<td>66.2 ± 1.7</td>
<td>66.8 ± 1.2</td>
<td>68.3 ± 1.5</td>
<td>65.9 ± 1.7</td>
<td>74$^{+10}_{-10}$</td>
</tr>
<tr>
<td>$\tau WMAP$</td>
<td>0.095$^{+0.013}_{-0.016}$</td>
<td>0.095$^{+0.013}_{-0.016}$</td>
<td>0.097$^{+0.014}_{-0.016}$</td>
<td>0.095$^{+0.013}_{-0.016}$</td>
<td>0.095$^{+0.013}_{-0.015}$</td>
<td>0.089$^{+0.013}_{-0.015}$</td>
</tr>
<tr>
<td>$\alpha/\alpha_0$</td>
<td>0.9934 ± 0.0042</td>
<td>0.9964 ± 0.0037</td>
<td>0.9955 ± 0.0039</td>
<td>0.9991 ± 0.0039</td>
<td>0.9938 ± 0.0043</td>
<td>1.007 ± 0.020</td>
</tr>
<tr>
<td>$n_s$</td>
<td>0.975 ± 0.012</td>
<td>0.967 ± 0.011</td>
<td>0.975 ± 0.012</td>
<td>0.969 ± 0.012</td>
<td>0.977 ± 0.011</td>
<td>0.974 ± 0.014</td>
</tr>
<tr>
<td>$\ln(10^{10} A_s)$</td>
<td>3.106$^{+0.027}_{-0.031}$</td>
<td>3.101$^{+0.026}_{-0.031}$</td>
<td>3.104$^{+0.028}_{-0.031}$</td>
<td>3.095$^{+0.027}_{-0.031}$</td>
<td>3.102$^{+0.026}_{-0.029}$</td>
<td>3.090 ± 0.038</td>
</tr>
</tbody>
</table>

![Fig. 4. Two-dimensional likelihood contours (68% and 95%) for $\alpha/\alpha_0$, versus other cosmological parameters for the WMAP-9 (red), Planck+WP (blue), Planck+WP+HST (purple), and Planck+WP+BAO (green) data combinations.](image)

3.2.2. Combination with other data sets

We can combine Planck data with a number of different data sets, as already described in Sect. 3.1. We find that adding highL data improves the constraint on $\alpha$ by a small amount, as most of the meaningful information on the damping tail is already pro-
vided by Planck. Similarly, adding BAO data does not improve the error bars significantly.

Given the apparent tension between the reference ΛCDM parameters from Planck and direct measurements of $H_0$ (see e.g., Planck Collaboration XVI 2014), we also investigate the effect of including HST data, although the value of the Gaussian prior on $H_0$ in Eq. (16) is roughly 4σ higher than the value of $H_0$ obtained with the Planck+WP data in Table 2. Adding the prior on $H_0$ has the effect of increasing the mean value of $\alpha$ to be closer to $\alpha_0$, due to the positive correlation between the two parameters. However, the uncertainty on $\alpha/\alpha_0$ does not improve significantly.

3.3. Fine structure constant, number of relativistic species and helium abundance

In order to assess the robustness of our constraints to the chosen cosmological model, we explore how much the constraint on $\alpha$ is weakened when the number of relativistic species ($N_{\text{eff}}$) or the helium abundance ($Y_p$) are allowed to vary as well. We thus explore in this case an eight-dimensional parameter space that includes the six ΛCDM parameters, together with $\alpha$ and $N_{\text{eff}}$ or $Y_p$. A degeneracy between these parameters can be expected (see e.g., Menegoni et al. 2012) since they change the position and the amplitude of the peaks in similar ways (see e.g., Hou et al. 2013; Hinshaw et al. 2013). In fact, $N_{\text{eff}}$ changes the angular scale of Silk damping with respect to the angular scale of the peaks, while varying $Y_p$ changes the recombination history, and in particular the recombination time and the Thomson scattering rate before recombination. Since these effects could also come about through a change in the fine structure constant, we could expect degeneracies between these parameters. Table C.1 shows the constraints on parameters for the ΛCDM+$\alpha$+$N_{\text{eff}}$ model, while Fig. 5 shows the important degeneracy present between $\alpha$ and $N_{\text{eff}}$. We find that including a variable number of relativistic species increases the uncertainties on the value of $\alpha$, from $\alpha/\alpha_0 = 0.9934 \pm 0.0042$ to $\alpha/\alpha_0 = 0.9933^{+0.0071}_{-0.0045}$ when $N_{\text{eff}}$ is also allowed to vary. Furthermore, we find that the constraint on the number of relativistic species in this case, $N_{\text{eff}} = 3.04^{+0.54}_{-0.73}$, remains in perfect agreement with the standard value $N_{\text{eff}} = 3.046$.

On the other hand, we observe a much stronger degeneracy between $\alpha$ and $Y_p$, as shown in Table C.2 and Fig. 6. We find that leaving the helium abundance completely free to vary in the range $0.08 < Y_p < 0.55$ leads to a constraint on $\alpha$ at the 1% level, while the value of $Y_p$ is almost unconstrained. We emphasize that the chosen variation range for $Y_p$ is unphysically large, considering the latest spectroscopic constraints on primordial helium abundance yield $Y_p = 0.2465 \pm 0.0097$ (Aver et al. 2013).

3.4. Mass of the electron ($m_e$)

Now we present the results of our analysis on the variation of the electron mass, adopting the same procedure followed for the variation of $\alpha$ that was described in the previous sections. Here we assume the fine structure constant to be fixed to its standard value and consider variations of $m_e$. The results of the analysis are presented in Table 3, while Fig. 7 depicts the one-dimensional likelihood profiles for $m_e$ determined with different combinations of data. Fig. 8 shows the two-dimensional contour plots between $m_e$ and the other cosmological parameters. The constraint obtained from Planck+WP is $m_e/m_0 = 0.977^{+0.055}_{-0.050}$ at 68% CL, to be compared to the one obtained with WMAP-9 data, $m_e/m_0 = 1.011^{+0.077}_{-0.063}$. It is interesting to note that in the case of $m_e$, Planck is not able to efficiently break the degeneracy with the Hubble constant, contrary to what happens for the fine structure constant. This is due to the fact that $m_e$ does not strongly change the amplitude of the damping tail, as detailed in Sect. 2.1 and Appendix B.

We also find that, similarly to the case of the fine structure constant, $m_e$ is not strongly correlated with foreground, beam and calibration parameters. This is shown in Fig. C2. In Table C.4 we also show the effect of removing the low-$\ell$ multipoles and placing a Gaussian prior on the optical depth. We find that for the electron mass (just as we found for $\alpha$), the effect of suppressing the low multipoles is to increase the mean value of $m_e/m_0$ to values closer to unity, by typically 0.5σ.

Fig. 5. Two-dimensional likelihood contours (68% and 95%) in the $(\alpha/\alpha_0, N_e)$ plane for WMAP (red), Planck+WP (blue), and Planck+WP+highL (orange) data combinations.

Fig. 6. Two-dimensional likelihood contours (68% and 95%) in the $(\alpha/\alpha_0, Y_p)$ plane for WMAP (red), Planck+WP (blue) and Planck+WP+highL (orange) data combinations.

---

6 We checked that the flat prior we impose on the age of the Universe, described in Sect. 3.1, does not affect these constraints.
Table 3. Constraints on the cosmological parameters of the base ΛCDM model with the addition of a varying electron mass. We quote ±1σ errors here. Note that for WMAP there is a strong degeneracy between \( H_0 \) and \( m_e \), which is why the uncertainty on \( m_e/m_{e0} \) is much larger than for Planck.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck+WP 68% limits</th>
<th>Planck+WP+highL 68% limits</th>
<th>Planck+WP+BAO 68% limits</th>
<th>Planck+WP+HST 68% limits</th>
<th>Planck+WP+lensing 68% limits</th>
<th>WMAP-9 68% limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega_{b}h^2 )</td>
<td>0.0215^{+0.0013}_{-0.0016}</td>
<td>0.0215^{+0.0012}_{-0.0015}</td>
<td>0.02216 ± 0.00027</td>
<td>0.02270 ± 0.00033</td>
<td>0.0215^{+0.0011}_{-0.0014}</td>
<td>0.0229^{+0.0019}_{-0.0015}</td>
</tr>
<tr>
<td>( \Omega_{c}h^2 )</td>
<td>0.1172^{+0.0070}_{-0.0087}</td>
<td>0.1171^{+0.0067}_{-0.0060}</td>
<td>0.1201 ± 0.0036</td>
<td>0.1229 ± 0.0035</td>
<td>0.1147^{+0.0080}_{-0.0078}</td>
<td>0.1154 ± 0.0083</td>
</tr>
<tr>
<td>( H_0 )</td>
<td>63^{+10}_{-20}</td>
<td>63^{+10}_{-20}</td>
<td>68.4 ± 1.7</td>
<td>73.5 ± 2.4</td>
<td>62^{+10}_{-10}</td>
<td>72 ± 10</td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.0881^{+0.012}_{-0.014}</td>
<td>0.090^{+0.012}_{-0.014}</td>
<td>0.091^{+0.012}_{-0.014}</td>
<td>0.091^{+0.013}_{-0.014}</td>
<td>0.088^{+0.012}_{-0.014}</td>
<td>0.089^{+0.013}_{-0.015}</td>
</tr>
<tr>
<td>( n_s )</td>
<td>0.9584 ± 0.0083</td>
<td>0.9565 ± 0.0077</td>
<td>0.9614 ± 0.0068</td>
<td>0.9628 ± 0.0072</td>
<td>0.9618 ± 0.0070</td>
<td>0.975 ± 0.014</td>
</tr>
<tr>
<td>( \ln(10^{10}A_s) )</td>
<td>3.084 ± 0.027</td>
<td>3.085^{+0.024}_{-0.026}</td>
<td>3.091 ± 0.025</td>
<td>3.093^{+0.024}_{-0.027}</td>
<td>3.079 ± 0.025</td>
<td>3.097 ± 0.032</td>
</tr>
</tbody>
</table>

Fig. 8. Two-dimensional likelihood contours (68% and 95%) for \( m_e/m_{e0} \) versus other cosmological parameters, for the WMAP-9 (red), Planck+WP (blue), Planck+WP+HST (purple), and Planck+WP+BAO (green) data combinations.

Contrary to the case of the fine structure constant, the constraint on \( m_e/m_{e0} \) is not dramatically improved by Planck data compared to the WMAP constraint, due to the strong degeneracy with \( H_0 \). However, we find that adding external data sets can dramatically break this degeneracy. As shown in Table 3, including BAO data decreases the uncertainty on \( m_e/m_{e0} \) by a factor of around 5, from \( m_e/m_{e0} = 0.977^{+0.055}_{-0.070} \) to \( m_e/m_{e0} = 1.004 ± 0.011 \).

Similarly, adding HST data provides a tight constraint at roughly the 1% level, \( m_e/m_{e0} = 1.027 ± 0.012 \); however, in this case, the mean value of \( m_e/m_{e0} \) is 2.3σ higher than unity. This
is expected from the positive correlation between \(m_e/m_0\) and \(H_0\) and from the “high” (compared to the Planck determination) \(HST\) value of \(H_0\).

### 4. Simultaneous variation of \(\alpha\) and \(m_e\)

The previous analysis can easily be generalized to include simultaneous variations of the electron mass \(m_e\) and \(\alpha\). We follow exactly the same procedure as in the previous section but now with an 8-dimensional parameter space. The constraint in the plane \((\alpha/\alpha_0, m_e/m_0)\) is depicted in Fig. 9, while constraints on single parameters are presented in Table 4. It is interesting to note that the constraints on \(\alpha\) are not substantially changed by varying \(m_e\) at the same time, as we obtain \(\alpha/\alpha_0 = 0.993 \pm 0.0045\) and \(m_e/m_0 = 0.994 \pm 0.059\). This is due to the fact that the effect of the fine structure constant on the damping tail is different enough to break the degeneracy both with \(m_e\) and \(H_0\), as described in Appendix B.

### 5. Spatial variation of \(\alpha\)

Recent analyses of quasar absorption spectra data have led to a claim that there might exist a dipole in the fine structure constant (Webb et al. 2011; Berengut et al. 2011; King et al. 2012). Combining the observations of 154 absorption systems from VLT and 161 absorption systems from the Keck telescope, it was concluded (King et al. 2012) that the variation of the fine structure constant is well-represented by an angular dipole pointing in the direction RA = 17.3 h \pm 1.0 h, Dec = \(-61° \pm 10°\), with amplitude \(\Delta \alpha/\alpha = 0.97^{+0.32}_{-0.20} \times 10^{-5}\) (68 % CL). This measured value thus appears to be discrepant with zero at the 4 \(\sigma\) level. However, this claim has been met with some scepticism. Webb et al. themselves admitted the presence of an unexplained error term in the quasar data set, and a compilation of potential issues in their analysis can be found in Cameron & Pettitt (2012) and Cameron & Pettitt (2013). In these studies, it is argued that the close alignment between the equator of the dipole and the North-South divide between the typical sight-lines of the two telescopes (VLT and Keck) used to collect the data might play a role in the detection of a dipole modulation; systematic errors of opposite signs could be responsible for the apparent signal. Furthermore, all estimates of statistical significance in Webb et al. (2011) assumed unbiased Gaussian errors, but this might not be correct in the case considered. Finally Cameron & Pettitt (2012) performed a parametric Bayesian model selection analysis of the very same data set as Webb et al. (2011), pointing out an incomplete understanding of the observational errors and a lack of theoretical expectation for a spatial variation of \(\alpha\). All these issues motivate us to test for dipole modulation of \(\alpha\) using different methods and alternative kinds of data.

From a theoretical point of view, a dipolar modulation could be realized in some models (Olive et al. 2011, 2012) and extend to high redshift. Moreover, it was pointed out that a specific signature on the CMB anisotropy is expected (Moss et al. 2011) if we simply consider a gradient in \(\alpha\) across our Hubble volume. Such a modulation is different from a randomly fluctuating fine structure constant, which may appear if \(\alpha\) depends on a light scalar field that has developed super-Hubble correlations during inflation. A spatial fluctuation of the fine structure constant also induces non-Gaussian temperature and polarization correlations in the CMB, as well as \(B\)-modes in the polarization (Sigurdson et al. 2003; Pitrou et al. 2008). The amplitude of such a stochastic fluctuation has recently been constrained to be \(\Delta \alpha/\alpha = (1.34 \pm 5.82) \times 10^{-2}\) at the 95 % confidence level (O’Bryan et al. 2013) on scales larger than 10° using Planck data.

Here we will search specifically for a dipole signature on the last-scattering surface. We first recall in Sect. 5.1 the effect of a spatial variation of fundamental constants on the CMB, in order to show that it implies mode couplings between the \(a_{\ell m}\). We describe a statistical estimator based on Hanson & Lewis (2009) in Sect. 5.2. This estimator is then used in Planck-like simulations without (Sect. 5.3) and with (Sect. 5.4) a dipole modulation in \(\alpha\) in order to study the effect of the masking, which induces additional bias in this estimator. We calibrate the estimator in Sect. 5.5, and we finally apply the method to the Planck data in Sect. 5.6.
Table 4. Constraints on the cosmological parameters for the base ΛCDM model with the simultaneous addition of a varying fine-structure constant and mass of the electron. We quote 68 % CL uncertainties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck+WP</th>
<th>Planck+WP+highL</th>
<th>WMAP-9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>68% limits</td>
<td>68% limits</td>
<td>68% limits</td>
</tr>
<tr>
<td>Ω_b h^2</td>
<td>0.0219 ± 0.0014</td>
<td>0.0216±0.0013</td>
<td>0.0230±0.0018</td>
</tr>
<tr>
<td>Ω_c h^2</td>
<td>0.1166 ± 0.0069</td>
<td>0.1158±0.0081</td>
<td>0.115 ± 0.010</td>
</tr>
<tr>
<td>H_0</td>
<td>64.10+10</td>
<td>62.10+10</td>
<td>73 ± 10</td>
</tr>
<tr>
<td>τ</td>
<td>0.995+0.014−0.016</td>
<td>0.993±0.013</td>
<td>0.990±0.014</td>
</tr>
<tr>
<td>α/α_0</td>
<td>0.9933 ± 0.0045</td>
<td>0.9963 ± 0.0037</td>
<td>1.006±0.025</td>
</tr>
<tr>
<td>m_e/m_p</td>
<td>0.994 ± 0.059</td>
<td>0.976±0.066</td>
<td>1.004 ± 0.091</td>
</tr>
<tr>
<td>n_s</td>
<td>0.974 ± 0.014</td>
<td>0.965 ± 0.012</td>
<td>0.975 ± 0.018</td>
</tr>
<tr>
<td>ln(10^10 A_s)</td>
<td>3.105+0.030−0.034</td>
<td>3.096 ± 0.030</td>
<td>3.093 ± 0.051</td>
</tr>
</tbody>
</table>

5.1. Dipolar modulation in the fundamental constants

Following the claim of Webb et al. (2011), we assume that some constants c_p have a spatial variation that can be described by a dipolar modulation, i.e.,

\[ c_p(\vec{n}, z) = c_p(z) + \sum_{i=1}^{1} \delta c_p^{(i)}(z) Y_{i}(\vec{n}). \quad (17) \]

Here the monopole \( c_p(z) = c_{p,0} \) is assumed to be independent of time (otherwise we are back to the analysis of the previous sections), so that it reduces to the value measured locally today. The quantities \( \delta c_p^{(i)} \) are three parameters that characterize the amplitude and direction of the modulation, the amplitude \( \delta c_p \) being defined as:

\[ \delta c_p \equiv \frac{1}{2} \sqrt{\frac{3}{\pi}} \sqrt{\delta c_p^{(0)}|^2 + 2|\delta c_p^{(1)}|^2}. \quad (18) \]

Since \( c_p(\vec{n}, z) \) has to be real, they are related by

\[ \delta c_p^{(0)} \in \mathbb{R}, \quad \delta c_p^{(1)} = -\left[ \delta c_p^{(-1)} \right]^*. \quad (19) \]

As a consequence studying \( \delta c_p^{(0)}, \delta c_p^{(1)}, \delta c_p^{(-1)} \) is equivalent to studying \( \delta c_p^{(0)}, \text{Re}(\delta c_p^{(1)}), \text{Im}(\delta c_p^{(1)}) \). For simplicity, we assume that \( \delta c_p^{(0)} \) does not depend on redshift in the range probed by primary CMB anisotropies (i.e., \( 600 < z < 4 \times 10^4 \)). This is a good approximation as long as: (i) we do not include the variation of the gravitational constant other or other physics in the early Universe; and (ii) there is no high frequency variation compared to the time scale fixed by the Hubble time at recombination (see Footnote 3). This means effectively that we are assuming there is a well-defined value of \( \alpha \) in every direction on the last-scattering surface, but that the value could depend on direction, with a \( \cos \theta \) dependence. The monopole is the value of the constant at last-scattering – which for the purposes of this section we assume to be the same as the value today.

As previously explained, any change in the constants induces a change in the dynamics of the recombination process. It follows that the CMB temperature anisotropy will be modulated as

\[ \Theta(\hat{n}) = \Theta(\hat{n}, c_p(\hat{n})) \]
\[ = \Theta(\hat{n}, c_{p,0} + \sum_{i=1}^{1} \delta c_p^{(i)} Y_{i}(\hat{n})) \]
\[ = \tilde{\Theta}(\hat{n}) + \sum_{p} \sum_{i=1}^{1} \frac{\partial \Theta(\hat{n})}{\partial c_p} \delta c_p^{(i)} Y_{i}(\hat{n}), \quad (21) \]

where, again, \( \tilde{\Theta} \) refers to the usual temperature fluctuation field, which is computed assuming the standard values of the constants and which is statistically homogeneous and isotropic. In the following, we assume that \( \tilde{\Theta} \) depends only on \( c_p \), but not on its space-time derivative. On the one hand, this is a good approximation when dealing with a dipole fluctuation of weak amplitude because higher orders will be negligible. However, at a theoretical level the dependence of \( \tilde{\Theta} \) versus \( \hat{n} \) might be more complicated, depending on the model.

Decomposing both \( \Theta(\hat{n}) \) and \( \tilde{\Theta}(\hat{n}) \) in spherical harmonics, as in Eq. (1), it can be shown that (see Prunet et al. 2005 for details):

\[ a_{\ell m} = \tilde{a}_{\ell m} + \sqrt{\frac{3}{4\pi}} \sum_{p} \sum_{i} \delta c_p^{(i)}(-1)^m \sum_{LM} \frac{\partial \tilde{a}_{LM}}{\partial c_p} \times \sqrt{(2\ell+1)(2L+1)} \left( \begin{array}{ccc} \ell & L & 1 \\ -m & M & i \end{array} \right) \left( \begin{array}{ccc} 0 & 0 & 0 \end{array} \right). \]

Because of the triangular inequality, the Wigner 3-j-symbols are non-zero only when \( L = \ell + 1 \) and \( M = m - i \), so that \( a_{\ell m} \) is in fact a sum involving \( \tilde{a}_{\ell m} \) and \( \tilde{a}_{\ell+1 m+i} \).

It is clear from Eq. (22) that such a dipolar modulation will develop \( (\ell, \ell + 1) \) correlations that can be characterized by the two quantities

\[ D_{\ell m}^{(i)} \equiv \left\langle a_{\ell m} a_{\ell+1 m+i}^{*} \right\rangle \quad (23) \]

for \( i = 0, 1 \). The \( D_{\ell m} \) will be non-zero only if any of the \( \delta c_p^{(i)} \) are non-zero. Using the usual diagonal covariance property of the \( \tilde{a}_{\ell m} \), we deduce that

\[ D_{\ell m}^{(i)} = f(\ell, m) \sum_{p} \delta c_p^{(i)} c_p^{*}, \quad (24) \]
with
\[ f_0(\ell, m) = \frac{3}{3\pi} \sqrt{\frac{(\ell + 1)^2 - m^2}{2(\ell + 1)(2\ell + 3)}}, \]
\[ f_1(\ell, m) = \frac{3}{8\pi} \sqrt{\frac{(\ell + 2 + m)(\ell + 1 + m)}{(2\ell + 1)(2\ell + 3)}}, \]
and where we have defined the quantity
\[ \Gamma_i^{(p)} = \frac{1}{2} \left( \frac{\partial C_i^p}{\partial c_p} + \frac{\partial C_{i+1}^p}{\partial c_p} \right). \] (27)

A central ingredient here is the quantity \( \frac{\partial C_i}{\partial c_p} \), the computation of which is detailed in Appendix A and explicitly given in Fig. A.1 for the case \( c_p = \alpha \). Note that essentially the same estimator for dipole modulation, introduced by Prunet et al. (2005), has been used to discuss power asymmetry Hanson & Lewis (2009), aberration (e.g., Planck Collaboration XXVII 2014), and more general parameter anisotropy (Moss et al. 2011), through substituting different \( c_p \).

This construction assumes that we are using the full sky, and one needs to keep in mind that any mask will violate isotropy and induce additional correlations, and thus bias any estimator. Let us note that in general the temperature field on a masked sky is given by
\[ \Theta(\hat{n}) = \left( \Theta(\hat{n}) + \sum_{p} \sum_{i=1}^{1} \frac{\partial \Theta(\hat{n})}{\partial c_p} \delta_c^{(i)} Y_{i1}(\hat{n}) \right) W(\hat{n}), \] (28)
where \( W(\hat{n}) \) is a window function for the mask, which can be decomposed into spherical harmonics as
\[ W(\hat{n}) = \sum_{\ell m} w_{\ell m} Y_{\ell m}(\hat{n}). \] (29)

Since \( W(\hat{n}) \) is a real-valued function, this implies that \( w_{\ell m}^* = (-1)^\ell w_{\ell -m} \). We deduce from Eqs. (1) and (28) that
\[ a_{\ell m} = a_{\ell m}^{\text{masked}} + \sum_{i} \delta_c^{(i)} A_{\ell m}^{(i)}, \] (30)
where \( a_{\ell m}^{\text{masked}} \) are the coefficients of the masked primordial temperature field \( \Theta^{\text{masked}}(\hat{n}) = \Theta(\hat{n}) W(\hat{n}) \),
\[ A_{\ell m}^{(i)} = \sum_{\ell_1 m_1} \sum_{\ell_2 m_2} a_{\ell_1 m_1} \sum_{\ell_3 m_2} w_{\ell_1 m_2} \times \int \, \left( \delta^2 \hat{n} Y_{\ell_1 m_1}(\hat{n}) Y_{\ell_2 m_2}(\hat{n}) Y_{\ell_3 m_2}(\hat{n}) \right), \] (31)
and the effects of the modulation are encoded in the correction
\[ A_{\ell m}^{(i)} = \sum_{\ell_1 m_1} \sum_{\ell_2 m_2} w_{\ell_1 m_2} \times \int \, \left( \delta^2 \hat{n} Y_{\ell_1 m_1}(\hat{n}) Y_{\ell_2 m_2}(\hat{n}) Y_{\ell_3 m_2}(\hat{n}) \right). \] (32)

These results have already been presented in Prunet et al. (2005) to search for a dipole signal in WMAP masked maps; the estimator used in Prunet et al. (2005) was the precursor of the optimal estimator of Hanson & Lewis (2009) that we use in our analysis.

### 5.2. Optimal estimator
To constrain the effect of a spatial variation of the fundamental constants, we need to adapt the estimator proposed by Hanson & Lewis (2009). For that purpose, we start from Eq. (21), which reads, in terms of harmonic coefficients,
\[ a_{\ell m} = a_{\ell m}^{\text{masked}} + \sum_{p} \sum_{i} \sum_{\ell_j m_j} \frac{\partial a_{\ell j m_j}}{\partial c_p} \delta_c^{(i)} \int \, d^2 \hat{n} Y_{\ell j m_j}(\hat{n}) Y_{\ell m}(\hat{n}) \] (33)
where, contrary to Eq. (22), we do not evaluate the integral over the sky, but over a window function, as we are working on a masked sky. This allows us to compute the covariance matrix \( C_{\ell j m_j, \ell j m_j} \equiv \langle a_{\ell j m_j} a_{\ell j m_j} \rangle \) to first order in \( \delta_c^{(i)} \):
\[ C_{\ell j m_j, \ell j m_j} = \delta_{c_j} \delta_{m_j} C_{\ell j} + \frac{1}{2} \sum_{i} \delta_c^{(i)} \left( \frac{\partial C_{\ell j}}{\partial c_p} + \frac{\partial C_{\ell j}}{\partial c_p} \right) \times \int \, d^2 \hat{n} Y_{\ell j m_j}(\hat{n}) Y_{\ell j m_j}(\hat{n}). \] (34)

It follows that the unnormalized quadratic maximum likelihood (QML) estimator proposed by Hanson & Lewis (2009) takes the form
\[ \sqrt{\sum_{\ell m} \left( C_{\text{obs}}^{-1} a_{\ell m} a_{\ell m} \right) \frac{\partial c_p}{\partial c_p} \frac{\partial c_p}{\partial c_p}}, \] (35)
where we have introduced the data weighted by the inverse of the covariance,
\[ a_{\ell m} = \sum_{\ell' m'} \left( C_{\text{obs}}^{-1} a_{\ell' m'} \right) \frac{\partial c_p}{\partial c_p}. \] (36)

Even with a mask, one can use the full-sky approximation in which \( C_{\text{obs}}^{-1} \approx 1/(C_{\ell} b_{\ell}^2 + N_{\ell}) \), where \( C_{\ell} \) is the angular power spectrum of the CMB, \( b_{\ell}^2 \) is the beam, and \( N_{\ell} \) is the power spectrum of the noise. However, we emphasize here that even in an ideal case (i.e., no noise and no mask), this estimator is biased; we will show below how to eliminate the bias using simulations.

In the following sub-sections, we restrict the study to a single varying constant, the fine structure constant \( \alpha \), so that \( c_p = \alpha \). We assume that this constant has a dipole pattern around our last-scattering surface, but no monopole.

### 5.3. Simulation of maps without a modulated signal
In order to calibrate the estimators described above, we need to simulate CMB maps with and without a modulation of the fine structure constant. We first describe the simulations produced without any modulation.

The spherical harmonic decomposition reads
\[ \Theta(\hat{n}) = \sum_{\ell m} a_{\ell m} Y_{\ell m}(\hat{n}) = \sum_{\ell m} \sqrt{C_{\ell}} c_{\ell m} Y_{\ell m}(\hat{n}) \] (37)
for the isotropic map, where \( c_{\ell m} \) is an \( N(0, 1) \) complex Gaussian random variable.

We generate synthetic maps with a Gaussian beam of full width half maximum \( 5' \), which is the resolution of the
foreground-cleaned Planck CMB maps (Planck Collaboration XII 2014). The corresponding noise realizations were obtained from realistic simulations of the noise of each individual Planck frequency map (including noise correlations in the timelines, and anisotropic sky coverage), which were propagated through the component separation filters. These should therefore faithfully sample the noise covariance of the CMB foreground-cleaned map.

In order to minimize the impact of foreground residual emission from the Galaxy, we adopt the CG80 mask (combined Galactic mask with 80% sky coverage) from Planck Collaboration XII (2014). To minimize artificial mode coupling induced by the mask, we apodize it with a cosine of 8° width. We also attempted to include an additional point source mask (with 40° width). However, in this case, we notice that instabilities rise in the Hansen & Lewis estimator at large multipoles. Therefore, when building the estimator, we decided to mask the Galaxy, but to “paint” the Planck CMB map inside the point source mask with constrained Gaussian realizations, as was done in the CMB lensing analysis of Planck Collaboration XVII (2014). In the present study, we have not quantified precisely the influence of the size and type of the mask; this would require considerable additional computations, which would certainly be important if a signal was to be detected. But in any case, there is no reason to believe that the mask effects are substantially different from related studies (e.g., Planck Collaboration XXVII 2014).

5.4. Simulation of maps with a modulated signal

We now simulate a Planck-like map with a dipole variation of α, starting from the previous modulation-free CMB realizations. For this purpose, we use Eq. (21), which describes the Taylor expansion of the CMB temperature anisotropies in the presence of a dipolar variation of α. Given Eq. (37), we obtain

\[ \frac{\partial \theta (\mathbf{\hat{r}})}{\partial \alpha} = \sum_{lm} \frac{\sqrt{C_l}}{\partial \alpha} \ell_m Y_{
m}(\mathbf{\hat{r}}) = \sum_{lm} \frac{1}{2C_l} \frac{\partial C_l}{\partial \alpha} \ell_m Y_{
m}(\mathbf{\hat{r}}). \]

Using Eq. (21), Eq. (37), and Eq. (38) it is thus straightforward to generate a synthetic CMB map with a dipole modulation in α, starting from the unmodulated maps described in Sect. 5.3.

5.5. Calibration of the Hanson-Lewis estimator

We have defined an estimator that allows us to constrain a dipolar spatial variation of the fine structure constant. As explained above, this estimator is expected to be biased, especially in the presence of a mask.

Therefore, in order to eliminate this bias, we need to subtract the mean field\(^7\), \(\langle \delta \alpha \rangle\), computed from unmodulated simulations, and to renormalize with the help of the normalization matrix \(\mathcal{F}\), calculated from modulated simulations, so that

\[ \tilde{\delta \alpha}(0) = \mathcal{F}_{ij}^{-1} \left( \delta \alpha(0) - \langle \delta \alpha(0) \rangle \right). \]

The matrix \(\mathcal{F}\) corresponds to the 3 × 3 Fisher matrix of the \(\delta \alpha(0)\) coefficients, at least in the case where the data are precisely inverse covariance weighted (see Eq. (36)). We can understand it as the inverse covariance of the estimator in the ideal case without modulation (\(\mathcal{F}_{\alpha \alpha \mod}^{-1} \approx \sigma^2\)).

Let us define an orthonormal basis \((\mathbf{\hat{x}}, \mathbf{\hat{y}}, \mathbf{\hat{z}})\) for our sky maps. Here \(\mathbf{\hat{x}}\) and \(\mathbf{\hat{y}}\) are two orthonormal vectors lying in the Galactic equatorial plane and \(\mathbf{\hat{z}}\) is the vector normal to this plane. The term \(\mathcal{F}_{0i}\) strongly depend on the shape of the mask in the \(\mathbf{\hat{x}}\) direction, whereas \(\mathcal{F}_{1i}\) and \(\mathcal{F}_{-1i}\) depend on the shape of the mask in the \(\mathbf{\hat{x}}\) and \(\mathbf{\hat{y}}\) directions. The terms \(\mathcal{F}_{11}\) and \(\mathcal{F}_{-11}\) are quite similar, but not exactly the same (\(\mathcal{F}_{11} = \mathcal{F}_{-11}\) only for a simple azimuthal mask). We expect \(\mathcal{F}_{1i}\) and \(\mathcal{F}_{-1i}\) to be smaller than \(\mathcal{F}_{00}\) if more information is lost in the \((\mathbf{\hat{x}}, \mathbf{\hat{y}})\) plane because it is aligned with the Galactic plane mask, and it is more difficult to recover these modulation components than in the \(\mathbf{\hat{z}}\) direction.

In order to determine the mean field and the \(\mathcal{F}\) matrix, we start by generating a set of 900 realizations of CMB temperature maps (without dipolar modulation) at a HEALPix (Gorski et al. 2005) resolution of \(N_{\text{side}} = 2048\). We then add noise and a Galactic mask to these maps, as described in Sect. 5.3.

We used 500 of these unmodulated simulations to estimate the mean field term by calculating the biased estimator \(\delta \alpha(0)\) for each of these maps and by performing the ensemble average over these values.

We then used the remaining 400 unmodulated maps to produce different sets of modulated simulations, as explained in Sect. 5.4, in order to determine the elements of \(\mathcal{F}\). In particular, to determine the first column \(\mathcal{F}_{0i}\) of the matrix \(\mathcal{F}\) we simulate 400 maps with a fiducial modulation \(\delta \alpha(0) = 0.1\), with all other components \(\Re(\delta \alpha(1))\) and \(\Im(\delta \alpha(1))\) set to zero. We estimate the first column \(\mathcal{F}_{0i}\) from the ensemble average of Eq. (41):

\[ \mathcal{F}_{0i} = \frac{1}{\langle \delta \alpha(0) \rangle} \mathbb{E} \left( \begin{array}{c} \delta \alpha(0) \\ 0 \\ 0 \end{array} \right) \]

\[ = \frac{1}{\langle \delta \alpha(0) \rangle} \begin{bmatrix} \langle \delta \alpha(0) \rangle_{\text{mod}} - \langle \delta \alpha(0) \rangle \\ \Re(\langle \delta \alpha(1) \rangle_{\text{mod}} - \langle \delta \alpha(1) \rangle) \\ \Im(\langle \delta \alpha(1) \rangle_{\text{mod}} - \langle \delta \alpha(1) \rangle) \end{bmatrix}. \]

Here \(\tilde{\delta \alpha}(0)\) is the biased estimator calculated on each of the modulated simulations, \(\delta \alpha(0)\) is the previously calculated mean field, and the expected value of the ensemble average of the unbiased estimator \(\tilde{\delta \alpha}(0)\) is assumed to correspond to the input fiducial value of the simulations. We similarly determine \(\mathcal{F}_{1i}\) and \(\mathcal{F}_{-1i}\), assuming as a fiducial \(\Re(\delta \alpha(1)) = 0.1\) or \(\Im(\delta \alpha(1)) = 0.1\), respectively, with all other components set to zero. We report only the diagonal elements of the obtained \(\mathcal{F}\) matrix in Table 5, although we use the full matrix in our analysis.

After that, we use all the 900 unmodulated simulations in order to determine the variance of the estimator. For each of these simulations, we estimate \(\delta \alpha(0)\) and the real and imaginary parts of \(\delta \alpha(1)\). The histogram of these values are shown in Fig. 10, while Table 5 lists the results for the mean field, the \(\mathcal{F}_{ii}\) elements, and the variance of the estimator for two specific choices of the maximum multipole included in the analysis, \(\ell_{\text{max}} = 600\) and \(\ell_{\text{max}} = 1500\). We notice that the high multipoles contribute considerably in decreasing the variance of the different \(\delta \alpha(0)\) components, by up to a factor 5 for \(\ell_{\text{max}} = 1500\) compared to the \(\ell_{\text{max}} = 600\) case (as expected, since the number of modes grows like \(\ell_{\text{max}}^2\)).

Finally, let us focus on the amplitude of the modulation

\[ \tilde{\alpha} = \frac{1}{2} \sqrt{\pi} \sqrt{\langle \delta \alpha(0)^2 \rangle + 2 \langle \delta \alpha(1)^2 \rangle}, \]

as already defined in Eq. (18).
Fig. 10. Left: histogram of the distribution of the components of the dipole modulation for 900 unmodulated realizations. The distribution is not normalized. From top to bottom we show $\delta\hat{\alpha}^{(0)}$, $\text{Re}(\delta\hat{\alpha}^{(1)})$ and $\text{Im}(\delta\hat{\alpha}^{(1)})$. The three histograms correspond to Planck-like modulation-free simulated data with $\ell_{\text{max}} = 600$. The black line corresponds to the measurements in the actual Planck CMB map. Right: the same thing for $\ell_{\text{max}} = 1500$.

Fig. 11. Histogram of the distribution of the overall amplitude of the dipole modulation for 900 unmodulated realizations. The distribution is not normalized. The histogram on the left corresponds to Planck-like simulated data without modulation with $\ell_{\text{max}} = 600$, while the one on the right os for $\ell_{\text{max}} = 1500$. In each plot, the black line corresponds to the measurements in the actual Planck CMB map.
Table 5. Mean fields (computed with 500 realizations of modulation-free Planck-like maps), variances (computed by estimating dipole components on 900 realizations of modulation-free Planck-like maps) and diagonal elements of $F$ (computed with 400 realizations of modulated Planck-like maps) of each component of the modulation for the Hanson & Lewis (2009) estimator with $\ell_{\text{max}} = 600$ and $\ell_{\text{max}} = 1500$.

<table>
<thead>
<tr>
<th>Quantities</th>
<th>$\ell_{\text{max}} = 600$</th>
<th>$\ell_{\text{max}} = 1500$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{\delta a^{(0)}}$</td>
<td>$\sigma_{\text{Re(}\delta a^{(1)}\text{)}}$</td>
</tr>
<tr>
<td>Mean fields . . . . .</td>
<td>$\langle\delta a^{(0)}\rangle$</td>
<td>$\langle\text{Re(}\delta a^{(1)}\rangle$</td>
</tr>
<tr>
<td></td>
<td>$5.93 \times 10^{-3}$</td>
<td>$4.57 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>$7.05 \times 10^{-4}$</td>
<td>$6.45 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$6.61 \times 10^{-3}$</td>
<td>$5.97 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$2.34 \times 10^{0}$</td>
<td>$1.67 \times 10^{0}$</td>
</tr>
<tr>
<td></td>
<td>$1.75 \times 10^{1}$</td>
<td>$9.08 \times 10^{7}$</td>
</tr>
<tr>
<td></td>
<td>$2.00 \times 10^{0}$</td>
<td>$1.04 \times 10^{0}$</td>
</tr>
</tbody>
</table>

Table 6. Mean field $\langle\delta a\rangle$ and variance $\sigma_{\delta a}^2 = \langle\delta a^2\rangle - \langle\delta a\rangle^2$ of the amplitude $\delta a$ of the modulation for 900 Planck realizations of the Hanson & Lewis (2009) estimator for the specific choices $\ell_{\text{max}} = 600$ and $\ell_{\text{max}} = 1500$.

<table>
<thead>
<tr>
<th>Hanson-Lewis estimator</th>
<th>$\ell_{\text{max}} = 600$</th>
<th>$\ell_{\text{max}} = 1500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variances $\sigma_{\delta a}$ . . . . .</td>
<td>$1.17 \times 10^{-3}$</td>
<td>$2.71 \times 10^{-4}$</td>
</tr>
<tr>
<td>Mean fields $\langle\delta a\rangle$ . . . . .</td>
<td>$2.72 \times 10^{-3}$</td>
<td>$6.29 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 7. Summary of the results obtained for the amplitude of the spatial modulation of the fine structure constant with the Hanson & Lewis Hanson & Lewis (2009) estimator applied to the Planck data for $\ell_{\text{max}} = 600$ and $\ell_{\text{max}} = 1500$. We show uncertainties at 68% CL.

<table>
<thead>
<tr>
<th>Planck results</th>
<th>$\ell_{\text{max}} = 600$</th>
<th>$\ell_{\text{max}} = 1500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta a$ . . . .</td>
<td>$-5.56 \times 10^{-4} \pm 1.17 \times 10^{-3}$</td>
<td>$-1.73 \times 10^{-4} \pm 2.71 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\delta a^{(0)}$ . . .</td>
<td>$4.09 \times 10^{-3} \pm 2.95 \times 10^{-3}$</td>
<td>$5.20 \times 10^{-4} \pm 6.50 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\text{Re(}\delta a^{(1)}\rangle$ . . .</td>
<td>$8.57 \times 10^{-4} \pm 2.70 \times 10^{-3}$</td>
<td>$-6.93 \times 10^{-3} \pm 6.45 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\text{Im(}\delta a^{(1)}\rangle$ . . .</td>
<td>$-8.66 \times 10^{-4} \pm 2.61 \times 10^{-3}$</td>
<td>$-5.44 \times 10^{-4} \pm 5.97 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

This quantity is interesting as it reveals the presence of a dipole regardless of its direction. Although calculated from the unbiased $\delta a^{(i)}$ components, this quantity is still biased. To correct for this, we subtract an additional mean field term $\langle\delta a\rangle$, computed from 500 unmodulated realizations, in order to obtain the unbiased amplitude $\delta a = \delta a - \langle\delta a\rangle$. Table 6 summarizes the variance and the mean field of the amplitude.

As a final cross-check, we now simulate maps, with the appropriate angular resolution, noise content and mask, for different fiducial modulations, and check whether we recover the input value using our unbiased estimator. We consider the following nine fiducial cases: $\delta a^{(0)} = 10^{-1}, 10^{-2}, 10^{-3}$ with all the other coefficients equal to zero, $\text{Re(}\delta a^{(1)}\rangle = 10^{-1}, 10^{-2}, 10^{-3}$ with all the other coefficients equal to zero, and $\text{Im(}\delta a^{(1)}\rangle = 10^{-1}, 10^{-2}, 10^{-3}$ with all the other coefficients equal to zero. We apply the unbiased estimator on these maps and check that in all nine cases we recover the input value of the different components $\delta a^{(i)}$ and the amplitude $\delta a$ within 3 $\sigma$.

We consider two values of $\ell_{\text{max}}$, in order to determine how much the high multipoles contribute to improve the estimates. The first, $\ell_{\text{max}} = 600$, roughly corresponds to the $\ell_{\text{max}}$ at which a modulation with $|\delta a^{(i)}| \approx 10^{-3}$ (i.e., a dipolar modulation of amplitude $\delta a \approx 10^{-2}$) is well detected at more than 10 $\sigma$ from the unmodulated distribution. The second value, $\ell_{\text{max}} = 1500$, still corresponds to the signal-dominated regime of Planck and is roughly the $\ell_{\text{max}}$ at which a modulation with $|\delta a^{(i)}| \approx 10^{-2}$ (i.e., a dipolar modulation of amplitude $\delta a \approx 10^{-3}$) is well detected at more than 10 $\sigma$ from the unmodulated distribution. However, for $|\delta a^{(i)}| \approx 10^{-3}$, the estimates can no longer be easily distinguished from the unmodulated case. Note that for Planck at $\ell_{\text{max}} > 1500$, the rising noise cancels the benefit of adding more modes.

5.6. Results on data

We finally apply the unbiased Hanson-Lewis estimator to the Planck data. More specifically, we use the CMB foreground-cleaned SMICA map (Planck Collaboration XII 2014), which
shares the same resolution and noise covariance as the Planck simulations used above. The results are shown in Table 7, for $\ell_{\text{max}} = 600$ and $\ell_{\text{max}} = 1500$. All the components of the dipolar modulation of the fine structure constant are compatible with zero at the $1 \sigma$ level, except for $\delta\alpha/\alpha_0$ at $\ell_{\text{max}} = 600$, which is still compatible with zero within $2 \sigma$. At the $1 \sigma$ level, the overall amplitude of the modulation is also compatible with zero. There is thus no detection of a dipole modulation in the fine structure constant in the Planck data. Dividing by the standard value of the fine structure constant, $\alpha_0$, the results on the amplitude reported in Table 7 correspond to $\delta\alpha/\alpha_0 = (-8 \pm 16) \times 10^{-2}$ for $\ell_{\text{max}} = 600$ and $\delta\alpha/\alpha_0 = (-2.4 \pm 3.7) \times 10^{-2}$ for $\ell_{\text{max}} = 1500$ at 68% CL.

6. Summary and conclusions

We have provided a detailed analysis of the variation of two fundamental constants, the fine structure constant $\alpha$ and the mass of the electron $m_e$, on the CMB angular power spectra. We have presented the constraints that can be derived from the recent Planck data, focussing on these two constants because they are the ones that mostly affect the cosmic recombination process.

As time as variations are concerned, we find that Planck data improve the constraints on $\alpha/\alpha_0$, with respect to those from WMAP-9, by a factor of about 5. Our analysis of Planck data limits any variation in the fine-structure constant from $z = 10^3$ to the present day to be less than approximately 0.4%, specifically $\alpha/\alpha_0 = 0.9934 \pm 0.0042$ (68% CL) from Planck+WP data. We emphasize that Planck allows one to break the degeneracy between $\alpha$ and $H_0$ from the observation of the damping tail. Furthermore, we stress that the 1.6 $\sigma$ deviation of $\alpha/\alpha_0$ from unity when considering the Planck+WP case is strongly reduced when we remove the low-$\ell$ data, so that this mild deviation is probably coming from the low versus high $\ell$ tension.

We have also explored how much the constraint on $\alpha$ is weakened by opening up the parameter space to variations of the number of relativistic species or the helium abundance. We find that the constraint on the fine structure constant weakens by about a factor of 1.5 when $N_{\text{eff}}$ is allowed to float, while it weakens by up to a factor of 4 when the helium abundance is allowed to float.

As the variation of the mass of the electron is concerned, we find that the constraint from Planck is comparable to the one obtained from the WMAP-9 data, namely $m_e/m_{e0} = 0.977^{+0.055}_{-0.070}$. This is due to the fact that $m_e$ only weakly affects the damping tail, contrary to $\alpha$. Therefore, the degeneracy between $m_e$ and $H_0$ is not broken by observing the high multipoles, and that limits the constraint on $m_e$. This degeneracy can be alleviated by adding other data sets; typically, Planck data combined with BAO provide a constraint on $m_e$ at the 1% level.

The Planck data also permit us to set constraints on $\alpha$ and $m_e$ when they are both allowed to vary. We find that the constraints on each of the two constants are only slightly weakened, namely $\alpha/\alpha_0 = 0.993 \pm 0.0045$ and $m_e/m_{e0} = 0.994 \pm 0.059$. In Appendix B we have presented a detailed analysis of the signature of the variation of each constant in order to explain how the observation of the damping tail allows one to break the degeneracy between them.

Concerning spatial variations, we have constrained a dipolar modulation of the fine structure constant. Such a modulation induces mode couplings, and we have presented an estimator that allows one to constrain this effect. The main difficulty is to circumvent the effect of the masking. We performed 900 numerical simulations to calibrate our estimators in order to demonstrate that the Planck data set a constraint on the amplitude of such a modulation of $\delta\alpha/\alpha_0 = (-2.4 \pm 3.7) \times 10^{-2}$ (68% CL), using multipoles up to $\ell_{\text{max}} = 1500$. The conclusion of the analysis is summarized in Table 7.

From a theoretical point of view, our analysis relies on a modified version of the RECFAST code. It would be interesting to compare these results with those using more sophisticated (although computationally slower) recombination codes such as Byrrec (Ali-Haimoud & Hirata 2011) and Cosmorec (Chluba & Thomas 2011). This would enable us to quantify the accuracy of the description of the recombination process and its effect on the constraints; although the major effect on recombination is through the scaling of the energy levels in hydrogen, it will be worth checking for more subtle effects, in particular when the primordial helium fraction is considered as a free parameter. There is also the possibility of studying the effects of the variations of other constants, such as the mass of the baryons (induced by radiative corrections as soon as $\alpha$ is allowed to vary) or the strength of gravity. The investigation of these possibilities, which requires consideration of specific self-consistent theoretical models are postponed to future work. Similarly, the comparison of the limits derived in this work with the ones obtained at lower redshifts require one to specify a model, since the constraints are very sensitive to the functional form of the time variation of the fundamental constants.

In conclusion, the angular resolution and sensitivity of Planck enables us to reach higher accuracy and lift existing degeneracies. Further improvement in studies of both temporal and spatial variation can be expected in the near future by including polarization data from Planck, as well as other experiments, such as SPTPol (Austermann et al. 2012), ACTPol (Niemack et al. 2010), and Polarbear (Kermish et al. 2012).
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(2000), and Wong et al. (2008), these are given by
\[
\frac{dx_p}{dz} = \frac{C_H}{H_0(1+z)E(z)} \left[ x_c x_p \eta_{HI} \tilde{\alpha}_H \right. \\
- \beta_{HI}(1-x_p) e^{-h\eta_{HI}/kT_M} \left. \right] 
\]  
(A.1)
\[
\frac{dx_{HeII}}{dz} = \frac{C_{HeII}}{H_0(1+z)E(z)} \left[ x_c x_{HeII} \eta_{HeII} \tilde{\alpha}_{HeII} \right. \\
- \beta_{HeII}(1-x_{HeII}) e^{-h\eta_{HeII}/kT_M} \left. \right] \\
+ \frac{C'_{HeII}}{H_0(1+z)E(z)} \left[ x_c x_{HeII} \eta_{HeII} \tilde{\alpha}_{HeII} \right. \\
+ \frac{g_{HeII}^2}{g_{HeII}^2} (f_{HeII} - x_{HeII}) e^{-h\eta_{HeII}/kT_M} \left. \right], 
\]  
(A.2)
\[
\frac{d\tau_M}{dz} = \frac{8\sigma c T^4}{3H_0 E(z)(1+z)m_c} \left[ T_M = T + \frac{2T_M}{1+z}, \right. 
\]  
(A.3)

where the second term of equation (A.2) accounts for recombination through the triplets, via the semi-forbidden transition 2p → 1s. Here T is the radiation temperature that evolves as T = T_0(1+z).

Fig. A.1. The quantity \( dC^{TT}_\ell / d\alpha \), assuming the Planck best-fit model cosmological parameters.

Equations (A.1–A.3) involve quantities that remain constant due to our choice of units, such as the speed of light c, the Planck constant \( h \) and the radiation constant \( a_R = 4\pi^2 k^4/(60\pi^4 c^6) \). They also involve spectroscopic quantities, such as the hydrogen 2s–1s frequency \( \nu_{2s} \), the helium 2p–1s frequency \( \nu_{HeII} \), and the helium 3p–1s frequency \( \nu_{HeII} \). All these frequencies scale as \( \alpha^2 m_c \), as already described in Sect. 2.1. The importance of these rates on the CMB spectrum has been emphasized recently by Mukhanov et al. (2012). The coefficients \( C \) are explicitly given by
\[
C_H = \frac{1 + K_H \alpha_{HI} (1-x_p)}{1 + K_H (\alpha_{HI} + \beta_{HI})(1-x_p)}, 
\]  
(A.4)
\[
C_{HeII} = \frac{1 + K_{HeII} \alpha_{HeII} (f_{HeII} - x_{HeII}) e^{\nu_{HeII}/kT_M}}{1 + K_{HeII} (\alpha_{HeII} + \beta_{HeII}) (f_{HeII} - x_{HeII}) e^{\nu_{HeII}/kT_M}}, 
\]  
(A.5)
\[
C'_{HeII} = \frac{1}{1 + K'_{HeII} \alpha_{HeII} (f_{HeII} - x_{HeII}) e^{\nu_{HeII}/kT_M}}. 
\]  
(A.6)

These involve the H 2s–1s and He I 2s–1s two-photon decay rates, \( \alpha_{HI} \) and \( \alpha_{HeII} \), which both scale as \( \alpha^2 m_c \).

We also need the case B recombination coefficient for hydrogen (also by unfortunate convention called \( \alpha \), which we shall label \( \alpha_{HI} \), and the two recombination coefficients for helium, \( \alpha_{HeII} \) (singlet) and \( \alpha'_{HeII} \) (triplet), which are fitted by the same functional form given in P{é}quignot et al. (1991). These are all assumed to scale as \( \alpha^2 m_c^{-2/3} \) (see footnote 2 for further discussion on this dependence). The ionization coefficients \( \beta_{HI} \) and \( \beta_{HeII} \) are given by \( \beta_i = \alpha_i (2\pi m_i kT_M/h^2)^{3/2} \exp(-h\nu_i/kT_M) \), so that they scale mostly as the recombination coefficients, up to the dependence induced by the frequency in the exponential factor.

The “\( K \)-quantities”, \( K_H \), \( K_{HeII} \) and \( K'_{HeII} \), are, respectively, the cosmological redshifting of the hydrogen Lyman-\( \alpha \) and helium 2p–1s and 2p–1s transition lines. It can be shown that they scale as \( \alpha^2 m_c^{-2} \).

More details on the physical constant dependence of these equations can be found in Kaplinghat et al. (1999), Battey et al. (2001), Scoccola (2009), and Narimani et al. (2012).

Appendix B: How \( \alpha \) and \( m_c \) affect the power spectrum

In this Appendix, we illustrate how \( \alpha \) and \( m_c \) affect the CMB power spectra through the different terms listed in Sect. 2.1. The dependences described here have already been discussed in earlier papers (Hannestad 1999; Kaplinghat et al. 1999; Battey et al. 2001). However, we are interested in addressing the following two specific questions:

The first aims to identify the quantities in Sect. 2.1 whose change, due to a variation of the constants, gives the strongest effect on the CMB power spectra.

The second aims to understand what are the dependences that determine the different behaviour of the angular power spectra under a variation of \( \alpha \) or \( m_c \).

In order to investigate these two issues, we perform the following exercise. We add a variation of \( \alpha \) (or \( m_c \)) only to one or a few terms at a time, while keeping the value of the constants at the standard values in all other terms. We consider the following cases:

1. variation only in the hydrogen binding energy, as in Eq. (8);
2. variation only in the energy of the “Lyman–\( \alpha \)” transition (here improperly defined as the average of the (2s–continuum) and (2p–continuum) energy levels);
3. variation only in the previous two terms together;
4. variation of the previous two terms and the Thomson scattering cross-section \( \sigma_T \), as in Eq. (6);
5. variation only in the previous three terms and the 2–photon decay rate \( \Lambda_\alpha \), as in Eq. (13);
6. variation of all the terms where the constants appear.

We test the effects on the CMB angular power spectra of the sequence of cases listed above, both for variations of \( \alpha \) and \( m_c \), and show the results in Fig. B.1. There we plot the relative difference between: (i) the angular power spectrum obtained assuming that \( \alpha \) (or \( m_c \)) is changing only in a few terms as listed above; and (ii) the standard angular power spectrum, with the constants set to their usual values. For \( \alpha \) we assume a variation at the 5 % level, while for \( m_c \) we assume a variation at the 10 % level. This latter choice is motivated by the fact that atomic energies scale as \( \alpha^2 m_c \). Hence changing \( m_c \) by twice the \( \alpha \) change should result in similar effects on the angular power spectra, making the
It is evident from the figures that the major contribution to the change in the angular power spectrum induced by a variation of \( \alpha \) or \( m_e \) comes from the change in the hydrogen binding energy (item 1) and Ly \( \alpha \) energy (item 2). The main effect of changing these two energy levels is to modify the hydrogen 2s−1s transition energy, \( h\nu_{12s} \), in Eq. (A.1), since this is, by definition, the difference between the first two mentioned energies. Increasing \( h\nu_{12s} \) through, e.g., an increase of the hydrogen binding energy, weakens the ionization term in Eq. (A.1) through a decrease of the Boltzmann factor \( e^{-h\nu_{12s}/kT} \), resulting in earlier recombination. As a consequence, acoustic peaks move to higher multipoles, early ISW is increased and the Silk damping is decreased, so that the overall amplitude of the peaks is increased, as already described in Sect. 2.1. On the other hand, increasing the Ly \( \alpha \) energy has the opposite effect on \( h\nu_{12s} \) and would thus tend to delay recombination. However, this effect is mitigated by the other terms where the Ly \( \alpha \) energy level appears, such as in the \( K \) factors encoding the redshifting of the Ly \( \alpha \) photons in Eqs. (12) and (A.4). This is why the effects of increasing both the hydrogen binding energy and the Ly \( \alpha \) energy, through an increase of the value of the constants, do not perfectly cancel, but the first effect dominates over the second. Furthermore, as already mentioned, these effects are qualitatively the same for \( \alpha \) and for \( m_e \), although of different magnitude.

A distinction in the effects of \( \alpha \) or \( m_e \), is, however, introduced if we now also consider the impact on the Thomson scattering cross-section \( \sigma_T \) (item 4). As already described in Sect. 2.1, \( \sigma_T \propto \alpha^2 |m_e|^2 \), i.e., an increase in the value of \( \alpha \) increases \( \sigma_T \), while an increase in \( m_e \) decreases \( \sigma_T \). Consequently, an increase in \( \sigma_T \) increases Silk damping, while a decrease in \( \sigma_T \) decreases Silk damping. This is the reason why adding the effect of the constants on the Thomson cross-section, shown in the dark-blue dashed lines in Fig. B.1, increases the amplitude of the peaks for a larger value of \( \alpha \), while it decreases it for a larger value of \( m_e \). Consequently, this is the reason why \( \alpha \) and \( m_e \) have different effects on the amplitude of the peaks.

We now analyse the effect of adding the variation of constants in the 2-photon decay rate (item 5). As shown in Eq. (13), this ratio depends much more strongly on \( \alpha \) than on \( m_e \), \( \Lambda \propto \alpha^2 |m_e|^2 \). The effect of increasing the value of the constants in this term is again to shift recombination to earlier times, but, as expected, the impact is much larger when varying \( \alpha \) than when varying \( m_e \), as shown by the dashed red line in Fig. B.1. Finally, adding the variation of the constants in all the remaining terms, including the equations for helium recombination, further adjusts the amplitudes at the few percent level, to finally converge to the green solid line. In particular, we verified that neglecting the effects of the variation of the constants on helium recombination impacts the constraints by less than 5 \%.

For the sake of completeness, we show in Fig. B.2 the effect of varying the constants on the EE-polarization. The effects are similar to the ones described for temperature, although changes are in this case even larger. High accuracy observations of the polarization power spectra might therefore help in improving the constraints on fundamental constants.
Fig. B.1. **Left:** relative difference between the CMB $TT$ power spectrum calculated using a value of $\alpha/\alpha_0$ different from unity (in one, a few or all the terms where it appears), and a power spectrum, $C_{\ell,\text{st}}$, calculated using a standard value of $\alpha/\alpha_0 = 1$. We thus plot $\Delta C_{\ell}/C_{\ell} = (C_{\ell} - C_{\ell,\text{st}})/C_{\ell,\text{st}}$ [%]. The cases considered are $\alpha$ varying: only in the hydrogen binding energy (solid light blue); only in the Ly $\alpha$ energy (solid yellow); in both the previous two terms (solid purple); in both the previous terms and in the Thomson scattering cross-section (dashed dark blue); in the previous three terms and in the $2\gamma$-photon decay rate (dashed red); and in all terms (solid green). In each case, we assume that $\alpha$ varies by $+5\%$ ($\alpha/\alpha_0 = 1.05$) only in the terms considered, while it is $\alpha/\alpha_0 = 1$ in all the others. **Right:** same as the cases on the left, but for a variation of $m_e$ of $10\%$ ($m_e/m_e^0 = 1.1$).

Fig. B.2. Same as Fig. B.1, but for $EE$ polarization power spectra.
**Table C.1.** Constraints on the cosmological parameters for the base ΛCDM model with the addition of a varying fine structure constant and number of relativistic species, $N_{\text{eff}}$. We quote 68 % CL errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck+WP 68% limits</th>
<th>Planck+WP+highL 68% limits</th>
<th>WMAP-9 68% limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_b h^2$</td>
<td>$0.0220 \pm 0.0007$</td>
<td>$0.02229 \pm 0.00054$</td>
<td>$0.0230 \pm 0.0012$</td>
</tr>
<tr>
<td>$\Omega_c h^2$</td>
<td>$0.1174 \pm 0.0088$</td>
<td>$0.1227 \pm 0.0088$</td>
<td>$0.1401 \pm 0.024$</td>
</tr>
<tr>
<td>$H_0$</td>
<td>$65.2_{-8.1}^{+5.8}$</td>
<td>$69.6_{-8.0}^{+6.0}$</td>
<td>$79^{-20}_{-18}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$0.095_{-0.016}^{+0.014}$</td>
<td>$0.095_{-0.016}^{+0.014}$</td>
<td>$0.089 \pm 0.014$</td>
</tr>
<tr>
<td>$N_{\text{eff}}$</td>
<td>$3.04_{-0.73}^{+0.54}$</td>
<td>$3.30_{-0.76}^{+0.53}$</td>
<td>$4.46_{-1.24}^{+1.5}$</td>
</tr>
<tr>
<td>$\alpha/\alpha_0$</td>
<td>$0.993_{-0.0083}^{+0.0073}$</td>
<td>$0.9988_{-0.0075}^{+0.0087}$</td>
<td>$1.006_{-0.016}^{+0.020}$</td>
</tr>
<tr>
<td>$n_s$</td>
<td>$0.974 \pm 0.017$</td>
<td>$0.971 \pm 0.017$</td>
<td>$0.989 \pm 0.026$</td>
</tr>
<tr>
<td>$\ln(10^{10} A_s)$</td>
<td>$3.105 \pm 0.035$</td>
<td>$3.107_{-0.038}^{+0.034}$</td>
<td>$3.130_{-0.063}^{+0.075}$</td>
</tr>
</tbody>
</table>

**Table C.2.** Constraints on the cosmological parameters for the base ΛCDM model with the addition of a varying fine structure constant and helium abundance, $Y_p$. We quote 68 % CL errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck+WP 68% limits</th>
<th>Planck+WP+highL 68% limits</th>
<th>WMAP-9 68% limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_b h^2$</td>
<td>$0.02220_{-0.0013}^{+0.00073}$</td>
<td>$0.02245_{-0.0014}^{+0.00075}$</td>
<td>$0.0232 \pm 0.0014$</td>
</tr>
<tr>
<td>$\Omega_c h^2$</td>
<td>$0.1179_{-0.0063}^{+0.0051}$</td>
<td>$0.1202_{-0.0069}^{+0.0057}$</td>
<td>$0.1166_{-0.0079}^{+0.0061}$</td>
</tr>
<tr>
<td>$H_0$</td>
<td>$66.6_{-13}^{+6.2}$</td>
<td>$69.8_{-13}^{+6.1}$</td>
<td>$75 \pm 10$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$0.095_{-0.016}^{+0.014}$</td>
<td>$0.094_{-0.016}^{+0.013}$</td>
<td>$0.088_{-0.015}^{+0.013}$</td>
</tr>
<tr>
<td>$Y_p$</td>
<td>$&lt; 0.306$</td>
<td>$&lt; 0.325$</td>
<td>$&lt; 0.345$</td>
</tr>
<tr>
<td>$\alpha/\alpha_0$</td>
<td>$0.996_{-0.024}^{+0.015}$</td>
<td>$1.003_{-0.026}^{+0.014}$</td>
<td>$1.010 \pm 0.023$</td>
</tr>
<tr>
<td>$n_s$</td>
<td>$0.976 \pm 0.013$</td>
<td>$0.968 \pm 0.012$</td>
<td>$0.976 \pm 0.015$</td>
</tr>
<tr>
<td>$\ln(10^{10} A_s)$</td>
<td>$3.107 \pm 0.030$</td>
<td>$3.102 \pm 0.028$</td>
<td>$3.096 \pm 0.039$</td>
</tr>
</tbody>
</table>

**Table C.3.** Constraints on the cosmological parameters for the base ΛCDM model with the addition of a varying fine structure constant for Planck data, removing the low-$l$ multipoles and placing a Gaussian prior on $\tau$. We quote 68 % CL errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck-- low $l+\tau$ prior 68% limits</th>
<th>Planck-- low $l+\tau$ prior+highL 68% limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_b h^2$</td>
<td>$0.02194 \pm 0.00028$</td>
<td>$0.02194 \pm 0.00028$</td>
</tr>
<tr>
<td>$\Omega_c h^2$</td>
<td>$0.1205 \pm 0.0040$</td>
<td>$0.1228 \pm 0.0038$</td>
</tr>
<tr>
<td>$H_0$</td>
<td>$65.6 \pm 1.9$</td>
<td>$66.6 \pm 1.7$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$0.094 \pm 0.013$</td>
<td>$0.093 \pm 0.012$</td>
</tr>
<tr>
<td>$\alpha/\alpha_0$</td>
<td>$0.9970 \pm 0.0054$</td>
<td>$1.0011 \pm 0.0045$</td>
</tr>
<tr>
<td>$n_s$</td>
<td>$0.961 \pm 0.016$</td>
<td>$0.948 \pm 0.015$</td>
</tr>
<tr>
<td>$\ln(10^{10} A_s)$</td>
<td>$3.105 \pm 0.026$</td>
<td>$3.101 \pm 0.025$</td>
</tr>
</tbody>
</table>

35 European Space Agency, ESAC, Planck Science Office, Camino bajo del Castillo, s/n, Urbanización Villafranca del Castillo, Villanueva de la Cañada, Madrid, Spain
36 European Space Agency, ESTEC, Keplerlaan 1, 2201 AZ Noordwijk, The Netherlands
37 Helsinki Institute of Physics, Gustaf Hällströmin katu 2, University of Helsinki, Helsinki, Finland
38 INAF - Osservatorio Astronomico di Padova, Vicolo dell’Osservatorio 5, Padova, Italy
39 INAF - Osservatorio Astronomico di Roma, via di Frascati 33, Monte Porzio Catone, Italy
40 INAF - Osservatorio Astronomico di Trieste, Via G.B. Tiepolo 11, Trieste, Italy
41 INAF/IASF Bologna, Via Gobetti 101, Bologna, Italy
42 INAF/IASF Milano, Via E. Bassini 15, Milano, Italy
43 INFN, Sezione di Bologna, Via Irnerio 46, I-40126, Bologna, Italy
44 INFN, Sezione di Roma 1, Università di Roma Sapienza, Piazzale Aldo Moro 2, 00185, Roma, Italy
### Table C.4. Constraints on the cosmological parameters for the base ΛCDM model with the addition of the mass of the electron for Planck data, removing the low-ℓ multipoles and placing a Gaussian prior on τ. We quote 68% CL errors. In this case we find that the Hubble parameter is unconstrained within the uniform prior we set, i.e., 40 < (H₀/km s⁻¹ Mpc⁻¹) < 100.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Planck– low 1+r prior (68% limits)</th>
<th>Planck– low 1+r prior+highL (68% limits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ω₀h²</td>
<td>0.0221±0.0023</td>
<td>0.0220±0.0017</td>
</tr>
<tr>
<td>Ω₇h²</td>
<td>0.123±0.011</td>
<td>0.1224±0.0098</td>
</tr>
<tr>
<td>H₀</td>
<td>&lt; 76.1</td>
<td>&lt; 76.1</td>
</tr>
<tr>
<td>τ</td>
<td>0.092±0.012</td>
<td>0.094±0.012</td>
</tr>
<tr>
<td>mₑ/mₐ₀</td>
<td>1.007±0.099</td>
<td>1.001±0.075</td>
</tr>
<tr>
<td>nₛ</td>
<td>0.9527±0.0082</td>
<td>0.9503±0.0081</td>
</tr>
<tr>
<td>ln(10¹⁰A₀)</td>
<td>3.101±0.026</td>
<td>3.102±0.025</td>
</tr>
</tbody>
</table>
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Fig. C.1. Two-dimensional likelihood contours (68% and 95%) for $\alpha/\alpha_0$ versus different foreground/beam/calibration parameters, as defined in table 4 of Planck Collaboration XVI (2014). We show results for Planck+WP (blue) and Planck+WP+highL (orange) data combinations.
**Fig. C.2.** Two-dimensional likelihood contours (68% and 95%) for $m_e/m_{e0}$ versus different foreground/beam/calibration parameters, as defined in table 4 in Planck Collaboration XVI (2014). We show results for Planck+WP (blue) and Planck+WP+highL (orange) data combinations.